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Emotion and reasoning in human decision-making
Edmund T. Rolls

Abstract

Two systems in the brain that are involved in emotional and economic decision-making are
described. The first is an evolutionarily old emotion-based system that operates on rewards defined
by the genes such as food, warmth, social reputation, and having children. Such decisions are
often based on heuristics, such as being highly sensitive to losses, because a single loss might
influence one's reproductive success. This is a multidimensional system with many rewards and
punishers, all of which cannot be simultaneously optimized. The second route to decision-making
involves reasoning, in which it is assumed that utility can be accurately assessed and logical
reason can be applied, though the human brain is not naturally computationally good at logical
assessment. When decisions are taken, all those factors apply, and in addition there is noise
introduced into the system by the random firing times of neurons for a given mean firing rate. The
implications for economic decision-making are described. In macroeconomics, it is assumed that
the economy behaves like one “representative” agent who can take rational and logical decisions,
and who can maximize utility over a constraint. Given the neuroscience of decision-making, the
situation is more complex. The utility function may be multidimensional, the reward value along
each dimension may fluctuate, the reasoning may be imperfect, and the decision-making process is
subject to noise in the brain, making it somewhat random from occasion to occasion. Moreover,
each individual has a different set of value functions along each dimension, with different
sensitivities to different rewards and punishers, which are expressed in the different personalities
of different individuals. These factors underlying the neuroscience of human decision-making
need to be taken into account in building and utilizing macroeconomic theories.
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1 Introduction

In this article I unravel some of the implications for economics of our understanding of the brain
mechanisms underlying valuation and decision-making. | argue that the concept of a rational
self-interested decision-maker in economics can now be updated to take into account a much
broader perspective on how humans take value-based decisions. The approach taken here to
economics complements some other approaches (Glimcher, 2011; Glimcher and Fehr, 2013).

A central issue in this article is how subjective utility is determined, and the factors that
influence it. In economics, subjective utility may be inferred from choices. But choices provide
information about the ordering of goods (on an ordinal scale), not about their numerical value
(on a cardinal scale), so are an imperfect way of measuring utility (Glimcher, 2011). Here |
address some of the factors that provide the foundation for a continuous representation in the
brain of the subjective utility of ‘goods’, and then how that provides an input to a choice
mechanism.

Is subjective utility for the good of the “self-interested” individual? | will argue that what is
good for genes also influences utility. Is subjective utility logical, that is, based on estimates of
probabilities followed by calculations based on these? | will argue that there are two major
systems in our brains that are involved in choices, one that can operate logically or rationally in
this way, but a second that operates emotionally, based on gene-specified reinforcers for actions,
that is much less calculating, but that reflects factors that have tended to promote survival in our
evolutionary history and therefore have been the subject of natural selection. Is subjective utility
deterministic? (Note that rational has a technical sense in economics, meaning consistency of
choice or preference (Glimcher, 2011)). In Expected Utility theory (von Neumann and
Morgenstern, 1944), a chooser has a monotonic utility function in which utility increases with
value, and computes the desirability of a lottery by multiplying the probability of the gains or
losses by the utility of those gains or losses (Glimcher, 2011). In this article, | use rationality in
its neuroscience sense, to indicate reasoning using a syntactic (language-based) system (Rolls,
2007, 2011, 2014, 2016, 2018). | will argue that choice mechanisms in the brain are inherently
non-deterministic, and are stochastic, as they are influenced by the randomness in the spiking
times of neurons in the brain. | show that the brain’s non-deterministic choice decision systems
have evolutionary advantage (Rolls and Deco, 2010; Rolls, 2016). Understanding these factors
that influence subjective utility, and the underlying mechanisms that implement choice within
the brain, can improve our understanding of utility, that is, what makes us choose particular
goods.

2 Dual routes to action
2.1 A reward/punishment system for instrumental learning and emotion

I have presented evidence that there are two types of route to action performed in relation to
value, to reward or punishment, in humans (Rolls, 2011, 2012a, 2014, 2016, 2018, 2019c).
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Examples of such actions include emotional and motivational behaviour, and the types of
decision and action studied in economics.

The first route is via the brain systems that have been present in non-human primates such
as monkeys, and to some extent in other mammals, for millions of years. These systems include
the amygdala and, particularly well-developed in primates, the orbitofrontal cortex. These
systems control behaviour in relation to reward and punishment as specified by genes as the
goals for action. A reward is a stimulus for which an individual will work (i.e. for which actions
will be performed that are instrumental in obtaining the reward: instrumental learning), and a
punisher is a stimulus that an individual will work to escape from or avoid. Learning allows
other previously neutral stimuli to become goals for action by associative learning: secondary
reinforcers are learned, and unlearned, because of their relation to primary reinforcers (Rolls,
2014, 2018). (I have noted that specification by genes in this way does not imply genetic
determinism: there are many genes competing to promote different actions, the choices are
noisy, that is probabilistic, because of noise in the brain, and individual genes can be thought of
as influencing but not determining behaviour (Rolls, 2012a)).

The computation that controls the action thus involves assessment of the reinforcement-
related value of a stimulus (see Rolls, 2014). This assessment may be based on a number of
different factors. One is the previous reinforcement history, which involves stimulus-
reinforcement association learning using the amygdala, and its rapid updating especially in
primates using the orbitofrontal cortex. This stimulus-reinforcement association learning may
involve quite specific information about a stimulus, for example of the energy associated with
each type of food, by the process of conditioned appetite and satiety (Booth, 1985). A second is
the current motivational state, for example whether hunger is present, whether other needs are
satisfied, etc. A third factor that affects the computed reward value of the stimulus is whether
that reward has been received recently. If it has been received recently but in small quantity, this
may increase the reward value of the stimulus. This is known as incentive motivation or the
“salted nut” phenomenon. The adaptive value of such a process is that this positive feedback of
reward value in the early stages of working for a particular reward tends to lock the organism
onto behaviour being performed for that reward. This means that animals that are for example
almost equally hungry and thirsty will show hysteresis in their choice of action, rather than
continually switching from eating to drinking and back with each mouthful of water or food.
This introduction of hysteresis into the reward evaluation system makes action selection a much
more efficient process in a natural environment, for constantly switching between different
types of behaviour would be very costly if all the different rewards were not available in the
same place at the same time. (For example, walking half a mile between a site where water was
available and a site where food was available after every mouthful would be very inefficient.) A
fourth factor is the computed absolute value of the reward or punishment expected or being
obtained from a stimulus, e.g., the sweetness of the stimulus (set by evolution so that sweet
stimuli will tend to be rewarding, because they are generally associated with energy sources), or
the pleasantness of touch (set by evolution to be pleasant according to the extent to which it
brings animals of the opposite sex together, and depending on the investment in time that the
partner is willing to put into making the touch pleasurable, a sign which indicates the
commitment and value for the partner of the relationship). After the reward value of the
stimulus has been assessed in these ways, behaviour is then initiated based on approach towards
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or withdrawal from the stimulus. A critical aspect of the behaviour produced by this type of
system is that it is aimed directly towards obtaining a sensed or expected reward, by virtue of
connections to brain systems such as the basal ganglia and cingulate cortex (Rolls, 2014, 2016)
which are concerned with the initiation of actions (see Fig. 1).

Now part of the way in which the behaviour is controlled with this first route is according to
the reward value of the outcome. At the same time, the animal may only work for the reward if
the cost is not too high. Indeed, in the field of behavioural ecology, animals are often thought of
as performing optimally on some cost-benefit curve (Krebs and Kacelnik, 1991; Mobbs et al.,
2018). This does not at all mean that the animal thinks about the rewards, and performs a cost-
benefit analysis using a lot of thoughts about the costs, other rewards available and their costs,
etc. Instead, it should be taken to mean that in evolution, the system has evolved such that the
way in which the reward varies with the different energy densities or amounts of food and the
delay before it is received, can be used as part of the input to a mechanism that has also been
built to track the costs of obtaining the food (e.g., energy loss in obtaining it, risk of predation,
etc.), and to then select (given many such types of reward and the associated cost), the current
behaviour that provides the most ‘net reward’. Part of the value of having the computation
expressed in this reward-minus-cost form is that there is then a suitable “currency”, or net
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Figure 1: Multiple routes to the initiation of actions and responses to rewarding and punishing stimuli. The inputs
from different sensory systems to brain structures such as the orbitofrontal cortex and amygdala allow these brain
structures to evaluate the reward- or punishment-related value of incoming stimuli, or of remembered stimuli. One
type of route is via the language systems of the brain, which allow explicit (verbalizable) decisions involving
multistep syntactic planning to be implemented. The other type of route may be implicit, and includes the anterior
cingulate cortex for action-outcome, goal-dependent, learning; and the striatum and rest of the basal ganglia for
stimulus-response habits. Pallidum / SN - the globus pallidus and substantia nigra. Outputs for autonomic responses
can also be produced using outputs from the orbitofrontal cortex and anterior cingulate cortex (some of which are
routed via the ventral, visceral, part of the anterior insular cortex) and amygdala.
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reward value, to enable the animal to select the behaviour with currently the most net reward
gain (or minimal aversive outcome).

In terms of the operation of this system, emotions can be seen as states elicited by the
reinforcers and which have a number of useful functions in relation to obtaining the reinforcers
such as maintaining continuity of action, and motivational states can be seen as states in which a
goal is being sought (Rolls, 2014, 2018).

When verbal declarations are made about decisions made in this first system, those verbal
declarations may be confabulations, reasonable explanations, or fabrications of reasons why the
choice was made. These reasonable explanations would be generated to be consistent with the
sense of continuity and self that is a characteristic of reasoning in the language system (Rolls,
2011, 2014, 2016, 2018).

2.2  The reasoning, rational, route to action

The second route in humans involves a computation with many “if ... then” statements, to
implement a plan to obtain a reward. In this case, the reward may actually be deferred as part of
the plan, which might involve working first to obtain one reward, and only then to work for a
second more highly valued reward, if this was thought to be overall an optimal strategy in terms
of resource usage (e.g., time). In this case, syntax is required, because the many symbols (e.g.,
names of people) that are part of the plan must be correctly linked or bound. Such linking might
be of the form: “if A does this, then B is likely to do this, and this will cause C to do this ...".
The requirement of syntax for this type of planning implies that an output to language systems
in the brain is required for this type of planning (see Fig. 1) (Rolls, 2014, 2018). Thus the
explicit language system in humans may allow working for deferred rewards by enabling use of
a one-off, individual, plan appropriate for each situation.

Another building block for such planning operations in the brain may be the type of short
term memory in which the prefrontal cortex is involved. This short term memory may be for
example in non-human primates of where in space a response has just been made. A
development of this type of short term response memory system in humans to enable multiple
short term memories to be held in place correctly, preferably with the temporal order of the
different items in the short term memory coded correctly, may be another building block for the
multiple step “if .... then” type of computation in order to form a multiple step plan. Such short
term memories are implemented in the (dorsolateral and inferior convexity) prefrontal cortex of
non-human primates and humans (Goldman-Rakic, 1996; Kolb and Whishaw, 2015; Rolls,
2016), and may be part of the reason why prefrontal cortex damage impairs planning (Shallice
and Cipolotti, 2018).

3 Decisions between the emotional and reasoning systems

The question then arises of how decisions are made in animals such as humans that have both
the implicit, direct reward-based, and the explicit, rational, planning systems (see Fig. 1) (Rolls,
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2011, 2014, 2018). One particular situation in which the first, implicit, system may be especially
important is when rapid reactions to stimuli with reward or punishment value must be made, for
then the direct connections from structures such as the orbitofrontal cortex to the basal ganglia
may allow rapid actions (Rolls, 2014). Another is when there may be too many factors to be
taken into account easily by the explicit, rational, planning, system, when the implicit system
may be used to guide action. In contrast, when the implicit system continually makes errors, it
would then be beneficial for the organism to switch from automatic, direct, action based on
obtaining what the orbitofrontal cortex system decodes as being the most positively reinforcing
choice currently available, to the explicit conscious control system which can evaluate with its
long-term planning algorithms what action should be performed next. Indeed, it would be
adaptive for the explicit system to regularly be assessing performance by the more automatic
system, and to switch itself in to control behaviour quite frequently, as otherwise the adaptive
value of having the explicit system would be less than optimal.

There may also be a flow of influence from the explicit, verbal system to the implicit
system, in that the explicit system may decide on a plan of action or strategy, and exert an
influence on the implicit system which will alter the reinforcement evaluations made by and the
signals produced by the implicit system (Rolls, 2014, 2018).

It may be expected that there is often a conflict between these systems, in that the first,
implicit, system is able to guide behaviour particularly to obtain the greatest immediate
reinforcement, whereas the explicit system can potentially enable immediate rewards to be
deferred, and longer-term, multi-step, plans to be formed. This type of conflict will occur in
animals with a syntactic planning ability, that is in humans and any other animals that have the
ability to process a series of “if ... then” stages of planning. This is a property of the human
language system, and the extent to which it is a property of non-human primates is not yet fully
clear. In any case, such conflict may be an important aspect of the operation of at least the
human mind, because it is so essential for humans to correctly decide, at every moment, whether
to invest in a relationship or a group that may offer long-term benefits, or whether to directly
pursue immediate benefits (Rolls, 2014, 2018).

The thrust of the argument (Rolls, 2014, 2018) thus is that much complex animal including
human behaviour can take place using the implicit, non-conscious, route to action. We should
be very careful not to postulate intentional states (i.e., states with intentions, beliefs and desires)
unless the evidence for them is strong, and it seems to me that a flexible, one-off, linguistic
processing system that can handle propositions is needed for intentional states. What the
explicit, linguistic, system does allow is exactly this flexible, one-off, multi-step planning ahead
type of computation, which allows us to defer immediate rewards based on such a plan.

This discussion of dual routes to action has been with respect to the behaviour produced.
There is in addition a third output of brain regions such as the orbitofrontal cortex and amygdala
involved in emotion, that is directed to producing autonomic and endocrine responses (see Fig.
1). Although it has been argued by Rolls (2014) that the autonomic system is not normally in a
circuit through which behavioural responses are produced (i.e., against the James-Lange and
related somatic theories), there may be some influence from effects produced through the
endocrine system (and possibly the autonomic system, through which some endocrine responses
are controlled) on behaviour, or on the dual emotional and rational systems just discussed that
control behaviour.
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4 The selfish gene vs the selfish phene

| have provided evidence above that there are two main routes to decision-making and action.
The first route selects actions by gene-defined goals for action, and is closely associated with
emotion. The second route involves multistep planning and reasoning which requires syntactic
processing to keep the symbols involved at each step separate from the symbols in different
steps. (This second route is used by humans and perhaps by closely related animals.) Now the
‘interests’ of the first and second routes to decision-making and action are different. As argued
very convincingly by Richard Dawkins in The selfish gene (Dawkins, 1989), and by others
(Hamilton, 1964; Ridley, 1993; Hamilton, 1996), many behaviours occur in the interests of the
survival of the genes, not of the individual (nor of the group), and much behaviour can be
understood in this way. | have extended this approach by arguing that an important role for
some genes in evolution is to define the goals for actions that will lead to better survival of those
genes; that emotions are the states associated with these gene-defined goals; and that the
defining of goals for actions rather that actions themselves is an efficient way for genes to
operate, as it leaves flexibility of choice of action open until the animal is alive (Rolls, 2014,
2018). This provides great simplification of the genotype as action details do not need to be
specified, just rewarding and punishing stimuli, and also flexibility of action in the face of
changing environments faced by the genes. Thus the interests that are implied when the first
route to action is chosen are those of the “selfish genes”, not those of the individual.

However, the second route to action allows, by reasoning, decisions to be taken that might
not be in the interests of the genes, might be longer term decisions, and might be in the interests
of the individual. An example might be a choice not to have children, but instead to devote
oneself to science, medicine, music, or literature. The reasoning, rational, system presumably
evolved because taking longer-term decisions involving planning rather than choosing a gene-
defined goal might be advantageous at least sometimes for genes. But an unforeseen
consequence of the evolution of the rational system might be that the decisions would,
sometimes, not be to the advantage of any genes in the organism. After all, evolution by natural
selection operates utilizing genetic variation like a Blind Watchmaker (Dawkins, 1986). In this
sense, the interests when the second route to decision-making is used are at least sometimes
those of the “selfish phenotype”. (Indeed, we might euphonically say that the interests are those
of the “selfish phene” (where the etymology is Gk phaino, ‘appear’, referring to appearance,
hence the thing that one observes, the individual). Hence the decision-making referred to above
is between a first system where the goals are gene-defined, and a second rational system in
which the decisions may be made in the interests of the genes, or in the interests of the
phenotype and not in the interests of the genes. Thus we may speak of the choice as sometimes
being between the “selfish genes” and the “selfish phenes”.

Now what keeps the decision-making between the “selfish genes” and the “selfish phenes”
more or less under control and in balance? If the second, rational, system chose too often for the
interests of the “selfish phene”, the genes in that phenotype would not survive over generations.
Having these two systems in the same individual will only be stable if their potency is
approximately equal, so that sometimes decisions are made with the first route, and sometimes
with the second route. If the two types of decision-making, then, compete with approximately
equal potency, and sometimes one is chosen, and sometimes the other, then this is exactly the
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scenario in which stochastic processes in the decision-making mechanism are likely to play an
important role in the decision that is taken (Rolls, 2014, 2016). The same decision, even with
the same evidence, may not be taken each time a decision is made, because of noise in the
system.

The system itself may have some properties that help to keep the system operating well. One
is that if the second, rational, system tends to dominate the decision-making too much, the first,
gene-based emotional system might fight back over generations of selection, and enhance the
magnitude of the reward value specified by the genes, so that emotions might actually become
stronger as a consequence of them having to compete in the interests of the selfish genes with
the rational decision-making process.

Another property of the system may be that sometimes the rational system cannot gain all
the evidence that would be needed to make a rational choice. Under these circumstances the
rational system might fail to make a clear decision, and under these circumstances, basing a
decision on the gene-specified emotions is an alternative. Indeed, Damasio (1994) argued that
under circumstances such as this, emotions might take an important role in decision-making. In
this respect, | agree with him, basing my reasons on the arguments above. He called the
emotional feelings gut feelings, and, in contrast to me, hypothesized that actual feedback from
the gut was involved. His argument seemed to be that if the decision was too complicated for
the rational system, then send outputs to the viscera, and whatever is sensed by what they send
back could be used in the decision-making, and would account for the conscious feelings of the
emotional states. My reading of the evidence is that the feedback from the periphery is not
necessary for the emotional decision-making, or for the feelings, nor would it be
computationally efficient to put the viscera in the loop given that the information starts from the
brain, but that is a matter considered elsewhere (Maia and McClelland, 2004; Rolls, 2014,
2018).

Another property of the system is that the interests of the second, rational, system, although
involving a different form of computation, should not be too far from those of the gene-defined
emotional system, for the arrangement to be stable in evolution by natural selection. One way
that this could be facilitated would be if the gene-based goals felt pleasant or unpleasant in the
rational system, and in this way contributed to the operation of the second, rational, system.
This is something that | propose is the case (Rolls, 2011, 2014, 2018).

5 The value or reward system in the brain, and its relation to
emotion: a second tier after the perceptual representation

An outline of the pathways involved in taste, olfactory, visual and somatosensory and also
abstract monetary reward is shown in Fig. 2 (Rolls and Grabenhorst, 2008; Grabenhorst and
Rolls, 2011; Rolls, 2014, 2018, 2019c). Conceptually, the orbitofrontal cortex and amygdala in
the column labelled ‘reward’ in Fig. 2 in which reward value is represented can be thought of as
receiving from the ends of each modality-specific cortical pathway in which the identity of each
sensory stimulus is represented independently of its reward value. These areas in which the
identity of each stimulus is represented (what visual object or face, what taste, what flavour,
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what odour etc) is shown by the column in Fig. 2 with inferior temporal visual cortex, primary
taste cortex in the anterior insula, pyriform olfactory cortex, and somatosensory cortex.

Part of the utility of this functional architecture is that there is a representation of what
stimulus is present that is independent of its reward value, so that learning to associate that
stimulus with its spatial position, to recognise and name it, and learn about its properties can
occur independently of its current affective value (Rolls, 2014, 2018, 2019c). A simple example
is that we can learn about the location of a food even if we are not hungry and it has no reward
value. At the subjective level, we can report on the properties and intensity of stimuli
independently of whether they are currently pleasant. A computational principle is thus that
there are separate representations of what a stimulus is together with its intensity, and its
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(what) value Output
Inferior temporal Medial PFC 10/
Vi V2 v4 visual cortex VMPFC

Choice Value
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Figure 2: Schematic diagram showing some of the connections of the taste, olfactory, somatosensory, and visual
pathways in the brain. V1, primary visual (striate) cortex; V2 and V4, further cortical visual areas. PFC, prefrontal
cortex. The Medial PFC area 10 is part of the ventromedial prefrontal cortex (VMPFC). VPL, ventro-postero-lateral
nucleus of the thalamus, which conveys somatosensory information to the primary somatosensory cortex (areas 1, 2
and 3). VPMpc, ventro-postero-medial nucleus pars parvocellularis of the thalamus, which conveys taste information
to the primary taste cortex. For purposes of description, the stages can be described as Tier 1, representing what
object is present independently of reward value; Tier 2 in which reward / affective value is represented; and Tier 3 in
which decisions between stimuli of different value are taken, and in which value is interfaced to behavioural output
systems. A pathway for top-down attentional and cognitive modulation of emotion is shown in purple. Auditory
inputs also reach the amygdala.
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affective value. Some computational reasons for this segregation into different areas are
described later.

The evidence that reward is represented in structures such as the orbitofrontal cortex and a
region to which it connects the anterior cingulate cortex (including the pregenual cingulate
cortex for rewards and the more dorsal cingulate regions for unpleasant stimuli (Grabenhorst
and Rolls, 2011; Rolls, 2019c) is that representations of food related stimuli in these regions
only occur when food is rewarding because hunger is present and not when the food is no longer
rewarding because it has been eaten satiety; and that activations in these regions correlate with
the subjective pleasantness of the stimuli. Monetary reward is represented in these regions, in
that activations in the medial orbitofrontal cortex correlate with the amount of reward won on
each trial, and in the lateral orbitofrontal cortex with the amount of money lost on a trial
(O'Doherty et al., 2001; Rolls, 2019c). The representations of many different rewards are
grouped together in the medial orbitofrontal cortex, and this may provide a mechanism for them
to be compared by competitive interactions implemented by lateral inhibition (Rolls and
Grabenhorst, 2008; Rolls, 2009b, 2014, 2018, 2019c). It is fundamental though that each reward
is represented by its own computationally independent though distributed subpopulation of
neurons so that each type of reward is separate from the other rewards, and each can be a goal
for a separate action (Rolls and Grabenhorst, 2008; Rolls, 2009b, 2014, 2018, 2019c¢).

Inputs that are not primary (unlearned, gene-specified) reinforcers, such as most visual
stimuli, can become secondary (learned) reinforcers by associative learning with primary
reinforcers (such as taste, punishing including painful, and thermal stimuli) in the orbitofrontal
cortex. The visual input is from the ventral, temporal lobe, visual stream concerned with “what”
object is being seen (Rolls, 2000; Rolls, 2012b; Rolls, 2016). Many of these neurons show
visual-taste reversal of associations in one or a very few trials. This reversal learning probably
occurs in the orbitofrontal cortex, for it does not occur one synapse earlier in the visual inferior
temporal cortex (Rolls et al., 1977), and it is in the orbitofrontal cortex that there is convergence
of visual and taste pathways onto the same single neurons (Thorpe et al., 1983; Rolls and
Baylis, 1994; Rolls et al., 1996; Rolls, 2019c). The probable mechanism for this learning is an
associative modification of synapses conveying visual input onto neurons responding to primary
reinforcers, implementing a pattern association network (Rolls and Treves, 1998; Rolls, 2014,
2016, 2018, 2019c).

Social reinforcers such as face and voice expression are also represented in the orbitofrontal
cortex (Thorpe et al., 1983; Kringelbach and Rolls, 2003; Rolls et al., 2006). The significance of
these neurons is likely to be related to the fact that faces convey information that is important in
social reinforcement in at least two ways that could be implemented by these neurons. The first
is that some may encode face expression (Rolls et al., 2006; Rolls, 2019c) (cf. Hasselmo et al.,
1989), which can indicate reinforcement. The second way is that they encode information about
which individual is present (Rolls et al., 2006), which by stimulus-reinforcement association
learning is important in evaluating and utilising learned reinforcing inputs in social situations
e.g., about the current reinforcement value as decoded by stimulus-reinforcement association to
a particular individual.

Top-down effects of cognition and attention on the value of stimuli, very important in our
economic valuation processes, are implemented in the orbitofrontal cortex value representations.
For example, verbal descriptions of the value of stimuli can bias the activations to incoming
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(bottom-up) olfactory, taste and tactile stimuli (de Araujo et al., 2005; Grabenhorst et al., 2008a;
McCabe et al., 2008; Rolls, 2014, 2018, 2019c). What may be a fundamental principle for how
top-down attention can influence affective vs non-affective processing has recently been
discovered. For an identical taste stimulus, paying attention to pleasantness activates brain
systems in the affective stream including the orbitofrontal and pregenual cingulate cortex, and
paying attention to intensity, which reflected the physical and not the affective properties of the
stimulus, activated brain areas in the discriminative (“what” or object) stream (Grabenhorst and
Rolls, 2008).The same occurs for olfactory processing (Rolls et al., 2008b). The mechanism is
biased activation (Deco and Rolls, 2005; Grabenhorst and Rolls, 2010; Rolls, 2016). The
implication is that different types of choice mechanism during economic decision-making will
be engaged depending on whether attention is to the reward value or some other discriminative
property of the stimulus.

Approaches used in neuroeconomics (Glimcher and Fehr, 2013) help to define further the
nature of the representation of reinforcers in the orbitofrontal cortex. When monkeys choose
between different numbers of drops of two juices, one more preferred than the other, some
neurons in the orbitofrontal cortex encode the offer value, some the choice value, and some the
taste, but not the details of the motor response that is chosen (Padoa-Schioppa and Assad, 2006).
Further, these neurons encode economic value, not relative preference, as shown by a study in
which a particular reward was paired with other rewards. The fact that the neuronal responses
are menu invariant suggests that transitivity, a fundamental trait of economic choice, may be
rooted in the activity of individual neurons (Padoa-Schioppa and Assad, 2008; Padoa-Schioppa
and Conen, 2017). There is also evidence that relative reward value may be represented in the
orbitofrontal cortex (Tremblay and Schultz, 1999), and in what may provide a resolution of this,
we have found that some parts of the orbitofrontal cortex may represent the absolute
pleasantness of stimuli and others the relative pleasantness of stimuli (Grabenhorst and Rolls,
2009). The representation of absolute value is important for long-term rational economic choice,
and of relative reward value for the choice between two or more rewards on a particular trial
(Grabenhorst and Rolls, 2009; Rolls, 2014, 2019c).

When a choice is made between stimuli with different reward probabilities, that is under
conditions of uncertainty, the choice made depends on the probability with which each reward
will be obtained. In this probabilistic decision-making situation, we can define expected value
as probability x reward magnitude) (Glimcher, 2004; Rolls, 2014). In an fMRI investigation of
such a probabilistic choice decision task in which humans chose between two rewards each
available with different probabilities, it was found that the activation of the orbitofrontal cortex
was related to expected value while the decision was being made, and also to the reward
magnitude announced later on each trial (Rolls et al., 2008a). An implication is that in situations
where decisions are made under conditions of uncertainty, the part of the brain that represents
the magnitude of the reward obtained on each trial (the orbitofrontal cortex (O'Doherty et al.,
2001; Rolls and Grabenhorst, 2008; Rolls et al., 2008a)) also contains a representation that
could just be the reward magnitude weighted by the average over recent history of the reward
obtained on a typical trial when that conditioned stimulus is shown. This is a simple way in
which expected value could be computed in the orbitofrontal cortex as the probability of
obtaining a reward on a given trial multiplied by the reward magnitude on a trial in which a
reward is obtained (Rolls et al., 2008a; Rolls, 2014). Further evidence in a variety of tasks
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implicates a related and partly overlapping region of the ventromedial prefrontal cortex with
positive expected value (Fouragnan et al., 2018). In contrast, the reward prediction errors or
temporal difference errors as defined in reinforcement learning (Sutton and Barto, 1998;
Schultz, 2016) are usually evident in the ventral striatum in imaging studies (Rolls et al., 2008a;
Fouragnan et al., 2018), though we should remember that such signals may be generated in the
orbitofrontal cortex (Rolls and Grabenhorst, 2008; Rolls, 2014; Rolls, 2017; Rolls, 2018,
2019c¢), in that negative reward prediction errors are represented by error neurons in the
primate orbitofrontal cortex (Thorpe et al., 1983), in that the lateral orbitofrontal cortex is
activated when a negative reward prediction error is generated in the reversal of a visual
discrimination task (Kringelbach and Rolls, 2003), and in that damage to the orbitofrontal
cortex impairs the ability to respond to negative reward prediction error (Rolls et al., 1994;
Rolls, 1999b; Hornak et al., 2004; Rolls, 2019c).

Although it might be anticipated that the actual utility or ‘subjective utility’ of an offer (a
choice) to an individual approximately tracks the expected value, this is not exactly the case,
with subjects typically undervaluing high rewards, and being over-sensitive to high punishments
(Bernoulli, 1738 / 1954; von Neumann and Morgenstern, 1944; Kahneman and Tversky, 1979;
Kahneman and Tversky, 1984; Tversky and Kahneman, 1986; Gintis, 2000; Rangel et al., 2008;
Glimcher and Fehr, 2013). Part of the adaptive value of being especially sensitive to
punishments is that even a single aversive event might be life and gene-threatening (and might
damage an individual’s reputation, or ability to compete in intrasexual competition), whereas
missing some possible rewards is likely to have much less serious consequences. Subjects also
typically have a subjective utility function that discounts rewards the further in the future they
are delayed (McClure et al., 2004; Glimcher and Fehr, 2013). Some parts of the ventromedial
prefrontal cortex have activations that may follow the subjective utility, of for example delayed
rewards. In a study of this, it was found that activations in the ventromedial prefrontal cortex
were correlated with the subjective utility of rewards delayed for different times, with the
discount curve for each subject reconstructed from each subject’s choices (Kable and Glimcher,
2007).

These representations of value on a continuous scale (separate scalar variables for each type
of reward) are the input to a third tier of processing, that involved in making choices between
rewards (Rolls, 2019c).

6 Choice decision-making in the brain: a third tier
6.1  Athird cortical tier implicated in choice decision-making

A representation of reward magnitude, expected value, and even the subjective utility of a
reward is an important input to a decision-making process, and the orbitofrontal cortex appears
to provide this information (Rolls, 2019c). When making a decision between two rewards, or
whether to work for a reward that has an associated cost, it is important that the exact value of
each reward is represented and enters the decision-making process. However, when a decision is
reached, a system is needed that can make a binary choice, so that on one trial the decision

www.economics-ejournal.org 12


http://www.economics-ejournal.org/

Economics: The Open-Access, Open-Assessment E-Journal 13 (2019-39)

might be reward 1, and on another trial reward 2, so that a particular action can be taken. For
the evaluation, the neural activity needs to represent a stimulus in a way that continuously and
faithfully represents the affective or reward value of the stimulus, and this could be present
independently of whether a binary choice decision is being made or not. On the other hand,
when a binary (choice) decision must be reached, a neural system is needed that does not
continuously represent the reward value of the stimulus, but which instead falls into a binary
state, in which for example the high firing of some neurons represents one decision (i.e. choice),
and the high firing of other neurons represents a different choice. Processes such as this
transition from spontaneous firing to a binary state of firing of neurons (fast vs slow) are known
to occur in some premotor and related areas such as the macague ventral premotor cortex when
decisions are taken, about in this case which vibrotactile stimulus to choose (Deco et al., 2013;
Rolls, 2016).

It has been proposed that there may be a similar binary choice system, in another brain
region, that becomes engaged when choice decisions are between rewards, or about rewards
with which there is an associated cost (Rolls, 2014, 2019c). To investigate whether representing
the affective value of a reward on a continuous scale may occur before and separately from
making a binary, for example yes-no, decision about whether to choose the reward, Grabenhorst
et al (2008b) used fMRI to measure activations produced by pleasant warm, unpleasant cold,
and affectively complex combinations of these stimuli applied to the hand. On some trials the
affective value was rated on a continuous scale, and on different trials a Yes-No (binary choice)
decision was made about whether the stimulus should be repeated in future. Activations that
were continuously related to the pleasantness ratings and that were not influenced when a binary
(choice) decision was made were found in the orbitofrontal and pregenual cingulate cortex,
implicating these regions in the continuous representation of affective value, consistent with the
evidence described above. In this study, decision-making contrasted with just rating the
affective stimuli revealed activations in the medial prefrontal cortex area 10, implicating this
area in choice decision making (Grabenhorst et al., 2008b).

Support for a contribution of medial prefrontal cortex area 10 (with an alternative term
'ventromedial prefrontal cortex', VMPFC (Rolls, 2019c)) to taking binary (choice) decisions
comes from a fMRI study in which two odors were separated by a delay, with instructions on
different trials to decide which odor was more pleasant, or more intense, or to rate the
pleasantness and intensity of the second odor on a continuous scale without making a binary
(choice) decision. Activations in the medial prefrontal cortex area 10, and in regions to which it
projects including the anterior cingulate cortex and insula, were higher when binary choice
decisions were being made compared to making ratings on a continuous scale, further
implicating these regions in choice decision-making (Rolls et al., 2010b).

Different brain systems were implicated in different types of choice decision-making (Rolls
et al., 2010b; Rolls, 2014). Decision-making about the affective value of odors produced larger
effects in the dorsal part of medial prefrontal cortex area 10 and the agranular insula, whereas
decisions about intensity produced larger effects in the dorsolateral prefrontal cortex, ventral
premotor cortex, and anterior insula.

Consistent with these findings, patients with medial prefrontal cortex lesions are impaired in
a decision-making shopping task, as reflected for example by visits to previously visited
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locations (Gilbert and Burgess, 2008; Shallice and Cipolotti, 2018). In another imaging study,
area 10 activation has been related to moral decision-making (Heekeren et al., 2005).

In the study with warm and cold stimuli, and mixtures of them, when a (choice) decision
was yes vs no, effects were found in the dorsal anterior cingulate cortex (Grabenhorst et al.,
2008b), an area implicated by many other studies in decision-making (Behrens et al., 2007,
Marsh et al., 2007). The anterior cingulate cortex has been implicated in action-outcome
learning (Rushworth et al., 2012; Rolls, 2019c), and the study with warm and cold stimuli
shows that the contribution of the anterior cingulate cortex is in the choice decision-making
itself, and that its activation does not occur just in relation to the pleasantness or intensity of the
stimuli (Grabenhorst et al., 2008b).

6.2  The mechanism for choice decision-making, and noise in the system
resulting in probabilistic decision-making

Attractor networks implemented by the recurrent collateral connections between cortical
pyramidal cells provide a way to understand choice decision-making in the brain and its
probabilistic nature (Wang, 2002; Deco and Rolls, 2006; Deco et al., 2009; Rolls and Deco,
2010; Deco et al., 2013; Rolls, 2014, 2016). Each set of neurons in the network that if in the
high firing rate state represents one of the attractors corresponds to one of the decisions, and is
biased on by the evidence for that decision, which might be the reward outcome expected if that
decision is taken (i.e. the expected value) (see Fig. 3). Because of the inhibitory interneurons,
only one high firing rate attractor state can be active at any one time, so a choice is made on
each trial. The state reached on a trial, i.e. the decision taken, depends on the relative strength of
the different expected rewards, and on the noise within the network caused by the almost
random (Poisson) spiking times for a given mean rate of the neurons in the network (see Fig. 3).

The fact that internal noise in the decision-making systems in the brain can make the
decision-making probabilistic and non-deterministic, with possibly different decisions on
different trials, is important for economics. The economic person cannot be considered in this
respect as a rational self-interested individual: the decision-making is probabilistic (Rolls and
Deco, 2010; Rolls, 2014, 2016). Moreover, a probabilistic decision-making network is also
involved with choice made between decisions based on activity in the reward-related and
rational systems (Rolls and Deco, 2010; Rolls, 2019c).

6.3 Confidence in decisions, and the monitoring and correction of decisions
before the outcome is known

When an attractor network makes a decision, the firing rate of the winning attractor will be a
little higher if the external evidence is consistent with the noise-influenced decision reflected by
the firing supported by the excitatory recurrent collateral connections, and a little lower if the
external evidence is inconsistent with the decision made. The reason for this is that the external
inputs add to the firing generated internally by the recurrent collateral feedback connections
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Figure 3: (a) Attractor or autoassociation single network architecture for decision-making. The cell body of each
neuron is shown as a triangle (like a cortical pyramidal cell), the dendrite is vertical, and receives recurrent collateral
synaptic connections wij from the other neurons. The evidence for decision 1 is applied via the A; inputs, and for

decision 2 via the A, inputs. The synaptic weights wij have been associatively modified during training in the

presence of A; and at a different time of X, . When X, and X, are applied, each attractor competes through the
inhibitory interneurons (not shown), until one wins the competition, and the network falls into one of the high firing
rate attractors that represents the decision. The noise in the network caused by the random spiking of the neurons
means that on some trials, for given inputs, the neurons in the decision 1 (D1) attractor are more likely to win, and on
other trials the neurons in the decision 2 (D2) attractor are more likely to win. This makes the decision-making
probabilistic, for, as shown in (c), the noise influences when the system will jJump out of the spontaneous firing stable
(low energy) state S, and whether it jumps into the high firing state for decision 1 (D1) or decision 2 (D2). (b) The
architecture of the integrate-and-fire network used to model decision-making (see text). (c) A multistable “effective
energy landscape” for decision-making with stable states shown as low “potential” basins. Even when the inputs are
being applied to the network, the spontaneous firing rate state is stable, and noise provokes transitions into the high
firing rate decision attractor state D1 or D2 (see Rolls and Deco 2010).

(see Fig. 3) (Rolls and Deco, 2010; Rolls et al., 2010c; Rolls, 2016). Now confidence in a
decision and the mechanism just described shows how confidence is an emergent property of
the decision-making network described, and is reflected in the firing rate of the winning
attractor, from which confidence can be read out (Rolls, 2016). This makes predictions about
the neuroimaging BOLD signals during decision-making, and these predictions have been tested
and confirmed for the area implicated in value-related decision-making, the medial prefrontal
cortex area 10 (Rolls et al., 2010c). Correspondingly, if the decision made is incorrect, in error,
confidence is lower and the firing rates of the winning attractor are lower. The fMRI predictions
have also been confirmed (Rolls et al., 2010a). Both studies provide support to value-based
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decision-making mechanisms described here, show how confidence in decisions probably
arises, and what it actually reflects in the brain (Rolls, 2014, 2016).

Given these concepts, we have shown that a second decision-making network can follow the
first, and take a decision about whether to continue with a strategy, or abort the previous
decision and try again (Insabato et al., 2010). The second network bases its decisions on the
firing rates in the first decision-making network, which encode confidence in the first decision.
Thus monitoring of choices even before outcomes are known, and correcting previous decisions
if appropriate, is a process that can be understood by simple processes in the brain.

The implication for economics is that decisions can be influenced by noise in the brain; that
confidence can be read out from the decision-making network itself; that the decisions on
different trials may be different because of noise influencing whether the rational or the
emotional system dominates; that checks on decisions should therefore always be made; that a
second network monitoring the confidence-related firing rates of a first decision-making
network provides one mechanism for correcting previous decisions, though further checking by
the rational decision-making system may be useful; and that the rational decision-making
system should not always trust what may be confabulations if a decision has been made based
on activity in the emotional system (Rolls and Deco, 2010; Rolls, 2011, 2014, 2016).

6.4 Cortical networks that make choices between rewards: Is there a common
currency?

In decision-making between rewards, the different inputs are the different rewards (Fig. 3). One
input might be an expected taste reward, another an expected monetary reward, another a social
reward. Some authors have talked about a common currency for rewards (McFarland, 1989;
Montague and Berns, 2002; Izuma et al., 2008; Sescousse et al., 2015). What might this mean
with this type of neuronal processing? In the neuronal decision mechanism described, the
decision state is high firing activity of the representation of the particular reward that has won.
This is excellent, because then action systems are provided with the information about the
particular reward that is the goal of the action, and of course the actions selected will have to
depend on the goal that has been selected. The fact that it is an attractor network that represents
the reward selected is also very useful, for the short term memory properties of the attractor
network will keep the goal representation active while an action is being selected and
performed. We can note that it would not be at all helpful to change the rewards into a common
currency (such as points, or dollars) as part of the selection process, as this would leave the
selected goal just a number of points, or a number of dollars, which would not be useful to guide
particular actions (Rolls, 2019c).

What is needed is that the different expected rewards that are the inputs to the decision
networks must be on approximately the same scale. If food reward were to always be much
stronger than other rewards, then the animal’s genes would not survive, for it would never drink
water, reproduce, etc. It has therefore been suggested that genes that specify rewards must be
selected to ensure that the rewards they specify are approximately of the same maximum value,
so that they will all be selected at some time (Rolls, 2014, 2018). There are of course factors
that modulate the current value of each reward, such as hunger for food reward, thirst for water
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reward, etc. Important also in the modulation of the value of each reward is sensory-specific
satiety, a property of it is suggested all reward types to help selection of different rewards which
in general is adaptive (Rolls, 2014, 2018). The opposite is also a useful principle, namely
incentive motivation, the shorter term increase in the reward value of a particular reward after a
particular reward has been obtained (or salted nut phenomenon (Hebb, 1949)), which has the
adaptive utility of helping behaviour to lock on to a goal for a useful and efficient amount of
time, rather than continually switching between rewards (Rolls, 2014, 2018). Thus we might
speak of a common scale for different rewards in that each reward type must have a similar
maximal value to other rewards as inputs that can drive the attractor decision-making network
so that each reward is selected at least sometimes. But there is no need to talk of a common
currency in which all specific rewards are converted into a common currency such as points
(Rolls, 2019c). We can note that although the rewards that are specified as primary reinforcers
by the genes should be specified to be approximately equipotent, learning mechanisms can
adjust the reward value of what starts as a primary reinforcer, as when a taste is associated with
sickness in taste aversion learning. As we shall see next, the costs associated with each reward
can also be a factor.

Now in fMRI studies, it is frequently found that many different reward types (including
taste, olfactory, flavour, texture, somatosensory, monetary, face expression, and social
reputation rewards) activate rather similar brain areas, which often include the medial
orbitofrontal cortex and pregenual cingulate cortex (Izuma et al., 2008; Rolls and Grabenhorst,
2008; Rolls, 2009a, 2014, 2018, 2019b). Does this provide evidence for a common reward
representation, of for example points? The evidence is that is does not, for all the single neuron
recording studies described above and elsewhere show that specific rewards are represented by
each neuron, which often responds to a particular combination of sensory inputs (Rolls and
Grabenhorst, 2008; Grabenhorst and Rolls, 2011; Rolls, 2014, 2018, 20194, c). So why may all
these different specific rewards be represented close together in for example the medial orbito-
frontal cortex? The answer | suggest is that the implementation of decision-making between
rewards by an attractor network means that all the different reinforcers have to be brought
spatially close together to compete with each other in a single network. The spatial constraint is
that cortical networks operate over a short range of a few mm (for very good computational
reasons described by Rolls (2016)), and this is why in this case the different rewards, to compete
within the same network using the short range inhibitory interneurons, and to support each other
using the short range cortical excitatory recurrent collaterals, need to be represented close
together in the cerebral cortex (Rolls, 2016).

How are costs taken into account in this decision-making process between different
rewards? | suggest that the costs incurred in obtaining each goal need to be subtracted from the
reward value of each goal, before they enter the decision-making network. The reason for this is
that the costs are different for each type of reward, and so it could not make sense to choose the
best reward independently of the cost of obtaining that reward. And to choose the best reward
independent of cost, and then to go through a process of evaluating the cost for the highest
reward, then if that does not exceed some criterion moving to the second highest reward, would
also be computationally very time-consuming, as well as difficult to implement. For these
reasons, the cost specific to each reward should be subtracted from the expected value of that
reward to produce a net value for that reward-cost pair before the decision-making network that
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makes the choice selection (Rolls and Grabenhorst, 2008; Grabenhorst and Rolls, 2011; Rolls,
2014, 2019c). It will be very interesting to discover whether there are such representations of
net reward-cost value in the brain, and if they are the inputs to the choice decision-making
networks. There is an indication that this can occur in some orbitofrontal cortex neurons (Cai
and Padoa-Schioppa, 2019; Rolls, 2019c). An indication that | note is that costs may be
dependent on the frequency of choices by others, which might influence the availability of
resources.

7 Implications for economic choice

I now consider the implications of this neurobiological approach to economics (Rolls, 20124,
2014).

| start with the concept that a classical approach taken in economics is to build theories and
analyses based on predictions of choices made by self-interested, rational (in its economics
sense of consistent (Glimcher, 2011)), individuals. I consider what the interests and values of
individuals are in the light of modern neurobiology and neuroscience. | argue that what might be
seen in economics as the interests of the individual may not be only those of the person, the
phenome (the phenotype, the person with the body). | argue that instead the values of the
individual may be shaped in part, and frequently unconsciously, by the values built-in to people
by the genome. These gene-based values may not be in the individuals® interests, but in the
genes’ interests. | thus argue that at least the concept of a self-interested individual in economics
needs to be broadened to take into account the fact that what people value, and choose, may not
be for their own good, but for their genes’ good. When we consider that the gene-based value
and emotional systems may influence our choice, frequently in a way that we cannot identify
with language and rational description, though about which we may confabulate a description,
we may be moving towards a more fundamental reassessment of approaches used in economics.
Importantly, because of confabulation, it may be wise not to base our analyses on what people
say, or say they will choose. The choices themselves are of course important, but, further, are
not necessarily consistent. For example, when we include the fact that our choices are frequently
influenced by noise in the brain, and this includes whether a choice on a particular occasion is
more influenced by rational thought or by the gene-based emotional system, the new approach
to economics based on neurobiology becomes quite radical and new (Rolls, 2012a, 2014,
2019c). The field of neuroeconomics is moving in this direction, but some of the present
approach is quite fundamental even with respect to neuroeconomics.

In some of the examples | provided in developing these arguments, it is shown that a gene-
based interest may not be consistent with what might be chosen rationally, i.e. by the reasoning
system, and for the self-interest of the individual. What is good for the genome may not be good
for the rational, self-interested, phenome.
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7.1 Logic, rationality (reasoning), gene-based choices, and the brain

The brain is poor at logic. It is not designed with a small number of inputs to each neuron (the
computational unit of the brain) between which a logical function (such as AND, NAND, OR)
determines the output (which is how digital computers operate). Instead, the brain operates by
computing the similarity (correlation, or dot product) between typically a vector of 10,000 input
firings from other neurons, and the vector of synaptic weight values, reflecting previous
learning, that determine how much influence each synaptic input has on a neuron. This results in
a continuously variable (scalar) firing rate of the neuron which is its output. This is the way in
which memory, perceptual, and decision-making systems in the brain operate (Rolls, 2016).
Humans can learn to apply logic, but it does not come naturally to the brain, and most humans
are poor at logic. We are poor at any exact weighting of reward magnitude by probability to
estimate utility. Thus we cannot assume in economics that humans always or even typically
make logical or computationally accurate choices. We are poor at assessing the odds, and even
weight possible wins and losses differently, for good biological reasons as | show below.

Humans do have an ability to reason using syntactical thought, even if it is not very
frequently based on logic. Instead rational (reasoning) thought often uses heuristics, short-cut
solutions that generally work, but may be more conservative, and certainly less precise, than
would be computed by logic.

But the solution used by the brain may be less good for the individual than rational thought,
because sometimes, and probabilistically caused by noise effects in the brain, the decision may
be based not on rational thought, but instead on the goals of the gene-based emotional system
which may not be in the interests of the individual, the phenome. Such choices may not be for
the long-term benefit of the individual, but for the long-term benefit of the genes. What is good
for the genome may not be good for the rational, self-interested, phenome (Rolls, 2014). Some
examples follow.

7.2 Choices influenced by the gene-specified goals that may not be in the
interests of the individual

Kin altruism. People, and animals, are frequently altruistic towards those who are genetically
related to them, and this is an example of the operation of ‘selfish genes’ (Dawkins, 1982, 1989;
Dawkins, 1995; Ridley, 1996). But helping your genes may not help yourself. Mothers breast
feed their children, sometimes at their own nutritional expense. The wish to pass on resources to
their children, as inheritance, is highly valued by most people for biological reasons, that this is
the best way to help their own genes, and this may not be realised consciously and rationally.
Politicians should understand that this is of high value to most humans, and allow for this in
their economic and financial proposals.

Tribalism has its origins in part in relation to kin altruism, and stakeholder altruism (see
below). Although in modern times the local tribe (e.g. football crowd) may not be genetically
related, identifying with members of the local group would in the past have led to helping
individuals who would probably be genetically related, so that there would be a good chance
that individuals would be helping their own genes. It is remarkable that until perhaps 80 years
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ago most villagers in England would not travel more than a few villages away, and would
probably find someone to love, marry, and have children with in that vicinity. This shows how
the members of a local tribe would in the past probably have shared genes.

In relation to economics, the implication is that people may behave apparently altruistically
to members of their “tribe’, and not behave strictly according to their own self-interest (Rolls,
2014). This may provide a contribution to understanding charitable behaviour: individuals in
distant countries may, with the closeness to which they are brought by the media, be treated as
members of one’s tribe, benefitting from this human heuristic. “For King and Country” is
probably valued by individuals partly for the genetic advantage service might imply. Should it
have been “For kin and country”? (The etymology of king is Anglo-Saxon kin.)

Reciprocal altruism. Altruism involves reciprocal exchange with an identified individual for
the advantage of both. ‘Tit-for-tat’ can be stable, and forgiveness can be useful in economic
games by re-establishing reciprocation when one and then the other party defect (Ridley, 1996).
There are remarkably few well-established examples of reciprocal altruism involving individual
recognition in animals: often proximity (clustering) (e.g. bats share blood with their neighbour,
who happens to be in the same place regularly), and tribalism, or kin altruism provide an
alternative account of what appears to be reciprocation (Dawkins, 1995). A cheat-proof label
may help true reciprocal altruism. In humans, reciprocal altruism may become more important
because there may be some language-based ‘contract’ between individuals between whom
reciprocation is set up.

Stakeholder altruism. Being in a crowd may provide protection, even if one does not
recognise an individual to whom to reciprocate. This is an example of stakeholder altruism. One
might similarly have a stake in a country, or a wife. In all these cases, we can say that genes
have identified genetic advantage in such altruism, even though it may not be to the individual’s
advantage to participate fully. The individual might always for example find the middle of the
crowd, and never take a duty on watch, and never be near the edge of the crowd where there is
more danger; yet the genes for stakeholder altruism have to make it likely that individuals will
participate in the giving as well as the receiving, and that cheats will be excluded (Roberts,
2005). Conforming to the decision-making of a group may be related to tribalism.

Altruistic punishment. In altruistic systems, cheat detection is important for the genetic,
reciprocal, or stakeholder benefit. Individuals may therefore perform acts to their own apparent
economic or other disadvantage, in order to punish or eliminate cheating, and this is termed
altruistic punishment (Fehr, 2009).

There is an issue about whether altruistic punishment exists. Many of the experimental
investigations into altruistic punishment do not make it clear enough that this is a single game,
and that one will never encounter the individual again. If one may encounter the individual
again, the punishment may not be so altruistic: it would then be self-interested, as it could be
part of a reciprocal altruism interaction. Further, participants in some investigations may assume
that at least the experimenter knows how they choose, and that could influence their behaviour.

Reputation. Reputation is important in reciprocal and stakeholder altruism. It leads to
punishing, for example to exclusion, of individuals who gain a reputation for cheating or lying.
Reputation is powerful, because one does not need to have directly experienced defection in
reciprocation from an individual: knowledge that cheating, taking advantage, lying etc has
occurred, being informed about it, can damage a person’s reputation, and influence interactions
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with large numbers of individuals. Reputation is especially important in humans because of
language, which can spread the rumour beyond those who have immediate contact with the
individual. The media, newspapers, and the internet can be powerful communication tools for
reputation: everyone is interested in their reputation, and in the reputation of others, because of
the implications for them. A single rumour can be very damaging, so individuals may value
highly anything to defend their reputation, even if it is very costly (in for example economic
terms), risky, and may not succeed. An example is Oscar Wilde, who, valuing his reputation,
took great risks in defending it, which led to great financial and other losses.

The importance of reputation is very high in humans because of language. The value of
reputation to an individual must be taken into account when developing an understanding of the
economic decisions made by individuals. Females value fidelity and trustworthiness as it is
good for their genes to have the resources of their husband, and not to have those resources
given to others. Women are thus very interested in reputation, and it has even been suggested
that evolutionary pressure for the development of language was the value of gossip to women
(Dunbar, 1996).

Love, children, and parental economic and other sacrifice for children. Love for one’s
partner with whom one is having children, and in one’s children, is for a person’s genetic
advantage, but may not be for the individual’s advantage (i.e. for the advantage of the pheno-
type). Some people devote themselves to science or art because of the value that discovery,
creativity, or aesthetics has for them, or to business because of economic wealth, and do not
have children, but this is not common, for reasons described above — the genetic advantage of
reproduction must drive most people. These factors, rather than pure economic advancement of
a self-interested individual, must be taken into account in understanding economic choices.
Mothers have a built-in heuristic to help their children. Indeed, a need to be needed might be a
good heuristic for a parent. And the heuristic might contribute to a number of other behaviours,
such as helping the needy, unfortunate, and ill.

We have thus seen in this section that the self-interested financial advantage is often not the
only factor that accounts for economic choices. Many other factors contribute, are built-in to us
by genes that specify goals for actions, and may operate unconsciously, with confabulation
sometimes not leading to an accurate account of why a choice was in fact made (Rolls, 2012a).
We now turn to further neurobiological mechanisms that contribute to an account of economic
choices and decision-making.

Sexual selection

Sexual selection can account for choices and decisions where the advantage may not be to the
individual, to the individual’s personal survival, to the phene, but instead is to the advantage of
the individual’s genes, by promoting reproductive success, enabling genes to be passed to the
next generation (Miller, 2000; Rolls, 2012a, 2014, 2018). A classical example is the highly
decorated nest built by the male bowerbird to attract females. The beautiful and elaborate nest
may be a sign used by females to identify a male with good genes, one who can afford to invest
in useless ornamentation. The obvious investment of time and resources may indicate a male
who must be fit because it can survive the handicap of the large investment of time and
resources. The aesthetic nest may also be a sign of a lot of brain power, which might of course
also be useful in her offspring with him for other things, such as survival. The female
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bowerbird, having chosen her male, and mated with him for his genes, then goes off to build a
useful and practical nest in which to bring up the young. The male bowerbird’s nest is thus as a
nest just useless ornamentation; but it does attract females, and is therefore advantageous for
sexual selection.

This is an example of intersexual sexual selection. It is probably at least part of the basis in
humans of fashion, conspicuous consumption, thinness in females (a sign of sexual fertility, and
of not being already pregnant), large breasts in females (frequently larger than necessary, but
useful as a sign of child-rearing potential to males). Resources, wealth, and status in males are
attractive to women, who may be able to bring up their children (genes) better with these
advantages. Risk-taking may be attractive because if an individual can survive such risks, that
individual must have good survival-related genes. Hunting ability may also be a sign of good
genes: and made of value to individuals by inter-sexual selection.

Intrasexual sexual selection involves competition between individuals of the same sex for
access to the other sex. A large and fit body (or antlers in deer) are examples of weapons used in
intrasexual selection. The tendency in males to aggression, fighting, and war may have
foundations that are partly rooted in intrasexual selection.

We can thus see that neurobiology leads to the view that humans are not just self-interested
individuals interested in financial wealth, but that there are many other factors, some of which
may even harm the individual, that are important in economic choice. Evolutionary pressure has
selected for brain systems that identify these as goals for choice and action, and economic
choices should not therefore be assumed to be made only for the advantage of the self-interested
individual. Humans may not even understanding fully, or be able to explain and report correctly,
the reasons for their choices, and this needs to be taken into account in economics. Moreover,
the fact that choices are probabilistic, and are influenced by internal neuron spike timing-related
noise, which even influences whether decisions are taken by the emotional or rational systems,
needs to be taken into account in economics. Some foundations for understanding reward
processing and decision-making have been described. A fuller approach to understanding
reward processing and emotion is provided by Rolls (2014), a rigorous computational approach
to understanding brain function is provided by Rolls (2016), neural decision-making is
described by Rolls and Deco (2010) and Rolls (2014), and neuroeconomics is considered in
Glimcher and Fehr (2013) with an introduction in Rolls (2014).

8 Commentary

What are emotions, and what types are there?

I define emotions as states elicited by rewards and punishers. That is an operational definition,
and helps greatly, for it means that emotions and their neural bases can be studied scientifically
by investigating effects produced by rewards and punishers (Rolls, 1999a; Rolls, 2014). (The
issue of conscious feelings is much more complex, and is considered elsewhere in Rolls (2014).
Moreover, as summarized in Fig. 4, this approach leads to a classification of emotions in terms
of reinforcement contingencies and each particular reward and punisher. (Examples are
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Emotions: states elicited by Rewards and Punishers
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Figure 4: Some of the emotional states associated with different reinforcement contingencies are indicated. Intensity
increases away from the centre of the diagram, on a continuous scale. The classification scheme shows how different
emotional states created by the different reinforcement contingencies consist of being in a state that leads to (1)
performing an action to obtain a reward (S+), (2) performing an action to escape from or avoid a punisher (S-), (3)
performing an action, or not, because of the omission of a reward (S+) (extinction) or the termination of a reward
(S+1) (time out), and (4) performing an action, or not, because of the omission of a punisher (S-) (avoidance) or the
termination of a punisher (S-!) (escape). Note that the vertical axis describes emotional states associated with the
delivery of a reward (up) or punisher (down). The horizontal axis describes emotional states associated with the non-
delivery of an expected reward (left) or the non-delivery of an expected punisher (right). For the contingency of non-
reward (horizontal axis, left), different emotions can arise depending on whether an active action is possible to
respond to the non-reward, or whether no action is possible, which is labelled as the passive condition. The diagram
summarizes the emotional states that might arise for one reinforcer as a result of different contingencies. Every
separate reinforcer has the potential to operate according to contingencies such as these. Each different reinforcer will
produce different emotional states, but the contingencies will operate as shown to produce different specific
emotional states for each different reinforcer. The diagram does not imply a dimensional theory of emotion, but
shows the type of emotional state that might be produced by a specific reinforce.

provided in Section 7.2, and the approach elaborated in detail elsewhere (Rolls, 2014).) This is
much more systematic than trying to think of all the possible emotions that one can without
having a framework (Ben-Ze’ev, 2001), even if the emotion 'types’ are related to factor analysis
(Barrett, 2017), electrical stimulation of the brain (Panksepp, 1998), facial expression (Ekman,
1992), etc (Solms, 2019).

In this framework, it needs to be emphasized that rewards and punishers can be ‘primary’,
that is, gene-specified and innate (for example sweet taste), or 'secondary’, that is learned by
association with a primary reinforcer (Rolls, 1999a; Rolls, 2014). Thus money can be
understood as a secondary reinforcer, because it has associations with many primary rewards.
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The relation of dual-systems brain theory, the emotional vs the rational, to behavioral
macroeconomics

A key point made in the paper is that Behavioral Macroeconomics may benefit from
understanding the two very different types of computation performed in the brain to implement
emotion vs rational thinking and rational decision-making. Many emotions involve actions to
obtain goals (obtaining rewards and avoiding punishers) that are defined by genes, or are
associated with those primary reinforcers. The computations involved are pattern association
learning to learn stimulus-reward associations, and action-outcome learning (which is largely
associative) to learn actions to obtain the goals of the actions, the outcome (Rolls, 2018, 2019b).
Rational decision-making implies syntactical thought, which in humans is implemented in
language, and also implies an ability to perform logic, and to help obtain an outcome that may
be in the interests of the individual. The rationality principle in macroeconomics includes
consistency in choices (Proto, 2019). The emotional system may thus be part of the basis for it
not being safe to accept the rationality principle of economics, in that the emotional system
may, often unconsciously, influence choices, and that may be exacerbated by noise in the
decision-making system, as summarized in the present paper. Taking these factors into account
may thus be important for behavioral macroeconomics, and that is one of the points made in this
paper.

The issue of when the noise that influences decision-making in an individual averages out
across a population of individuals is interesting. In neuronal networks the noise starts to average
out as the number of nodes (neurons) in the system increases from 1,000 to 5,000 (Rolls and
Deco, 2010; Deco et al., 2013; Rolls, 2016). However, macroeconomics may benefit from the
understanding provided by these physics-related approaches in describing how the percentage of
choices changes when the difference between the goods on offer varies. Behavioural
macroeconomics needs to take into account this relationship, showing the way in which the
average choice of many individuals changes as the values of the goods on offer changes.
Behavioral macroeconomics may also need to take account of the fact that different individuals
in a population will make different choices related to their personality, depending for example
on the sensitivity of each individual to reward, to non-reward, to delayed reward as in delay
discounting, etc (Glimcher and Fehr, 2013; Kahneman and Tversky, 2013; Rolls, 2014, 2018).
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https://www.oxcns.org Many of the papers referred to are available in .pdf form at this website,
and so is a pdf of Emotion and Decision-Making Explained (Rolls, 2014).
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