versi 2o I\/\%flhemoﬁco
ovaca

DOI: 10.2478/s12175-013-0199-x
Math. Slovaca 64 (2014), No. 1, 247-258]

OPTIMAL AMBIGUOUS DISCRIMINATION
BETWEEN STATES GIVEN BY TWO PROJECTIONS

KRzYSzZTOF KANIOWSKI

(Communicated by Anatolij Dvurecenskij )

ABSTRACT. Let Py and P; be projections in a Hilbert space H. We shall con-
struct a class of optimal measurements for the problem of discrimination between
quantum states p; = dhi P P;, 1 = 0,1, with prior probabilities g and 7. The
probabilities of failure for such measurements will also be derived.

©2014

Mathematical Institute
Slovak Academy of Sciences

Introduction

We shall briefly outline the problem of quantum discrimination in its simplest
form which we need for our purposes. For a more detailed survey of this topic
see [11,3H5].

Throughout the paper we consider only finite-dimensional Hilbert spaces.
Let pg and p; be two different quantum states in a Hilbert space H, that is
nonnegative operators on H such that trpy = trp; = 1. One of these states
is the actual state of a quantum system, however we do not know which one.
The probability that p; is the actual state equals 7;, ¢ = 0,1. We assume that
m; € (0,1). We call m;, i = 0, 1, prior probabilities. The problem of distinguishing
between these two states will be called the discrimination problem. In order to
solve it we perform a measurement on the quantum system. In our setting,
measurement is identified with a pair of nonnegative operators (Mo, M;) on H
such that My + My = 14. The result of the measurement is 0 or 1. If the result
of the measurement equals ¢ we decide that p; is the state of the considered
quantum system, ¢ = 0,1. If p; is the state of the system, then the probability
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that measurement (My, M) gives result ¢ equals tr(p;M;) for i,5 € {0,1}. In
this situation the probability of a wrong decision is

Pe =T tI'(p(]Ml) + 1 tr(le(]) = 1 — [7’[’0 tI‘(p(]Mo) + 1 tI‘(lel)] (1)

We call P, the failure probability. Our aim is to find a measurement that
minimizes the failure probability. We shall call it an optimal measurement. It
has been shown (see [5]) that such a measurement always exists. The following
theorem gives necessary and sufficient conditions for (My, M7) to be an optimal
measurement for the discrimination problem.

THEOREM 1. Consider the discrimination problem given by the states py and
p1 with prior probabilities g, m1. Measurement (Mg, M1) is optimal if and only
if it satisfies the following conditions

Mo(mopo — m1p1) M1 = 0, (2)

(mopo — mip1) My = 0, (3)

(mip1 — mopo) My = 0. (4)

Proof. See [6]. O

It has been proved by Helstrom and Holevo (see [5l[6]) that optimal measure-
ment is given by the support of the nonnegative part of (mopo — m1p1) and its
orthogonal complement.

The aim of this paper is to provide a method of construction of an optimal
measurement for the discrimination between two states of the form py = dinll Py Py
dini p, P1, where Py and Py are nontrivial projections in H with given
canonical representation (here and throughout by a projection we mean an or-
thogonal projection, i.e., a selfadjoint operator P on H such that P = P?). In
that situation we can give an explict formula for the optimal measurement which
is similar to the one for the two-dimensional case. Section 3 contains the main
results of the paper. The remaining sections provide some auxiliary facts and
examples.

and p; =

1. The two-dimensional case

Let ‘H be a two-dimensional Hilbert space, and let ¢y and 11 be unit vectors
from H. Consider the pure quantum states on H given by p; = |1;) (5], i = 0, 1,
with prior probabilities 7y, 71 € (0,1). Assume that pg # p1. One can choose
an orthonormal basis {po, 1} in H such that

o = cpo + s,
eit% = CPo — SP1,
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for some positive real numbers ¢ and s such that ¢ + s> = 1, and for some
t € R. Let us observe that states pg and p; can be represented in this basis by
the following matrices

_[e® es [ —es
Po cs s\’ 1 —cs s |

THEOREM 2. The optimal measurement for the above discrimination problem is
given by the following projections

Iy = |wo)(wol, II; =1 — |wo){wol,

where
1

V2
0 =06(c? - %) (1— (2 — s2)%(1 - 6%) %,

0 = my — 1.

wo [V1i+apo+V1—ae],

Moreover the probability of failure for this measurement equals

1 1
P, = - 2\/1 — 4mom|(volib1) 2.
Proof. See [4[]. )

Let us observe now that projections II;, ¢ = 0,1, have the following matrix
representations in the basis {¢o, p1}

I 1 1+a V1—a?
07 9 |\/1—a2 1—a |’
g1 1-a —V1—a?
7o o1 —a? 1+a ’

By Theorem 1 we have

0, (7)
0, (8)
0. 9)
Suppose now that basis vectors g, (1 are fixed, whereas ¢ and s are arbitrarily
chosen nonnegative real numbers such that c2+s2? = 1. All entries of the matrices
representing operators Ilo(mopo —m1p1)I1, (mopo —m1p1)Io and (711 —mopo) Il
in the basis {0, 1} can be treated now as functions of ¢ and s. (Actually, since
s = /1 — 2 we can treat them as functions of ¢ only.) Let f; ;(c), i,j = 1,2,

denote the entries of the matrix of Ily(mopo — m1p1)I11. By ggl)(c) and gél)(c) we

Iy (mopo — mip1)Ii =
(WOPO - 7F1P1)Ho

>
(m1p1 — mopo)Ily >

denote principal minors of the matrix of (mgpg — m1p1)Ip, similarly, by 952)(0)

and 952)(0) we denote principal minors of the matrix of (m1p1 — mopo)Il;. The
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domain of all defined functions is [0, 1]. Conditions (2), (3) and (4) can now be
expressed as follows

fi,j(c) =0, for 4,j€{1,2} and ce]l0,1], (10)
gl(k)(c) >0, for k,le{1,2} and ce]0,1]. (11)

Remark 1. Let us observe that all defined functions are compositions of three
operations: multiplication, taking square root and taking inverse of the argu-
ment. This fact will be utilized later.

2. Canonical representation of two projections

Let Py and P; be projections in a Hilbert space H. The following theorem
describes the relative position of Py and P;. This result turns out to be crucial
for our purposes.

THEOREM 3. Let Py and Py be two projections in a Hilbert space H. Then there

exist Hilbert spaces Hi, Ha, Hs, Ha, K and commuting operators S and C' defined

on K satisfying0 < S <1, S+ C? =1, Ker S = Ker C = {0}, such that
H=H1 PH DPH3DPH1s DK DK (12)

and
P0: 1H1 ®1H2@0H3®0H4@P(l]7
Py =1y, ® 0y, ® 1y, &0y, & Py,

where P} and P| are projections in K & KC with the following matrix representa-
tions ) )
!/ C CS / C _CS
PU_{CS 32]’ Pl_{—os 32]

Proof. From the considerations of [Tt Chapter V.1] we conclude that there exist
Hilbert spaces H1, Ho, Hs, Ha, L and commuting operators X and Y defined on
L satisfying 0 < X <1,0<Y <1, X24+Y2=1, Ker X = KerY = {0}, such
that

H=H1DHsDPDH3D Hs D LD L
and

P0: 1H1 ®1H2@0H3®0H4@P67

Pl = 1H1 ®OH2@1H3®0H4@P{7

where Py and Pj are projections in £ @ £ with the following matrix representa-

tions )
;X XY , |1 0
PO_[XY Yz}’ Pl_[O 0}'
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Let dim(L @ £) = 2n and {¢1,...,¢n,¥1,...,%s} be an orthonormal basis of
L ® L. We can assume that {¢1,...,¢,} is an orthonormal basis of £ and
that the subspace spanned by vectors 1, ...,%, is an isomorphic copy of L.
Let X and Y be the matrix representations of X and Y in the orthonormal
bases {¢1,...,¢n} and {11,..., ¢y}, respectively. Then operators P and P|
are represented in the basis {¢1,...,¢n, ¥1,...,1¥,} by the following matrices

= [1 o0
. Ik

1 being obviously the identity matrix. Let us consider the following unitary
operator on L & L

X2 XY
Xy v?

—

/!
0=

U ! VHX —\/I—X]‘

V2 lV1I-X  V1+X
Let {@1,...,%n, {/;1, . ,{/;n} be an orthonormal basis of £ & L given by
i = Ui, JiZU%‘v for 1=1,...,n.

Projections P§ and P] have the following matrix representations in this new
basis

- 1[VI+X VI-X|[X? XV
U*PyU = - - 5SS Oo
VI-X Vi+X||XY Y "
VieX —Viex] 1[i+x ¥
VIi-X Viex | 2| ¥ 1-X|
—~ 1| VI+X VI-X|[T o
U*P]U = o~ — ~
—VI-X Vi+X|l0 0 "
viex —vi-x 1+X -V
“1Vie® Viix| 2| -¥ 1-X%
Let us take now operators C' and S on the subspaces Lin[¢q,...,@,] and
Lin[¢1,...,¢,] with the following matrix representations in the bases

{Brso ., @n} and {n,.. . 00}
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Assumptions on X and Y imply that 0 < C < 1,0< S <1,8°4+C?=1
and Ker C' = Ker S = {0}. Since we can identify £ @& £ with Lin[g1, ..., 0,] ®
Lin[¢)1, ..., ¢y, from (13), (14) we conclude that
c? CS c? -CS
/ /
Po = {CS 52] ’ P = {—CS S? ]
To finish the proof we only have to put K = Lin[gy, ..., @] O

Remark 2. Projections Pj and P; have the same dimension.

Indeed, take V = [(1, ,01}. Then Pj = VP{V, and since V is unitary this
implies that dim Pj = dim Pj.

Remark 3. Let Ry and R; be the ranges of projections Py and P;, respectively.
Then we have

Hi=RoNRi, Ho=RoNRy, Hz=RyNRi, Hi=RyNRT,
KeK=H &My ®Hs®Ha)b
(cf. [T Chapter V.1]).

3. Main results

Let Py and P; be nontrivial projections in H and m; € (0,1), i = 1,2.
Let us consider the representations of Py and P; given by Theorem 3. Put
m; = dim P;, i = 0,1, and k = dim Py = dim P{. Set ; = 6 * m;, i = 0,1,

where 6 = . The following theorem shows that the problem of dis-

1
k k
mo MOt ) TL )
dim p, Fo and p1 =

the discrimination problem in K & .

1

crimination between states pg = dim P,

P; can be reduced to

THEOREM 4. Suppose that K @& K is nontrivial. Let (MO,J\Ajl) be an optimal
measurement in K ® IC for the discrimination problem given by (po,p1) and
(7o, 1), where py = diniPéP(l]’ p1 = din%P{ P|. Let o € [0,1] be arbitrary.
Measurement (Mg, My) in H given by

Moy = 13, @ 1y, ® 03, @ (al3g,) © Mo,

My =03, ®0p, ® 13, ® (1 — )1y,) ® My, when >
or

Mo =0y, © 13, © 0y, & (alyy,) & Mo,

7 o T (16)
My =134, & 03, & 1y, & (1 — ) 1yg,) & My, when <
mo ma

is an optimal measurement for the discrimination problem given by (po, p1) and
(mo,m1), where pg = din; Py Py and p1 = dini Py Pi. In case when K @ K is trivial

we omit the last summand in formulas (15), (16).
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Proof. Suppose that K & K is nontrivial and T’:l% > ;:111 It is straightforward
to check that (Mg, M) is a measurement in H. By virtue of Theorem 1 we have

Mo (Fopo — 71p1) My = 0, (17)
(Fopo — T151) Mo > 0, (18)
(7151 — Topo) M = 0. (19)

We have to check that the same is true for the measurement (My, M7) and states
(po, p1) with prior probabilities (mg, 7). By (17)—(19) we have

My(mopo — m1p1) M
1

=, (0%, @ 0, © 03, ® 03, © Mo(Foio — 711) M1 | =0,

(WOPO - 7F1Pl)Mo

W& s 7r 1 . L~
= ( 0 1>1H1®m0 13, D0y, 0y, @ (770/)0—7T1P1)M1] =0,
0

mo mi 0

(m1p1 — mopo) My

1 1
= |0y, ® 0y, B m11H3@0H4@ 9(
Using again Theorem 1 we conclude that measurement (My, M7) is optimal for
the discrimination problem given by (pg, p1) and (7, 71). The same proof works
for the case when :TTLO < T’:lll and when X @ K is trivial. O

%E/%—%T/i)f\%} >0

Remark 4. Later we shall show that we can always find an optimal measure-
ment (]\407 M 1) which is simple, i.e., such that Mo and M; are projections (see
Theorem 6 and Remark [{] below). By taking & = 0 or = 1 in (15), (16) w.
then obtain an optimal simple measurement.

Under the assumptions of the above theorem we have

THEOREM 5. The probability of failure for the optimal measurement given by
Theorem 4 equals

1 1=
Po=1— 4 P.— " (dimH, +dimHs) — ' dimHs,
0 9 mo mq (20)
when 7o > m ,
mo mq
1 1~ ™ . .
P.=1—- + P — d1m7—[2 — (dim H; + dim H3)
when o < 7T1 ,
mo mq
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where ﬁe denotes the failure probability for the discrimination problem given by
(po, p1) and (7o, m1). In case when K & K is trivial we take P, = 1.

Proof. Suppose that ° > " and K@ K is nontrivial. Using formula (15) we

obtain
’Tr —_—
o tI‘(pOMO) = mo tI‘(lHl D 1’;.[2 D O'HS d0P M()Pé)
0

= " (dimHy + dimHo) + " te(MoP,)
mo mo
T, . . 1. ~ _

= (dim Hq + dim Hs) + 7o tr(Mopo),
mo 0

7‘[‘ —_—
mtr(prMy) = ' tr(Og, ® Op, @ 1ag, © 0@ M, P})

mi
= ™ dimHs + " tr(M,P))
ma mq
™

1_ ~
= d1m7—l3+ mtr(Mlpl).
mq 0

From this and (1) we have

1-P,.=mg tI‘(poMo) + m tr(lel)

1. ~ _ 1. ~ _
= 7o (lelHl + dlmHg) + m dimHsz + 79 tI‘(Mopo) + m tI‘(Mlpl)
mo m1 0 0
1 ~
= " (dimH; + dimHo) + ' dimHs + (1 — P.),
mo mi 0

which gives us (20).
In case when K @ K is trivial we have

mo tr(poMop) = 777:?) (dim H; + dim Hs),
1 tr(p M) = ;1 dim s,
1

which yields

T

Po=1—""(dimH; +dimHy) — " dimHs. (22)
1

mo m
It is casily seen that putting P, = 1 in (20) we obtain (22). The proof for the

case when ™ < ™ is similar. O
mo mi

Let K be a Hilbert space and let P}, P| be projections in @K of the following
form
c? CS c? -CS
/ /
PO_|:CS 52]7 P1_|:_CS Sz]a
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where S and C are nonnegative commuting operators on K satisfying S?+C? = 1
and Ker S = Ker C' = {0}. Let us consider the quantum discrimination problem

given by the states p; = diri p P, i = 0,1, with prior probabilities 7; € (0,1),
i=0,1. '

THEOREM 6. Measurement (MO,Ml) in IC @K given by

~ 1[1+A V1-A4A2
MO:2[\/1—A2 1-A } (23)
~ 1] 1-4A —V/1 — A2
Ml:Q[—\/l—AQ 1+ A } 24
where
A=5(C% - 82)(1— (1 62)(C? — §2)) 2, 25)

0 =T — 71
is optimal for the discrimination problem given by (po, p1) and (7o, 71).
In the proof we shall use the following lemma.

LEMMA 7. Let A= [B <] be an operator on K & K. Assume that B, C' and D
commute. Then A > 0 ifandonlyif B>0, E >0, D =C* and BE-CC* > 0.

Proof. See [2]. O

Proof of Theorem 6. First notice that operator A is well defined. Indeed,
since |1 — 62| < 1 the assumptions on S and C imply that all eigenvalues of
operator 1 — (1 — §2)(C? — $%)? are positive. Thus (1 — (1 —§%)(C? — 52)2)_1
exists. Let us observe that formulas (23)—(25) can be obtained from formulas (5),
(6) by substituting operators S and C' in place of real numbers s and ¢. Moreover,
as before, we have S = /1 — C2. These facts together with Remark 1 imply
that

My (mopo — mp1) My = [£i;(C)); ;15

where f; j, 4,7 = 1,2, are the functions defined in Section 1. Now from (7) we
have

Mo(mopo — m1p1)Mi = 0.
Denote by ¢*)(c) = [gg?}m:l’g, k = 1,2, the matrices in equations (8) and
(9), respectively. Since the matrices are positive for all ¢ € (0, 1), the principal
minors gﬂ? (c)ggfz)(c) — |g§k2)(c)|2 and ggfz) (¢), k = 1,2, must be nonnegative.
Since the matrices given by (mopo — 7T1p~1)]% and (mp1 — WO/T())]\Z have the
form ¢(®)(C), k = 1,2, the nonnegativity of minors together with Lemma 7 and
Theorem 1 imply the result. O
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Remark 5. It can be easily checked that the measurement (Mo,ﬂl) in the
above theorem is simple.

Summarizing, Theorems 4 and 6 enable us to construct an optimal measure-
ment for the quantum discrimination problem determined by arbitrary two finite
dimensional projections.

4. Examples

Let P be an m-dimensional projection on a Hilbert space H. Take ¢ € H.
Put Py = |p)(¢|, P» = P and consider the discrimination problem given by
po =Py, p1 = T}’LPI and g, 7w € (O, 1)

Ezxample 1. Suppose that ¢ € P(H). Remark 3 yields
H, = Lin[y], Hs = {0}, Hz = P(H)NLinfy]*, Hs=P(H)*", KoK = {0}.
From this we have
dimH, =1, dimHs =m — 1.
Theorem 4 now gives the following formulas for the optimal measurement

Mo =14, @ Oy,

T
My =0y, ® 1y, when 7y > Tri’
MO = 07'[1 @OH;’, = 07
T
My =1y, @B1ly, =1, when m< T;
The failure probabilities obtained by the use of Theorem 5 are given by
Pezl—wo—ﬁl(m—l):m, when 7r0>m,
m m m
Pezl—mm:m), when 7r0<771.
m

Let us mention that this case can also be easily handled by the use of Theorem 1
alone.

Ezxample 2. Suppose now that ¢ ¢ P(H) and Py # 0. From Remark 3 we easily
conclude that

H, = Ho = {0}, Hs=Lin[g]" N P(H), Has=Lin[p]* NP(H)™.
It can easily be checked that
Ha = {€ € P(H): (¢|Py) = 0} = Lin[Py]* N P(H). (26)
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Since Py # 0 the above equality implies dim H3 = dim P(H) — 1 =m — 1. Put
Hs = Lin[p, Pe]. Obviously, Hs L H4. (26) implies that Hs L Hs as well.
Thus Hs L Hi ® Ho @ Hs & Ha. We shall show now that Hi @ Ho ® Hz © Ha
is the orthogonal complement of Hs in H. Take £ € H such that & 1 Hs. Then
¢ L pand £ L Py; moreover, § = PE+ (1 — P),. Put & = P§ € P(H) and
& = (1 — P)¢. We have now

(&1lp) = (€| Pp) = 0.
Thus & € Lin[p]t N P(H). Let us observe now that & = ¢ — & and &,& €
Lin[p]t. Thus & € Lin[p]t. Since & = (1 — P)¢ € P(H)* we conclude
that & € Lin[p]* N P(H)+. We have shown that for any & | Hs there exist
& € Lin[p]* N P(H) and & € Linf[p]* N P(H)* such that & = & + &. This
means that £ € Hi ® Ho ® Hz © Hy. Therefore Hi & Ho & Hz & Hy is the
orthogonal complement of Hs which proves that

H=H1 B Ho D H3PHs D Hs =HsDHyDHs5.

We have dim Hs = 2. Taking any two orthogonal vectors £1, 52 € Hs we put
K = Lin[f;]. Identifying K with Lin[fs] we get Hs = K & K. Put ¢y = ¢,
P = IIIIZsiH’ and notice that

P =P — [¢1){¥1]) + P(|¢1)(¥1]) = P(1 — [h1)(¥1]) + 1) (1] (27)

Projection P(1 — |11)(31]) is a composition of two commuting projections with
ranges P(H) and Lin[Py]*, respectively. This implies that P(1— |1 )(11])(H) =
Lin[Pp]*+ N P(H) = H3. Thus from (27) it follows that, according to the iden-
tification of H with Hs & Hq & Hs, we can write
Py =P =13, © 03, & [¢1) (1],
and obviously
Py = |p){@l = 09, © 02, @ [tho) (thol.

By virtue of Theorem 4 the problem of discrimination between states py = Py
and p; = 7;Pl with prior probabilities m,m € (0,1) reduces now to dis-
crimination between pure states [tg) (| and |11) (11| with prior probabilities
o= _"o" andmw = _ ™ The failure probability for the optimal mea-

T1+mTom T1+mTom ”
surement equals in this case

11 -
D, = - 2\/1 — 4mom| (o)1) |2

1 1 Tm1 M
1 \/1 = |Pgl2.

2 2 1 + mom)?
From Theorem 5 we conclude that
1 1=~
P.=1- + P — m dim H3, where 60 = m .
6 60 m mmo + 1
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Easy computations give now

1 ™ dmomim
P, = ( ) 1—,/1— Poll2
e 9 T + m (771 + ﬂ_om)g || 90”
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