\\//
VERSITA

OPTO-ELECTRONICS REVIEW 22(1), 45-54

DOI: 10.2478/s11772-014-0177-z

A robust SVD-based image watermarking using a multi-objective particle
swarm optimization

K. LOUKHAOUKHA™!2, M. NABTI!3, and K. ZEBBICHE!?

ICentre de Recherche Développement, Bouchaoui, Algeria
’Department of Electrical and Computer Engineering, Laval University, 2325 Rue de 1’ Université, Québec,
QC G1V 0A6, Canada
3School of Electronics, Electrical Engineering and Computer Science, Queen’s University, Belfast, UK

The major objective in developing a robust digital watermarking algorithm is to obtain the highest possible robustness with-
out losing the visual imperceptibility. To achieve this objective, we proposed in this paper an optimal image watermarking
scheme using multi-objective particle swarm optimization (MOPSO) and singular value decomposition (SVD) in wavelet do-
main. Having decomposed the original image into ten sub-bands, singular value decomposition is applied to a chosen detail
sub-band. Then, the singular values of the chosen sub-band are modified by multiple scaling factors (MSF) to embed the sin-
gular values of watermark image. Various combinations of multiple scaling factors are possible, and it is difficult to obtain
optimal solutions. Thus, in order to achieve the highest possible robustness and imperceptibility, multi-objective optimiza-
tion of the multiple scaling factors is necessary. This work employs particle swarm optimization to obtain optimum multiple
scaling factors. Experimental results of the proposed approach show both the significant improvement in term of
imperceptibility and robustness under various attacks.
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1. Introduction

The advent of digital era at the end of the 20™ century led to
a widespread use of multimedia contents. This extraordi-
nary revolution from analogue to digital technology has
raised concern in terms of copyright issues and unautho-
rized modification and distribution of multimedia data. To
achieve these issues, watermarking technology is used to
solve these problems. It consists of hiding secret informa-
tion, called watermark, into multimedia contents. Usually,
embedding watermarks can degrade the images visual qual-
ity. Therefore, imperceptibility means this degradation must
be invisible to human visual system. Moreover, watermar-
ked image may suffer from distortions caused by intentional
or unintentional attacks caused by common signal process-
ing operations and the watermark must be robustly resistant
to these attacks. Therefore, robustness denotes the idea that
watermark should be effectively extracted after undergoing
attacks. Watermarking schemes can be categorized into
different classes according to domain, visibility and
permanency.

According to domain in which watermark is embedded,
existing watermarking techniques for images are divided
into two categories, spatial and frequency domains. The
spatial domain methods are the earliest watermarking tech-
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niques, it consist to embed watermark by modifying the
value of image pixels directly. The most commonly in this
domain are least significant bit (LSB) [1] and spread spec-
trum [2]. Watermarking schemes in this domain have
advantages of low computational cost and are easy to imple-
ment. However, it still has relative low capacity and gener-
ally is not robust against attacks. On the other hand, the fre-
quency domain transformed the host image using frequency
transformations such as discrete cosine transform (DCT)
[3,4], discrete wavelet transform (DWT) [5,6], discrete Fou-
rier transform (DFT) [7,8], discrete Hadamard transform
(DHT) [9,10] and Ridgelet transform (RT) [11,12]. Then,
watermark is embedded by modifying these coefficients.
Afterwards the watermarked image is obtained by inverse
transformation. Although frequency watermarking schemes
are more robust, more complex and more widely applied.
In terms of the visibility, digital watermarking schemes
can be classified into two different groups visible and invisi-
ble. Invisible watermarking algorithm [13,14] is designed
that the embedded watermarks on the unknown places in the
multimedia content to be imperceptible. This is done by
respecting that the watermarked images should be similar to
the original ones. The schemes of this group are more com-
plex than the visible one. Visible watermarking algorithm
[15,16] is the one which watermark can easily be perceived
and the owner of multimedia content can be easily identi-
fied. The main goal of this class is to provide an instant rec-
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ognition of the owner multimedia document. A common
weakness of visible watermarking is that it suffers from the
fact that they can be easily removed or destroyed using
image processing techniques. For that visible watermarking
has received much less attention than invisible one. One can
see that published articles discussing invisible watermar-
king schemes are in abundance, on the contrary of the
visible watermarking schemes.

Depending to the permanency, invisible watermarking
can be classified into three categories: robust, semi-fragile
and fragile. Robust watermarking [11,17] is designed to be
resistant against intentional or unintentional attacks that
attempt to remove or destroy the watermark from the water-
marked image. The most common attacks used are noise
addition, filtering, compression, histogram equalization,
geometric transformations, etc. The goal of this category is
not the verification of the image authenticity, but rather the
verification of their origins. The robust watermarking is typ-
ically employed for copyrights protection and ownership
verification. Conversely, fragile watermarking [18,19] is
designed to detect any unauthorized modification in such
a way that slight modifications or tampering on the water-
marked image will destroy the watermark. This category is
employed to ensure the integrity and authenticity. Semi-
fragile watermarking [20,21] combines the properties of
fragile and robust watermarks, it is designed to be fragile
against some attacks and being robust against other attacks.

In general, greater robustness can be achieved if signifi-
cant modifications are made to the host image. However,
such modifications are distinguishable and, thus do not sat-
isfy the requirement of imperceptibility. A trade-off bet-
ween these two competing criteria, i.e., robustness and im-
perceptibility, is controlled by embedding strength which is
generally determined empirically. To approach the upper
performance limit of watermarking algorithms, we must
determine their optimal embedding strength called scaling
factor (SF). However, as stated above, it is usually difficult
to empirically determine embedding strength. A popular
way of solving the optimal watermarking problem is to
regard it as an optimization problem. In this manner, artifi-
cial intelligence techniques such as genetic algorithm, ant
colony optimization, particle swarm optimization can be
applied to solve this optimization problem. Cox et al. [2]
suggest the use of a multiple scaling factors (MSF) instead
of single scaling factor (SSF). They state that a single scal-
ing factor may not be applicable for altering all the pixel
values of the original image.

Determining the optimal values of the multiple scaling
factors can be viewed as optimization problem which is
unfortunately a difficult problem. In this paper, we investi-
gate the use of artificial intelligence in order to solve this
optimization problem. A multi-objective particle swarm
optimization is employed as a mean of finding the optimal
values of the multiple scaling factors in order to improve the
visual quality and at the same time, the robustness of the
proposed watermarking algorithm. We propose an optimal
image watermarking algorithm that uses a multi-objective
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particle swarm optimization (MOPSO) to find the optimal
values of the multiple scaling factors, which guaranteed the
highest possible robustness without losing the impercepti-
bility. This paper is organized as follows. Section 3.3,
reviews the basic concepts of the particle swarm optimiza-
tion (PSO). The proposed watermarking algorithm based on
singular value decomposition and lifting wavelet transform
(LWT) is presented in Sect. 4. SVD-watermarking algo-
rithm using multi-objective particle swarm optimization is
described in Sect. 5. The experimental results are provided
in Sect. 6 and the conclusions are given in Sect. 7.

2. Previous works

In this section, an overview of the important existing SVD-
-based watermarking schemes and also watermarking algo-
rithms using artificial intelligence will be explained briefly.
Ganic and Eskicioglu [22] introduced a hybrid algorithm
based on discrete wavelet transform and singular value de-
composition. After decomposing the original image into
four sub-bands (LL, HL, LH and HH), the SVD is applied to
each band, the singular values of the original image are
modified with the singular values of the watermark. Liu and
Tan [23] proposed an SVD-watermarking in spatial domain.
They suggested changing the singular values of the original
image, based on SVD of a matrix made by addition of the
original image matrix of singular values, and an attenuated
version of watermark matrix. The singular values of the
original image are then replaced by the resultant singular
values of this decomposition. Mohan and Kumar [24] pre-
sented a robust image watermarking scheme for multimedia
copyright protection. In their work, original image is parti-
tioned into four sub-images and SVD are applied two cho-
sen of them. After that, the watermark is embedded in both
U and S matrices. Watermark image is embedded in the §
matrix using dither quantization. In the proposed method,
the largest singular values of the original image and the
coefficients of the U matrix are modified to embed the
watermark. Ramanjaneyulu and Rajarajeswari [25], pre-
sented a robust image watermarking scheme based on dis-
crete wavelet transform (DWT). The discrete wavelet trans-
form is applied to original image and the coefficients of
LH, and LH ; sub-bands are grouped into different blocks.
In each block, the first minimum and the second minimum
are identified and modified according to the watermark bit.
Then, genetic algorithm (GA) is used to optimize algorithm
parameters by maximizing the values of peak signal to noise
ratio (PSNR) of the watermarked image and normalized
correlation (NC) of the extracted watermark. Rohani and
Avanaki [26] have presented a watermarking scheme on
DCT domain. In this algorithm the PSO is used to determine
the best DCT coefficients to which watermark will be em-
bedded to guarantee the best imperceptibility.

Recently, Tsai et al. [27] proposed watermarking sche-
me for image copyright protection based on discrete wavelet
transform (DWT), singular value decomposition and sup-
port vector regression (SVR). A watermark bit is embedded
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in the low-low sub-band of a target non-overlap block of the
original image by modifying a coefficient of U component
on SVD version of the block. A blind watermark extraction
is designed using a trained SVR to estimate original coeffi-
cients. Subsequently, the watermark bit can be computed
using the watermarked coefficient and its corresponding
estimate coefficient. Additionally, the particle swarm opti-
mization (PSO) is further utilized to optimize the proposed
scheme. However, various SVD watermarking algorithms
suffers from the vulnerability of false positive detection of
watermark. The scheme proposed by Liu and Tan [23] suf-
fers from this vulnerability as reported by Zhang and Li [28]
and Rykaczewski [29]. Moreover, Loukhaoukha and Cho-
uinard [30] have stated that watermarking algorithm pro-
posed by Abdallah et al. [9] suffers from this vulnerability.
Similarly, as stated by Loukhaoukha [45] the watermarking
algorithm proposed by Lai [46] suffers from the vulnerabil-
ity of false positive detection of the watermark. Ling et al.
[31] showed that the hybrid watermarking algorithm based
on singular value decomposition and Radon transform, pro-
posed by Rastegar et al. [32] has a fundamental flaw and
leads to false positive detection of watermark.

3. Background

3.1. Singular value decomposition

The theory of singular value decomposition (SVD) was
established for real square matrices in the 1870’s by Bel-
trami [33] and Jordan [34], for complex matrices by Auto-
nne in 1902 [35] and has been extended to rectangular
matrices by Eckart and Young [36] in 1939. Recently, sin-
gular value decomposition has been used in image process-
ing applications, including image compression [37], image
hiding [38] and noise reduction [39].

Let I be the image matrix of size N X N. It can be repre-
sented using singular value decomposition as

1=U-S-vrziuk-sk-v[ (1)
k=1
withU =[u,u,,...,uy 1,V =[v,v,,...,vy ]and
s; 0...0
G| 2 .0
0 0..sy

Here, U and V are the orthogonal matrices of size N X N,
whose column vectors are the left-singular and the right-sin-
gular vectors, respectively. S is the N X N diagonal matrix
containing nonnegative terms. The diagonal elements
$1,8,,...,8, of matrix S are the singular values of matrix /,
satisfying the ordering: s, =25, =...2 s, .

It is important to note that:

e Singular values correspond to the luminance of the im-
age (i.e, image brightness) and the corresponding singu-

lar vectors specifies the geometry of the image [40].
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* Many singular values have small values compared to the
first singular value s, . If these small singular values are
ignored in the reconstruction of the image, the quality of
the reconstructed image will degrade only slightly [40].

e A slight variation of the singular values do not affect the
visual perception of the image, i.e., singular values do
have a good stability.

3.2. Lifting wavelet transform

Lifting wavelet transform (LWT), also termed second gen-
eration wavelet transform, was proposed by Sweldens in
1995 [41]. The lifting wavelet transform is widely used in
signal processing because of its efficient implementation
with low memory and computational complexity. The lift-
ing scheme is described in Fig. 1.

x—»‘ Split | | Predict | | Update |
A

-( + s
xO

Fig. 1. Block diagram of lifting scheme [42].

A typical lifting stage consists of three operations, na-
mely a split, a predict and an update operation. Let
X(m,n) be the image matrix. The two dimensional wavelet
transform can be split into two one-dimensional wavelet
transforms.

1) Split operation: all the samples are split into two subsets:
the even sample set X,(m,n) and the odd sample set

X,(m,n)

{xe (m,n) = X(m,2n) @

X, (m,n) = X(m,2n +1)’

2) Predict operation (also called dual lifting): in this step,
the odd sample set X ,(m,n) is predicted from the neigh-
boring even coefficients. The high-pass coefficient
h(m,n) is calculated as the error in predicting the odd
samples from the even ones using a prediction operator
P, with

h(m,n) =X, (m,n)—P[X,(m,n)]. 3)

From Eq. (3) one can recover the odd sample set as
shown in Eq. (4)

X,(m,n)=h(m,n)+P[X,(m,n)]. 4)

3) Update operation (also termed primal lifting): to pro-
duce the low-pass coefficient , the even sample is up-
dated with the updating value

I(m,n) =X, (m,n)+U, (m,n). 5)
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3.3. Particle swarm optimization

Particle swarm optimization (PSO) is an evolutionary opti-
mization technique devised by Kennedy and Eberhart [43],
which mimics simplified social models such as fish school-
ing or bird flocking. A swarm is defined as a set of mobile
agents that collectively carry out problem solving in a dis-
tributed manner. In a swarm each particle keeps track of its
own attributes. Initially, the position x; ; (k) and the velocity

i, (k) of each particle p are randomly created. Each particle
represents a candidate solution to optimization problem.
The fitness of each particle is evaluated against an objective
function. At each iteration, the best location visited by each
particle is kept as the local best position Py, while the
best location visited by all particles is kept as the’ global best
position Gbest” . Therefore, a new population is created
based on a preceding one and the particles are updated by
the following equations

v, jk+)=w-v, ;(k)+C, -R [Pbest,-y_/-

isj(k)]+C2 .R2 [Gbesri,j _xi,j (k)] (6)

X e+ =x, (0 +v,  (k+D)

where:

e i: particle index;

e j:index of the position in the particle;

e k: iteration number;

o v, ;(k): velocity of the i" particle in the swarm on the ;™

index of the position in the particle;

X; (k): position;

e R, and R,: random numbers uniformly distributed bet-
ween 0 and 1;

e (,and C,: acceleration number, which control the influ-
ence of Py, y and Gbm

e : inertia welght used to balance the search ability of
the algorithm over global and local exploration and ex-
ploitation. Generally, inertia weight value is within
08<w<l14

4. Proposed watermarking algorithm

In this section, a watermarking algorithm based on singular
value decomposition (SVD) and lifting wavelet transform
(LWT) is presented. Hence, this algorithm is formulated as
follows:

4.1. Watermark embedding

Consider the original gray-scale image I of size N X N and

let the watermark W be a binary image of size M x M pixels.

The watermark embedding process is presented as follows:

1) The original image / is decomposed into wavelet do-
main using lifting wavelet transform (LWT) with / reso-
lution levels. We obtain then 3/ +1 sub-bands.

2) Select one sub-band, denoted bellow by SB, of approxi-
mative detail of the level /.
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3) Compute the inverse LWT of the selected sub-band (SB)
and obtain the reference sub-band

A= LWT ' (SB,). (7

4) Perform singular value decomposition (SVD) on the ref-
erence sub-band A

A=U,-S,-V]. (8)

5) Encrypt the watermark W to get the encrypted water-
mark W.

6) Apply a singular value decomposition to encrypted wa-
termark W,

W=Uy_ Sy, Vy,- )

7) Generate the digital signature of the matrices and using
one-way hash functions!

H, =hash(Uy )
v Ve’ (10)
H\ =hash(Vy, )
8) Matrices Uy, andVy, , and their signatures H, and H,
C C
are stored in the private key as embedding-extracting
key.
9) Add singular values of the encrypted watermark to sin-
gular values of the reference sub-band to obtain matrix §

(In

where o is the watermark strength factor that controls
the trade-off between visual quality and robustness of
the watermarking scheme.

10) Using the matrices U 4, and V4 obtained from the step 6
and the matrix S obtained from step 9

S=S,+0-Sy,

X=U,-SV,). (12)
11) Compute the lifting wavelet transform of matrix X
SB,, = LWT(X). (13)

12)Obtain the watermarked image /,, by applying the in-
verse [-level lifting wavelet transform to the modified
sub-band SB, and the 3/ unmodified sub-bands.

4.2. Watermark extracting

The following steps summarize the extracting process:

1) The matching of the signature is verified?. The digital
signature H and H of the matrices U W andV , pos-
sibly altered by an attacker as U andV,,, are compared

to the signature stored in embedding-extracting key
{ifHU = H(7 andH, = H‘~/ — gotostep 2

ifH, #H;andH, # H_ — Autentication failed'(14)
15 and 7 are only necessary to mitigate the false positive detec-
tion of watermark. This solution is proposed by Loukhaoukha and
Chouinard in [30].
2 This test is necessary to eliminate the problem of the false
positive detection of watermark.
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2) Decompose the original and watermarked images, / and
Iy, by applying [-level lifting wavelet transform.

3) Select the same sub-band (SB) as selected in step 2 of
watermark embedding process. Here, the subbands se-
lected for the original and watermarked images are de-
noted by SB, and SB, , respectively.

4) Apply the inverse lifting wavelet transform of selected
sub-bands as follows

(15)

A= LWT ' (SB))
Ay = LWT™'(SB, )

5) Perform the singular value decomposition on matrices A
and Ay,

A=U,-S, VI 16)
Ay =Ugy, -Sa Vi,
6) Compute matrix S as follows
. S, =S
§="tw "4 (17)

o

7) Get the possibly distorted encrypted watermark, WC, as
We =Uy,. -8 Vy.. (18)

8) Decrypt WC to get the possibly distorted extracted wa-
termark 7.

5. Optimized multiple scaling factors using
multi-objective particle swarm optimization

In general, watermarking schemes are either based on an
additive or a multiplicative rule. The embedding rules them-
selves are usually of the form

{IW =1+a-W —additiverule

, 19
Iy, =11+ o-W) — multiplicative rule (19)

where I and I, are respectively original and watermarked
image3. o is used to control the trade-off between impercep-
tibility and robustness of an image, generally is used as scal-
ing factor. Cox et al. [2] suggest the use of multiple scaling
factors instead of single scaling factor. They state that a sin-
gle scaling factor may not be applicable for altering all the
values of the original image /. However, determining the
optimal values of these multiple scaling factors is a difficult
problem and can be viewed as an optimization problem. To
solve it, we propose to use a multi-objective particle swarm
optimization (MOPSO).

Figure 2 illustrates block diagram of multi-objective
optimization which is a closed-loop control system. System
input is multiple scaling factors and objective measure as
system output, this measure is calculated from: the original
image /, the watermarked image 7, , the watermark " and

3 Or theirs representation in other domains such as FFT, DCT,
DWT, etc.
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the (7' + 1) extracted watermarks (W and Wj , where j = {1,2,

..,T}) under attacks.

The steps for applying a multi-objective particle swarm
optimization into the proposed watermarking scheme are
enumerated below:

1) Define the swarm size, the acceleration coefficients C,
and C,, the random number R, and R,, the objective
function, and a generation number as the algorithm stop-
ping criterion.

2) Generate randomly an initial swarm which constitutes
a set of potential solutions.

3) For each particle p of the population:

e Each particle is defined by it position x , and the ve-

locity v »

e Produce the watermarking image I, by embedding
process previously described in Sect. 4.1 using the
particle p as the watermark strength factor. Note that,
Egq. (11) in embedding process is transformed into*

Sy =Sy +diag(0)- Sy, (20)

with diag(c) is diagonal matrix create from the vector p,

which is the particle p.

e Compute the objective measure between original and
watermarked images / and [y, . Index p indicate that
the watermarked image have lgeen obtained using the
particle p.

e Apply a watermark attack out of a set of 7" selected at-
tacks upon the watermarked image IW This leads to
T attacked watermarked images {IW } where j = {1,

9 aT}

e Using extracting process as described in Section 4.2,
extract the watermark Wp from the watermarked im-
age IWp , while extracted watermark W, . is extracted
from attacked watermarked image IW

e Compute the objective measure between the original
watermark /7 and the extracted watermarks Wp and

psJ

W
P.J
e Construct the vector of objective values, FObj (X), de-
fined as
1 1 1
F(p)= = =
NC(,I, )NC(W,W)NCW, W, )
g 2D
T
1 1
NC(W,W,,)  NCW.W, )

e Evaluate the vector of objective values according to
the exponential weighted method for multi-objective
optimization [44]

T+2
Fop(p) = Y (e =De (710!
i=1

(22)

where: p,w and F|, are the positive constants. In experi-
ments, we take p =2, w=5and F,, =10.

Yo is changed into multiple scaling factors instead single

scaling factor.
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Multi-Objective Swarm Particle
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T i image /,, process w i —
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wn ) 1
s | =
z l | g
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g (cramie?) |
o0 : Original image / S 3
§ : Y Extracted | ?g
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= ! (T) Attacks ! o
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= ! |
~—/ ! ~—
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i | images attacked ij process watermarks W/ \

________________________________________________________________________

Fig. 2. Block diagram of multi-objective optimization.

4) Find the best particle pg. as the one having the small-
est objective value Fpy,;.

5) Update the position x , and the velocity v , of all swarm.

6) If the generation number is reached the optimization
process is terminated, else go to step 3.

6. Experimental results

In this section, some experiments were carried out to dem-
onstrate the performance of the proposed watermarking al-
gorithm, denoted by MSF-MOSPO, based on lifting wave-
let transform (LWT) and singular values decomposition
(SVD) using multiple scaling factors (MSF) optimized by
a multi-objective particle swarm optimization (MOPSO).
Simulations were run using four 256x256 pixels gray-scale
test images and a 32x32 pixels binary watermark depicted
in Fig. 3. Note that, the embedding process is done in the
LH; sub-band.

The performance of two algorithms is compared in order
to evaluate the effectiveness of using multiple scaling fac-
tors (MSF) instead to single scaling factor (SSF). The first

(a) Baboon

(b) Boat

(c) Cameraman

algorithm is the one presented in Sect. 4 using single scaling
factor, denoted by SSF. The second one, is the same algo-
rithm but using multiple scaling factors optimized by multi-
-objective particle swarm optimization, denoted by MSF-
-MOPSO. Table 1 shows the comparative in term of imper-
ceptibility for these algorithms.

Table 1. Imperceptibility test results.

Image Algorithm  PSNR(L I,)(dB) NC(W, W)
MSF-MOPSO 52.857 1.000
Baboon
SSF 51.124 1
Boat MSF-MOPSO 54.907 1.000
SSF 53.716 1.000
MSF-MOPSO 49.696 1.000
Cameraman
SSF 49.341 1.000
MSF-MOPSO 49.505 1.000
Lena
SSF 48.899 1

From Table 1, one can see that the peak signal to noise
ratios between original and watermarked images, PSNR
(1,1 )using either a single scaling factor or multiple scal-

(d) Lena

(e) Letter A

Fig. 3. Original gray-scale images and binary watermark.
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Table 2. Robustness tests (first series).

Image Algorithm Sp GF CR CM SH SC HE QN
Baboon MSF-MOPSO 0.979 0.990 0.993 0.989 0.991 1 0.996 0.997
SSF 0.885 0.936 0.998 0.930 0.950 1.000 0.977 0.965
Boat MSF-MOPSO 0.989 0.984 0.988 0.994 0.995 0.999 0.992 0.995
SSF 0.777 0.847 0.855 0.990 0.980 0.992 0.915 0.928
Cameraman MSF-MOPSO 0.970 0.973 0.949 0.976 0.988 1 0.988 0.980
SSF 0.726 0.907 0.894 0.729 0.976 1.000 0.959 0.958
Lena MSF-MOPSO 0.980 0.994 0.951 0.980 0.992 0.999 0.994 0.987
SSF 0.774 0.943 0.867 0.944 0.982 1.000 0.988 0.974
Table 3. Robustness tests (second series).
Image GC DI RT MB MF RW CA TR
Baboon 0.994 0.994 0.937 0.992 0.894 0.999 1.000 0.995
Boat 0.989 0.994 0.888 0.992 0.957 0.997 1.000 0.959
Cameraman 0.963 0.977 0.923 0.968 0.976 1.000 1.000 0.786
Lena 0.988 0.985 0912 0.985 0.880 0.998 1.000 0.891

ing factors are close to each other. Furthermore, the PSNR
values of the algorithms using multiple scaling factors (i.e.,
MSF-MOPSO) are greater than those obtained by the algo-
rithm SSF. In addition, the normalized correlation values
between watermark /¥ and extracted watermark W for the
two algorithms are very close to unity. For the robustness
tests, eight different attacks were selected in conjunction to
multi-objective particle swarm optimization (i.e., 7' = 8).
These attacks are: salt & peppers noise (with a density of
0.05), Gaussian filtering (3x3), cropping (1/8 of the image

centre), JPEG compression (Q =5), sharpening, scaling
(256 — 512 — 256), histogram equalization, and gray-
-scale quantization (1 bit): these attacks are identified
respectively as SP, GF, CR, CM, SH, SC, HE and QN.
The normalized correlation values between the embedded
and the extracted watermarks, (NC(W,Wj ), where j = {1,
2,...,8}), under different attacks for the algorithms are given
in Table 2.

From Table 2, one can observe that the proposed algo-
rithm (i.e., MSF-MOPSO) is robust against the following

Fig. 4. Watermarked images under different attacks: (a) salt & peppers noise (5%), (b) Gaussian filter (3x3), (c) cropping (1/8 centre),
(d) JPEG compression (Q = 5), (e) sharpening, (f) scaling (256—512—256), (g) histogram equalization and (h) gray-scale quantization (1 bit).
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Fig. 5. Extracted watermarks under different attacks: (a) salt & peppers noise (5%), (b) Gaussian filter (3x3), (c) cropping (1/8 centre),
(d) JPEG compression (Q =5), (e) sharpening, (f) scaling (256—512—256), (g) histogram equalization and (h) gray-scale quantization (1 bit).

attacks: additive noise, Gaussian filter, cropping, JPEG
compression, sharpening, scaling, histogram equalization
and gray-scale quantization. Furthermore, the robustness
results are improved with the use of multiple scaling factors
optimized by multi-objective particle swarm optimization.
Figure 4 shows different watermarked images under the
eight different attacks, while Figure 5 depicts their corres-
ponding extracted watermarks.

1) i

w1

In addition to the eight attacks used in the multi-objec-
tive particle swarm optimization, the effectiveness of the
proposed algorithm (i.e., MSF-MOPSO) was also tested
against others attacks such as: gamma correction (y = 0.2),
dithering, rotation (25°), motion blur (45°), median filter
(3%3), re-watermarked using other watermark, collusion
attack using five watermarks and translation (25x%25 pixels).
Table 3 gives the normalized correlation values, NC(W, I/f/l ),

(d)

(h)

Fig. 6. Watermarked images under different attacks: (a) gamma correction (y = 0:2), (b) dithering, (c) rotation (25°), (d) motion blur (45°),
(e) median filter (3x3), (f) rewatermarked, (g) collusion attack using five different watermarks and (h) translation (25x25 pixels).
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Fig. 7. Extracted watermarks under different attacks: (a) gamma correction (y = 0:2), (b) dithering, (c) rotation (25°), (d) motion blur (45°),
(e) median filter (3x3), (f) re-watermarked, (g) collusion attack using five different watermarks and (h) translation (25x25 pixels).

under these attacks and which are respectively denoted by
GC, DI, RT, MB, MF, RW, CA and TR. It is important to
note here that these attacks were not used in multi-objective
particle swarm optimization of the multiple scaling factors.

From Table 3, one can conclude that the proposed algo-
rithm provides a good performance against these attacks.
Figure 6 shows different watermarked images and attacked
and Figure 7 depicting the extracted watermarks under these
attacks.

7. Conclusions

In this paper, we present a new watermarking algorithm
based on lifting wavelet transform (LWT) and singular
value decomposition (SVD) using multiple scaling factors
(MSF) optimized by multi-objective particle swarm optimi-
zation (MOPSO). The MSF are used instead to single scal-
ing factor (SSF) to achieve a highest possible robustness
without losing watermark imperceptibility. However, deter-
mining the optimal set of multiple scaling factors is a pro-
hibitively complex problem. In order to solve this problem
a multi-objective particle swarm optimization is used. Ex-
perimental results demonstrate that the MSF-MOPSO algo-
rithm showed better imperceptibility and excellent resil-
iency against a wide range of watermarking attacks such as
additive noise, compression, filtering and geometrical
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