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Abstract: The paper presents a comparative study of selected recognition methods for the medical decision problem —acute abdominal pain
diagnosis. We consider if it is worth using expert knowledge and learning set at the same time. The article shows two groups of
decision tree approaches to the problem under consideration. The first does not use expert knowledge and generates classifier only
on the basis of learning set. The second approach utilizes expert knowledge for specifying the decision tree structure and learning
et for determining mode of decision making in each node based on Bayes decision theory. All classifiers are evaluated on the basis

of computer experiments.
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1. Introduction

Medical diagnosis is a very important and attractive
area for implementing decision support systems. About
11% of expert systems are dedicated to medically aided
diagnosis, and about 21% of papers connected with
application of those methods are illustrated by medical
cases [1]. One of the first and well-known expert sys-
tems dedicated to medical aided diagnosis is MYCIN
[2], considered by many researchers as the exemplar of
expert system. In a 2001 article, Sims et al [3], describe
the medical decision support system as software that is
designed to be a direct aid to clinical decision-making
in which the characteristics of an individual patient are
matched to a computerized clinical knowledge base,
and patient-specific assessments or recommendations
are then presented to the clinician and/or the patient
for a decision. Thus, the concept of a clinical decision
support system is not new. There are many papers that
describe these systems: some present reviews of work-
ing medical decision support software [4—6], whereas
others are relate the problems involved in choosing the
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best method of classification for the particular medical
task [7—12] or are cluster analyses based on a hierarchi-
cal dendrogram [13,14].

In many cases, these system might utilize different
kinds of learning materials. On one hand, we might
obtain rules or any other kind of knowledge from human
experts; on the other hand, we might generalize the
knowledge on the basis of learning sets. Of note, the
learning examples are delivered from databases, and
each instance is labeled by a human expert or on the
basis of crucial examination results. We should ask our-
selves whether it necessary to use all available learning
materials during the decision support design project.
This paper presents a particular medical task — diagno-
sis of acute abdominal pain — where for the construction
of multistage classifier we might use a learning set and/
or human expert’s knowledge as well. For the problem
under consideration, the expert proposed the structure
of a decision tree and specified which attributes had to
be tested in each node.

The paper describes our research into qualities of
classifiers based on a Bayesian approach that utilizes
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the schema of decision given by the expert and learning
set for decision making in each node of the tree. We
compare results of the those experiments to the qual-
ity of classifiers obtained via several machine learning
procedures that do not use expert knowledge during
the learning; we are particularly interested in compar-
ing these two main approaches based on the univari-
ate and multivariate trees. Additionally, we will discuss
whether the qualities of the obtained classifiers could be
improved by modifying the classification strategy for the
Bayesian classifier.

The content of the work is as follows. Section 2
introduces the basis for a Bayesian approach, the idea
of top down induction of the decision tree, and shortly
introduces the methods used during computer experi-
ments. In the next section, we describe a mathematical
model of the acute abdominal pain decision problem.
We then present conditions and results of the experi-
mental investigations of the proposed algorithms. The
last section concludes the paper.

2. The multistage recognition task

The basic idea involved in a multistage approach is
to break up a complex decision into several simpler
classifications [15]. Decision tree and hierarchical clas-
sifiers are two possible approaches to the multistage
pattern recognition. Hierarchical classifiers are a special
type of multistage classifiers that allow the rejection of
class labels at intermediate stages. The synthesis of a
hierarchical classifier is a complex problem. It involves
specification of the following components [16]:

1. design of a decision tree structure;

2. selection of features used at each terminal node of

a decision tree;

3. choice of decision rules for performing the
classification.

We now summarize the two approaches. The first
uses a given decision tree structure and a set of features
for each tree’s node. This method focuses its attention
on the decision rules construction based on Bayesian
approach for each node. The second group uses dif-
ferent methods of tree induction, such as univariate or
multivariate trees.

2.1. Bayesian hierarchical classifier

Among different concepts and methods of using “uncer-
tain” information in the pattern recognition, Bayes deci-
sion theory is efficient and attractive from the theoretical
point of view. This approach consists of an assumption
[17] that the feature vector x = (x(l),x(z) ,...,x(d))

(describina the obiect under recognition) and the class
label je[ 1,2..‘,M] are the realization of the pair of
random variables X, J. For medical use, X describes the
result of a patient's examinations and J denotes the
patient’s state. The random variable J is described by
the prior probability p;. where

p=P(J=j)
X has probability density function
f(xX=xl7=))=f (x)

(1)

)
for each j, the conditional density function. These pa-
rameters can be used to enumerate posterior probability
according to Baves’ formulae:

p.f,(x)

pjlx)=—-"t-—
2 p.f (%)
k=1 (3)

The formalisation of the recognition in the case under
consideration implies the setting of an optimal Bayes
decision algorithm W:_x) , which minimizes the expect-
ed value of the so-called loss function that describes the
cost of the wrong classification [17]. For the well-known
0-1 loss function, the classifier assures the lowest value
of the probability of the misclassification, and the deci-
sion rule chooses the classes for which the posterior
probability achieved the largest values [18]

SU(x)=arg max p(I|X) (4)
iel,..,. M

In an actual situation, the a priori probabilities and the
conditional density functions are usually unknown.
Furthermore, we often have no reason to decide that
the prior probability is different for each of the decisions.
Instead, we can use the expert rules and/or the learning
set for the constructing decision algorithms.
The design of a decision tree structure in our approach
to the hierarchical classifier is based on human expert
knowledge. In our consideration the decision rules are
based on the probabilistic approach. The Bayes hier-
archical classifier uses the Bayes theorem to design a
classifier in each intermediate node.
The Bayesian hierarchical classifier consists of a se-
quence of actions (see Figure 1). These actions are
the simple classification tasks executed in individual
nodes of the decision tree. Some specific features are
measured on every level of the decision tree. At the first
stage features X, are measured, at the second stage
features X, are measured, and so on. Every set of fea-
tures comes from the whole vector of features. In every
node of the decision tree, the classification is executed
according to the Bayes rule. The decisions I, 1, ,...,1
are the results of recognition in the suitable node of the
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tree. At the last (N-th) stage, the decision made iN
indicates a single class. This class is the result of the
Bayesian hierarchical classifier.
In our task of classification, the number of classes is
equal to NC. The logic of making the decision is rep-
resented using the decision tree. The terminal nodes
are labeled with the number of the classes from the
M={1,2,...,NC}. The nonterminal nodes are labeled by
the numbers of 0 , NC+1, NC+2... reserving 0 for the
root-node.
We introduce the notation for the received model of the
multistage recognition [19]:
M(n) — the set of numbers of nodes, which distance from
the root is n, n=0,1,2,...,N.
In particular M(0)={0}, M(N)=M,
M(n) — the set of the interior node numbers (non
terminal),
M, € M(N) - the set of class numbers attainable
from the i-th node (i € M),
M —the set of numbers of the immediate descendant
nodes i (i € M),
m, — number of immediate predecessor of the i-th node
(1I£0).
The Bayes hierarchical classifier is an example of
the probabilistic model of pattern recognition. In this
model, the class of the pattern being recognised as
Jn € M(N) is the realization of random variable J
and observed features x are realizations of random vari-
able X .
Our target now is to calculate the so-called multistage
recognition strategy 7‘_\'={W'},-EM , that is, the set of
recognition algorithms in the form
Y :X M, ieM

it ®)
Equation (5) is the decision rule (recognition algorithm)
used at the i-th node, which maps the observation sub-
space to the set of immediate descendant nodes of the
ith node.
The strategy of the decision tree classifier represents
the logic of making the decision. We favour two possible
strategies:the first is the locally optimal strategy, which
minimizes the misclassification for particular nodes of a
tree. Its decision rules are mutually independent. There
are no relationships between nodes in logic expressed
using the misclassification. The recognition algorithm at
the n-th stage is

¥ (x,)=arg max p(k)f,(x,) (6)

keM'

The second, globally optimal strategy, minimizes the
mean probability of misclassification. The decision rules

Figure 1. Bayesian hierarchical classifier
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are mutually dependent through the empirical probabil-
ity of the correct classification. The recognition algorithm
at the n-th stage is as follows:

¥, (x,)=arg max Pe(k)p(k) f,(x)
keM' @)

where Pc(k) is the empirical probability of the correct
classification at the next stages if at the n-th stage deci-
sion [, is made.

As we mention below, in practice the unknown probabi-
listic characteristics (values of the a priori probabilities
and probability density functions) are replaced by their
estimators obtained via parametric or nonparametric
approaches [17].

2.2. Decision tree induction

Eecision tree induction algorithms have been under
development for several years [20,21]. From the math-
ematical point of view, they propose a way to estimate
discrete functions that could be adapted to classification
tasks. From the practical point of view, the decision
trees achieve satisfying results in many actual decision
tasks. Among different methods of tree training, the top
down decision tree induction concept is frequently used.
Algorithms based on the aforementioned idea train a
tree from a root node to leaf using a splitting attribute’s
choosing measure. The most famous representative of
an algorithm family using the aforementioned concept is
ID3, developed by Quinlan [22]. ID3 uses the information
gain measure to decide which attribute should be tested
in a given node. The proposed measure evaluates the
homogeneity of subsets of a training set (according to
the given class labels) that were obtained on the basis
of the original set split using the chosen attribute values.
The pseudocode of ID3 is presented in the Appendix.

The descendants of IDs improve its main features. The
main disadvantage of information gain is that it prefers
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Figure 2. (left) Two class recognition problem and liner classifier boundary (dashed line) and univariate decision tree classifier boundary (solid
line); (right) univariate decision tree structure for the problem presented in the left picture

features with high number of values. C4.5 [23] uses
another attribute measure, the information ratio. Both
measures are based on information theory that uses
Shannon’s entropy as a measure; many other measures
are prooosed, such as the Gini metric used by CART
or the X2 statistic [24], to enumerate only a few. The
aforementioned algorithms also propose methods that
protect tree classifiers against overtraining such as
reduce-error pruning or rule post pruning, and show how
to deal with continuous attributes, how to handle with
missing attribute values and attributes with weights, how
to reduce computational complexity, and how to use
algorithm in the distributed computing environments.
Figure 2 presents an exemplary decision problem.

Let us note that the classifier depicted by the dashed
line separates classes well. It works according to a very
simple decision rule

if y> &x then “dot” else “star” (8)
X

This classifier could be interpreted as a multivariate de-
cision tree with one node. The univariate decision tree
prefers the more complex separating curve depicted
by the solid line. Multivariate decision trees usually
offer simpler structures than univariate decision trees.
We can also assume that a complex structure is more
susceptible to overtraining. Moreover, the univariate
decision tree induction uses “greedy” search methods.
As a criterion, local discrimination power measures like
the aforementioned information gain or Gini index are
used. It means that they do not guarantee finding an
optimal classifier. Additionally, we can suppose that the
univariate tree is usually not the best solution because
in [25] the author proved that for a set of attributes, the

best pair could consist of two attributes which differ from
the two best individual ones.

There are several propositions for multivariate decision
tree training. Some of them suggest using classifiers in
each node, e.g. LMDT uses a linear classifier [26], in
[27] the author proposes using a Bayesian classifier.
In [28], the authors propose a LMT algorithm that uses
an ID3 algorithm for discrete features and then linear
regression for the others. Other approaches use tra-
ditional or heuristic feature selection methods in each
node [29,30].

3. Model of acute abdominal pain
diagnosis

The first mathematical model of acute abdominal pain
(APP) was reported in [31]. We simplified that model in
cooperation with the experts from the Clinic of Surgery,
Wroclaw Medical Academy, who regard the stated
problem of diagnosis as very useful.

It leads to the following classification of the AAP:

1. cholecystitis

pancreatitis

non-specyfic abdominal pain

rare disorders of “acute abdominal”

appendicitis

divercitulitis

small-bowel obstruction

. perforated peptic ulcer

Although the set of symptoms necessary to assess the
existing APP correctly is relatively wide, in practice for
diagnosis it results in 31 (non-continuous) examinations
that are used; these are presented in the Appendix.
Since the abdominal area contains many different
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organs, it is divided in smaller areas [32]. One division
method uses one median sagittal plane and one trans-
verse plane that passes through the umbilicus at right
angles. This method divides the abdomen into four left
and right upper, left and right lower quadrants. For our
study, we used the more precise description of abdomi-
nal pain location (Figure 3).

Figure 3. Encoding of the location of abdominal pain

The expert-physicians provided the decision tree depict-
ed in Figure 4 [31]. The number of leafs are the numbers
of the diagnosis presented above. The numbers in the
nodes correspond with the following diagnosis:

9. acute enteropathy

10. acute disorders of the digestive system

11. others

acute
enteropathy

rare disorders

non-specyfic
abdominal
pain

of “acute
abdominal”

pancreatitis

Figure 4. Heuristic classifier for the APP diagnosis problem

disorders of
the digestive
system

4. Experimental investigation

The aim of the experiment is to compare the errors

of Bayesian classifiers with the quality of classifiers

obtained via machine learning algorithms. Additionally,
we would like to compare qualities of the univariate with
multivariate trees.

The following classifiers and fusion methods were

chosen:

1. Multistage classifiers used heuristic decision tree
and Bayesian classifier in each node according the
local optimal strategy. For these classifiers the esti-
mators of the conditional probability density function
were obtained via kn -Nearest Neighbor [18].

2. Multistage classifiers used heuristic decision tree
and Bayesian classifier in each node according the
global optimal strategy. For these classifiers the esti-
mators of the conditional probability density function
were obtained via kn -Nearest Neighbor.

Classifiers based on univariate decision tree produced by

3. The C4.5 algorithm [23]

4. The BFTree method, which uses binary split of at-
tribute values [33]

5. The LADTree algorithm, which generates a multi-
class alternating tree [34]

Classifiers based on the multivariate decision tree were

obtained via:

acute

small-bowel

perforated

obstruction peptic ulcer

appendicitis
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The LMT method, which returns the decision tree
with logistic regression function at the leaves [28,35]
FT algorithm, which could use the logistic regression
function in the inner nodes [28,36]
NBT method, which returns the tree with naive
Bayes classifiers in the leaves [37]

The set-up of experiment was as follows:
1.

Dataset was collected at the Clinic of Surgery,
Wroclaw Medical Academy and consists of 476
elements.

All experiments were carried out in WEKA envi-
ronment [38] and own software created in Matlab
environment and PRTools toolbox [39].

Errors of the classifiers were estimated using the
ten fold cross validation method [40].

The results of experiments are presented in Table 1.
Apart from classifier error, time generation (only for
generated trees) and tree size are shown.

4. Computer experiment evaluation

The following conclusions could be drawn from the
experiment:
1.

The quality of multistage classifiers based on Bayes
decision theory are similar. The global strategy gave
a slightly better result (ca 2%) than the local one.
However, we must note that the computational com-
plexity of the global strategy is higher than the local
one. For practical implementation, we need to decide
if we are willing to bear higher computational costs.

boosted C4.5 classifier are similar. This observation
leads to the conclusion that for this medical case, we
could give the expert knowledge about the shape of
a decision tree.

. The multivariate decision trees (LMT, FB, NBTree)

achieved much better results than the classifiers
based on the univariate decision trees. Additionally,
the aforementioned trees outperformed the quality
of heuristic trees.

. We could expect that the multivariate decision trees

are not susceptible to overtraining because they
usually use smaller trees than the univariate trees.

. The main disadvantage of the multivariate decision

tree training is the time-consuming (especially in
comparison with the univariate tree training time),
but we can use a smaller number of attributes (lower
cost of diagnosis) for making decisions on the similar
level. Generating cheap diagnosis-aiding computer
tools is actually the problem of research into the so-
called cost-sensitive methods [41].

Experts revised the structures of classifiers pro-
duced automatically and confirmed that most of
rules were correct and that the heuristic tree is pos-
sibly oversimplified.

. A similar decision support system is described in

[7]; this system uses a different model of acute ab-
dominal pain diagnosis, therefore the results of our
tests are not comparable with those in that study. It
is worth mentioning that the authors used the C4.5
method and that the frequency of the obtained clas-
sifier was ca 57%.

2. We must notice that the qualities of the best multi-
stage classifier based on Bayes decision theory and
Locally Globally Globally
Class number (sjt? 2{2; ztri gggly 25 gggly C4.5 BFTree LADTree LMT FT NBTree
K=5 K=5 K=7
1 91% 95% 95% 79,43% 88,70% 80,90% 96,50% 95,00% 97,90%
2 52% 60% 62% 52,94% 52,90% 41,20% 64,70% 58,80% 82,40%
3 100% 100% 100% 89,66% 96,60% 89,70% 100,00% 100,00% 96,60%
4 86% 86% 86% 75,00% 67,90% 71,40% 100,00% 100,00% 100,00%
5 96% 96% 96% 89,09% 83,60% 94,50% 100,00% 96,40% 100,00%
6 81% 82% 85% 84,38% 65,60% 62,50% 93,80% 93,80% 96,90%
7 99% 99% 99% 91,08% 95,50% 96,20% 100,00% 99,40% 99,40%
8 94% 94% 94% 70,59% 58,80% 82,40% 100,00% 1,00% 100,00%
Average 92,72% 94,02% 94,82% 83,82% 85,71% 84,90% 97,30% 96,01% 98,11%
tree generating [s] 0,02 2,07 2,38 85,97 4,24 30,36
Size [nodes] 4 4 4 102 51 31 1 1 41

Table 1. Frequencies of correct classifications, tree generating time and size of trees.
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5. Final remarks

The recognition methods based on of the compound,
hierarchical Bayesian approach, and inductive learn-
ing are presented. The classifiers generated by those
algorithms were applied to the medical decision problem
(recognition of Acute Abdominal Pain) and can be used
to assist clinicians to in diagnosis. Our empirical results
for the inductive learning classifiers and heuristic ones
demonstrate the effectiveness of the proposed concepts
in such computer-aided medical diagnosis problems.
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Appendix

Pseudocode of ID3 algorithm

function ID3 (examples, target concept, attributes)

examples - learning set

target concept

attributes - list of available attributes
Create a Root node for tree

IF all examples belongs to the same class

THEN return the single node tree Root with this class’s label and
return.

IF set of attributes is empty

THEN return the single node tree Root with label = most common value
of label in the set of examples and return

Choose “the best” attribute A from the set of attributes.

FOR EACH possible value vi of attribute
1. Add new tree branch bellow Root, corresponding to the test A=vi.
2. Let Evi be the subset of set of examples that has value vi for A.
3. IF Evi is empty

THEN below these new branches add a leaf node with label = most
common value of label in the set of examples

ELSE below this new branch add a new subtree and call ID3(Evi,
target concept, attributes - {A}).

END

RETURN Root
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Clinical feature description

no

attribute

possible values

1

sex

1 -men,
2 women

age

1 —less than 20 years
2 - 20-30 years

3 -31-40 years

4 - 41-50 years

5 —more than 50 years

pain location on the beginning

Location encoding according to the map presented in Figure 3
0 — absence of pain

1—areasno1or3or4

2—areasno2or5or6

3 —areas no from 1to 10

4 —areasnolor3ord4or7or8or9oritori2ori5ori6or19
5—areasno2or5or6or9or10or13or14or17 or 18 or 20
6-areasno8or9ori12ori3

7 — each location

8 —areasno 15 or 16 or 19

9—-areasno 17 or 18 or 20

10 —areas no from 11 to 20

pain location on present

The same as in the point 3

pain intensity

1 —absence or mild
2 —moderate
3 - strong

aggravating factors

1 -no factors

2 — breathing

3 - cough

4 — body movement

relieving factors

1 -no factors
2 —vomiting
3 — position of body

pain progression

1 - outgoing
2 —stable
3 —intensifying

pain duration

1 —less than 12 hours
2 —12-24 hours

3 —24-48 hours

4 — more than 48 hours

10

pain type on the beginning

1 —broken
2 —stable
3 —colic

11

pain type at present

The same as in the point 3

12

nausea and vomiting

1 - absent
2 — nausea without vomiting
3 — nausea with vomiting

13

appetite

1 —decreased
2 —normal
3 —increased

14

bowel movement

1 —diarrhea
2 — correct
3 — constipation

15

urinate

1 -normal
2 —dysuria

16

previous indigestion

1-no
2-yes

17

jaundice

1-no
2-yes

18

previous surgery (abdominal)

1-no
2-yes

19

drugs

1-no
2-vyes

20

mood

1 - stimulated/suffered
2 —normal
3 — apathetic/sleepy




Robert Burduk, Michal Wozniak

21

skin’s color

1-pale
2 —normal
3 - red skin (face)

22

temperature

1 —less than 36,50C
2-236,6 0C-37,00C
3-37,10C-37,5
4-37,6 0C-38,00C
5-38,10C-39,0 oC

6 — more than 39,0 oC

23

pulse

1 —less than 60 bits per minute

2 —61-70 bits per minute

3 —71-80 bits per minute

4 —81-90 bits per minute
5—-91-100 bits per minute

6 —101-110 bits per minute

7 —111-120 bits per minute

8 — more than 120 bits per minute

24

respiratory movements of abdomen

1 —normal
2 — absent

25

flatulence

1-no
2-vyes

26

tenderness (location)

The same as in the point 3

27

Blumberg'’s sign

1 —-negative
2 — positive

28

muscle’s defence

1-no
2-yes

29

increased tension of abdominal

1-no
2-yes

30

swellings

1-no
2-vyes

31

Murphy'’s sign

1 —-negative
2 — positive
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