
1. Introduction
Results of interlaboratory comparisons show that 
professional laboratories cannot agree about the 
average value nor the uncertainty in measurement of 
a certified reference material (CRM) [1]. Since results 
of analytical chemistry are of paramount importance 
to decision making [2] in life sciences and industry, 
it follows that a consensus must be attained about 
practices and procedures in laboratories. In a survey of 
the International Measurement Evaluation Programme 
(IMEP), Bednarova et al. [3] reported large deviations 
documented in the determination of trace elements in 
water. Earlier interlaboratory comparisons by the IMEP 
showed deviations by more than an order of magnitude 
between reported average values with associated 
uncertainties which also deviated by more than an order 
of magnitude [4–6]. Although some measurements 

were performed by laboratories using different types of 
analytical technologies [4,6], there was a general trend 
of estimating significantly different values when the 
measurements were performed by laboratories using 
the same technology, e.g. for analysis of cadmium and 
lead in water, as shown by Papadakis et al. [5], standard 
deviations of the mean, confidence ranges [7], combined 
standard uncertainties or expanded uncertainties [8]. 
In principle it is acceptable to report the uncertainty of 
measurement in terms of standard deviations of the mean 
or confidence ranges however the number of repetitions 
must be reported. In order to facilitate comparison and 
evaluate correctly the uncertainty in measurement, 
Eurachem [2,9] decided in 2008 that uncertainty in 
measurement should always be reported as expanded 
uncertainties that are calculated upon the basis of the 
Guide to the expression of Uncertainty in Measurement 
(GUM) [8] and the guide to Quantify Uncertainty in 
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level of uncertainty should be accepted in analytical investigations.
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Analytical Measurements (QUAM) published by the 
European Analytical Chemistry (Eurachem) and 
Cooperation on International Traceability in Analytical 
Chemistry (CITAC) [10] organisations. Eurachem 
intends to implement the principles of GUM/Eurachem/
CITAC guides to the work of laboratories in the industry 
where the guidelines of ISO 5725 [11] are still the 
more important tools of statistical data processing. A 
correct estimate of uncertainty in measurement is the 
overall aim for evaluating practices and procedures 
of analytical chemistry. The issue was illustrated in a 
comprehensible manner by de Bievre [12] who showed 
that two laboratories tend to disagree on the value found 
in each laboratory when the uncertainty is low but an 
agreement might be obtained if uncertainties were high. 
Accordingly, a reliable value of the uncertainty is crucial 
for deciding if results differ or correspond to each other.

The present report is motivated by an interest in 
understanding the origin of differences displayed in the 
results and overview of interlaboratory testing [13]. In 
the publication by de la Calle et al. [13] it was clearly 
shown that professional laboratories were able to agree 
neither on average values nor on the level of uncertainty. 
Deviations as large as an order of magnitude of the 
average value and more than an order of magnitude of 

the uncertainty demonstrate the extent of the challenges 
to understanding analytical problems [1,13]. In all the 
interlaboratory testing, the collected results of individual 
laboratories constitute a characteristic distribution 
of results that is reminiscent of an S – shaped curve 
[1,3–6,13,14]. This indicates that each measurement 
constitutes part of a distribution related to a consensus 
value and a corresponding total overall level of 
uncertainty. Two tentative explanations may be inferred 
from the problem; either the performance differs between 
laboratories or the performance is equal but the applied 
methodology does not allow to discriminate. It may be 
anticipated that the former suggestion prevails owing 
to differences in analytical skills and between applied 
apparatus. Thus, a thorough study was undertaken to 
determine the uncertainty in measurement related to 
the determination of iron by graphite-furnace atomic 
absorption spectrometry (GFAAS) with Zeeman-
background correction. Determination of elements by 
Zeeman GFAAS is characterized by high precision, 
low limit of detection (LODs) and low consumption of 
samples. Typically, volumes of 10 – 20 microliters are 
suitable for analysis of elements in biological samples 
(Table 1) [15–19]. According to the manufacturer, LODs 
far below 1 mg dm-3 are commonly found for metallic 

Table 1. Figure of merits that are associated with determination of iron by electrothermal AAS (ETAAS)/GFAAS (Ordinary wavelength 248.3 nm).

Technology 
(Wavelength 
in nm)

Matrix LOD
(mg dm-3)

Linear 
range   

(mg dm-3)

Sensitivity
(10-3abs mg-1 dm3)

Intercept
(10-3Abs)

Injection 
volume
(mm-3)

RSD   
(%)

Ref.

ET (248.3) Human breast 
milk 1.4   0 - 30 4.48   5.0 20   < 10 [16]

ET (248.3) Certified 
reference 0.6   0 - 25 2.63 10.3 20 < 4 This work 

(Precision)

GF (242.8) Rain water 5 0 - 6 - - 20 2.4 [24]

GF (248.3) Bovine milk 0.39 – 0.60 - - - 10 < 7 [7]

GF (248.3) Multi-element 
sample   0.2* - - - - 2.4 - 3.5 [25]

GF (248.3) Caco-2 cells 1.3 - - - - - [17]

GF (248.3) Atmo-spheric 
water samples 0.2 0 -10 52 30 20 7.8 [26]

GF (248.3) Human hair 3.2×10-4 - - - 10 < 8 [18]

GF (248.3) LaF3 3     0 - 150 - - 10 - [27]

GF (248.3) Rice 0.9     0 - 500                  1.5 54.6 - - [28]

GF (372) Human serum     5.6**   0 - 14                21.6       -16.2 25 - [19]

ET (248.3) Cork stoppers 0.8     0.8 - 50 - - 25 1.4 [29]

GF Bleomycin   1.12 - - - - 2.2 [30]

ET (248.3) Legumes and 
nuts   0.2* -                  0.3 - - 4.1 - 4.6 

(Precision) [31]

GF (248.3) Butter -   0 - 25 7 0/6 10      7 - 10% [32]

*Estimated by conversion from w/w to mg dm-3 using an injection volume of 20 mm-3. **With preconcentration
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elements but it has also been recognized that matrix 
effects are important, which promote application of 
matrix modifiers for better accuracy. These general 
remarks are reflected in the literature results of 
Table 1 where large variations were found in figures of 
merits among different types of samples. On average, the 
LOD was 1.5 mg dm-3 equivalent to a limit of quantitation 
(LOQ) of 5.0 mg dm-3 with an expected relative 
standard deviation (RSD) of samples much below 10% 
(Table 1). On the short-term time scale the contribution 
from the detector is included through the repetition term 
but long-term variations of the detector have also been 
proposed to give an even larger contribution to the 
uncertainty. It was recently shown that these long-term 
fluctuations are crucial for describing accuracy of the 
methods ultra-violet-visual (UV-VIS) spectrophotometry 
[20], flame atomic absorption spectrometry (FAAS) 
[21,22] and GFAAS [22]. The present work investigates 
the performance of GFAAS with Zeemann-background 
correction that may exhibit a dependence of RSD 
as a function of concentration different from that of 
conventional GFAAS [23]. 

2. Experimental procedure

2.1. Standards and samples
The standard solutions were prepared by dilution of 
solutions certified to 999±2 mg dm-3 of iron nitrate in 
0.5 M nitric acid (Merck, CertiPUR, Fe(NO3)3). All solutions 
were diluted with distilled water. Blanks were prepared 
as reagent blanks of 0.1 M nitric acid. Four certified 
reference materials (CRMs) were applied to analysis 
of iron: (1) NIST SRM 1640  with consensus value of 
34.3 ± 1.6 mg kg-1, (2) Sea water lot# 605806 with 
consensus value of 20 mg dm-3, CRM Waste Water 
EnviroMAT EU-H-1 (SCP Science): 0.65 mg kg-3 at 
dilution factor (DF) 50; confidence of 0.62-0.68 mg kg-3, 
CRM Drinking Water EnviroMAT EP-H-1 (SCP Science): 
1.48 mg kg-1 at DF 100; confidence interval of 1.43-
1.53 mg kg-3. Mg(NO3)2 (Merck) was used as modifier. 
No information was available about the number of 
repetitions, and an unknown number of outliers were 
removed from the data set according to the certificates. 
All solutions of CRMs were diluted to concentrations 
that resided within the linear range of responses.

2.2. Apparatus
The measurements were performed by GFAAS (Perkin-
Elmer Analyst 600, Zeeman background correction) with 
an iron-hollow cathode lamp (S&J Juniper) radiation 
source using the wavelength at 248.3 nm, a cathode 

current of 40 mA and a slit width of 0.2 nm. The limits of 
statistics defined in the software were adjusted to allow 
all measurements to be accepted. A non-zero intercept 
was frequently found in the regression lines, but the 
apparatus was not adjusted to zero baselines before 
determination of unknowns. Aliquots of 20 mL were 
injected into the graphite tube at room temperature, 
followed by three steps of drying; first step: ramped for 
5 s to 90°C and held for 10 s, second step: ramped for 
10 s to 120°C and held for 10 s and third step: ramped 
for 5 s to 180°C and held for 20 s. Then followed the 
pyrolysis step where the temperature was ramped from 
180°C to 1400°C in 10 s and held there for 20 seconds. 
After the pyrolysis step, the data were recorded in 
5 s during the atomization step at 2400°C. Finally the 
graphite tube was cleansed by ramping temperature 
from 2400°C to 2500°C in 5 s and held at 2500°C for 
3 s. The internal-flow rate of argon was 250 mL min-1.

3. Results and discussion

3.1. Treatment of outliers
In the present investigation, an outlier is defined as 
a measurement that may be identified by means of 
statistics and it is found to deviate significantly from 
the average value of the distribution at a given level of 
confidence. In the present investigation several outliers 
were identified by guard bands [2], Dixon’s Q-testing 
[24] or by Cochran’s testing [11] during the course of 
data processing but none of the outliers thus determined 
were removed from the data set. All data of calibrations 
were retained and were included in the interpretation 
of data. A high number of repetitions were applied to 
the investigations, and outliers occurred only rarely, as 
expected from common considerations of probabilities 
that were derived from distributions. An outlier has only 
a limited influence on the average value determined by 
multiple repetitions, and it also has a limited influence 
on the standard deviation (SD). However, in the case 
of a low number of repetitions, the outliers may have 
a tremendous influence on both average values and 
the level of uncertainty. The identification of an outlier 
resulted in more repetitions, which diminished the effect 
of its presence on the final result.

3.2. Errors
Only gross errors were considered. Such errors included 
incorrect sample preparation, incorrect handling of 
apparatus and accidents in the laboratory. Errors have 
got little to do with statistics, and errors cannot be 
identified unequivocally by means of statistics, as a 
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rule. Statistics may be applied to identify an outlier that 
may result from an error but unless a gross error was 
detected the outlier should be retained and included in 
calibrations and calculation of concentrations. A result 
that deviates significantly from the mean value must 
be retained in the data set and included in the estimate 
of the final result. It is not supposed that errors appear 
in the final data set but they may be removed from the 
data set when the origin of the error is documented and 
reported in the laboratory journal.

3.3. Single-line calibrations for precision
3.3.1. LOD
The LOD is one of the important figures of merits that 
informs about the prime performance of the apparatus 
with respect to one particular type of measurement. For 
the determination of the LOD, it is common practice to 
select the highest sensitivity and the lowest noise level 
from several sets of experiments because the result 
thus obtained signifies the ultimate performance of the 
methodology. A LOD value obtained in this manner 
provides a low concentration that is rarely accessible 
to reliable analysis because the uncertainty in the 
measurement is high in the vicinity of the LOD. Several 
methodologies are available for determination of the 
LOD and they all provide low concentrations that relate 
to the inherent noise level of the apparatus. Huber 
states that the LOD and its uncertainty should be as 
small as possible, as deduced from three methods 
for determination of the LOD [25]. In an initial series 
of experiments, the LOD(3s) [26] was determined by 
repetition of ten blanks, which yielded large positive 
values for the areas (Table 2). A surprisingly high value 
of the area of approx. 2.8 A s was found in one of the 
measurements but no errors were retrieved during the 
experiment. The mean value of the results was 0.34 
and the SD was 0.88, and it was used together with the 
slope of Fig. 1 to determine the LOD of 970 mg kg-1 that 
is by far out of scale (Table 2), as compared to results 
obtained for the calibration (Table 1). The LOD thus 
determined may not be reliable but, since no errors were 
detected, ought to be retained as a genuine result of 
the measurement. However, the experiments that were 
used to determine this very high LOD value motivated 
further investigations. Tentatively, a more usual value 
of the LOD could be determined by performing more 
repetitions, which might produce fewer outliers and 
thus provide a more realistic LOD, according to 
Table 1 with literature values [27]. As mentioned above, 
it is recommended not to remove outliers from the data 
set, because it might reduce the chance of retrieving 
important information about the applied methodology. 
The LOD determined above (Table 1) has a value that 

exceeds the calibration range by an order of magnitude, 
owing to an apparent outlier among the series of 
blank values (Table 2). Therefore the outlier does not 
represent the ultimately lowest concentration because 
the noise level was based on only 13 repetitions, which 
gives a risk of producing an extreme outlier. The LOD of 
literature values ranges between 3.2×10-4 mg dm-3 and 
5.6 mg dm-3, as dependent on the type of matrix 
containing the measurment (Table 1), whereas Gill 
[27] presented a universal LOD of 0.02 mg dm-3 for 
determination of iron by GFAAS. Notably, a limited 
number of authors report a complete list of figures of 
merits (Table 1), which may indicate that these numbers 
are comparable to common values according to the 
GFAAS technology [27]. 

3.3.2. Validation of short-term precision
In order to estimate the best possible performance of 
an analytical apparatus, it is important to perform an 
operational calibration of the method where standards 
are analyzed over a short period of time. A short period 
of time is defined by a single cycle of startup – run – 
shutdown of the apparatus, as opposed to a long period 
of time that corresponds to several such independent 
cycles. This initial exercise gives an estimate of the 
dilution of samples and expected sensitivity of the 
analysis. The result of Zeeman GFAAS experiments with 
analysis of iron by double determinations of standards 
and a regression line of good quality was obtained as 
shown in Fig. 1 together with appropriate confidence 
ranges. It should be noted that the SD of the slope 
and intercept are relatively small, which indicates that 
the SD of determination of concentrations of unknowns 
may be correspondingly small (Fig. 1). Since the SD 
of the intercept is low and the value of the intercept is 
large, it may be concluded by t-testing that the intercept 
is positive and significantly different from zero. This 
feature attracts immediate attention because there 

Figure 1. Data of determination of iron by Zeeman GFAAS shown 
together with the appropriate regression line (full line) 
and lines representing confidence ranges (95% level of 
confidence, p < 0.05). The slope of the regression line is 
0.00263(3) abs s µg-1 dm3 and the intercept is 0.0103(4) 
abs s.
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might be a chemical species present, which interferes 
with the determination of iron. Therefore this hypothesis 
was the origin investigated in further detail with respect 
to magnitude of the non-zero value of intercept.

The figures of merits associated with the initial 
measurements (Fig. 1) are compatible with those 
obtained in literature investigations, as shown in 
Table 1. Although it is generally not recommended [28] 
as an indicator of quality the correlation coefficient was 
used as a parameter for estimating the degree of linearity 
of the regression line, while uncertainties were estimated 
only in association with determination of the measurand 
in unknowns (Table 1). An overall uncertainty of samples 
was reported within the range 1.4–10%, which in many 
cases is very good precision considering the combined 
uncertainty of the uncertainty budget encompassing 
contributions from sample digestions, purities, dilutions, 
temperature etc. Various magnitudes of intercepts were 
reported but only in one case had  the intercept a value 
lower than zero following a step of pre-concentration, 
(Table 1). Thus, it could be anticipated that the general 
trend was directed towards a positive non-zero value, 
which corresponds to the findings of Fig. 1.

In the present series of experiments double 
determinations were performed on samples using 
the regression line of Fig. 1, which yielded an iron 
concentration of 29.3±0.3 mg dm-1 that was significantly 
different from the certified reference value of 
34.3±1.6 mg dm-1. The uncertainty is represented by 
the SD of two repetitions which gives a confidence 
range (95%) of 1.3 mg kg-1. In this case it is not feasible 
to adjust the uncertainty by the protocol of QUAM 
[10] using a coverage factor of only two because 

it is more than an order of magnitude lower than the 
corresponding t-value of 12.7 (N=2, i.e., one degree of 
freedom). Even after adjustment by the correct t-value, 
the result of the present analysis was lower than that 
of the certified value. However, the uncertainty in the 
measurement was determined on the basis of double 
determinations but the same uncertainty must be 
expected to result from an estimate of the uncertainty 
that was calculated from deviations associated with the 
regression line. By applying the conventional formula 
[29] for calculating uncertainty of the sample the 
uncertainty was determined as 1.1 mg kg-1 or more than 
three times larger than the SD of sample repetitions 
(Table 1). Therefore a preliminary conclusion was that 
the measurements were not in statistical control with 
corresponding uncertainties between repetitions and 
calibrations. That is, this preliminary result might indicate 
that the concentration of standards were determined 
at a different level of uncertainty as compared to the 
uncertainty of samples.

Although a regression line of good quality supplied 
a result of low uncertainty (Fig. 1), it should be stressed 
that the correct value was not reproduced, and this 
constitutes another cause of concern that prompts of a 
more thorough investigation of the analytical protocol.

3.4. Pooled calibrations and long-term precision
3.4.1. Lower limit of analysis (LLA)
The lowest value of 0.6 mg dm-3 of the LOD obtained 
in association with the regression line of precision 
(Fig. 1) does not describe fully the lowest concentration 
of ordinary analysis because the uncertainty of a 
concentration becomes large when it is determined 
close to the LOD. As shown above in the present 
analysis provides the concept of LOD contradictory 
results. In addition, the conventional LOD does not take 
into account the magnitude of residuals of the regression 
line, which ought to be included in the assessment of an 
LLA. It is therefore proposed to calculate the LLA that 
takes into account the SD of intercept ( ) and slope 
( ) under the assumption that the SD of intercept 
( ) corresponds to the SD of blanks ( ) and it is 
defined as the concentration above which the RSD 
exceeds 50 % [20]:

      

RSD > 50%, from pooled calibrations             

(1)

The approximation of Eq. 1 may be applied when 
the SD of blanks corresponds to the SD of intercept  

, which is a very good approximation with 

Table 2. 

Repetition nr. Area   (Abs.s)

1 0.0125

2 0.0131

3 0.0102

4 0.0124

5 0.0114

6 0.0125

7 0.0129

8 2.8224

9 0.04187

10 0.0347

mean 0.3361

STDEV 0.8828

Ten repetitions of blanks for determination of the LOD of 
iron determination by GFAAS with Zeeman-background 
correction.
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pooled calibrations of GFAAS (Fig. 2). Two SDs enter 
Eq. 1, and it was important to apply a high number of 
repetitions to construct the regression line for reliably 
estimating the LLA. An approximate value of reliability 
(R) as a function of the number of measurements (N) 
may conveniently be considered by the equation [8]:

                                           (2)

Eq. 2 expresses that for example three repetitions, the 
reliability of the SD becomes 50%, which leaves a high 
risk for delivering a result that is apparently different 
from a similar result produced by another laboratory. 
The present series of experiments produced reliabilities 
of SDs in the range of 5–83%, which largely depended 
on the number of repetitions (Table 3). However, if the 
SD should be determined at a reliability of 95% this 
would require approximately 200 measurements which 
usually is too high a number of repetitions for everyday 
laboratory use, but it would be a number appropriate for 
validation of methods [30].

3.4.2. Upper limit of analysis (ULA)
Any apparatus of analytical chemistry is supplied with 
a detector of non-linear response [22,23] but for most 
practical purposes, the concentration range of linear 
responses is considered for the sake of simplicity. Despite 
the simplicity of straight lines, none of the procedures of 
quality assurance (QA) provides any information about 
an estimating the full range of concentrations of linear 
response that applies to operational calibrations. By 
using the equation for the non-linear response function 
of detectors it was recently found that a reasonable 
ULA is found at the concentration that corresponds to a 
characteristic concentration derived from the expansion 
to first order of the response function [23]. When the 
maximum response of the system is denoted as ‘A’ and 
the characteristic concentration is denoted as ‘B’, the 
response function may be described as:

                                     (3)

where c0 is the intercept at the abscissa. By expansion 
of Eq. 3 to first order a straight line of slope ‘–A.B’ and 
intercept ‘A.B.c0‘is obtained but this equation cannot 
be used as regression line because it represents the 
tangential line to the response function. The maximum 
response ‘ymax’ of the tangential line is given by:

                              (4)

which is obtained at the concentration ‘cmax’ that equals 
the ULA:

      
                                            (5)

Thus, two strategies may be chosen for determination 
of the ULA:

(1) In order to obtain ‘A’ determine the response 
value of a standard of very high concentration that is 
known to provide intensity far above the linear response 
range. Similar to other procedures it is recommended to 
switch off the apparatus, switch on again and repeat the 
cycle as many times as possible. This will provide the 
more reliable average value for ‘A’ (Eq. 3).

(2) Perform a series of calibration experiments which 
exhibit the distinct curvature of Eq. 3 and perform a 
fitting Eq. 3 to the data thus obtaining ULA directly by 
the aid of parameters entering Eq. 3.

In some types of apparatus such as mass 
spectrometers with solid state detectors, it may be 
impossible to use procedure no. (1) because there is a 

Figure 2.  

Figure 3.

Regression lines for determination of iron by Zeeman 
GFAAS. All calibration data over several days pooled and 
depicted in one single diagram without removing outliers.

Determination of the upper limit of analysis (ULA) by 
evaluating responses of standards over the full range of 
concentrations. The solid curve represents a fitting of Eq. 
3 to the experiments and the dotted line at (1) is obtained 
by expanding Eq. 3 to first order. The straight line at (2) 
is the regression line that is applicable to calibrations 
up to concentrations close to the ULA. The horizontal-
broken line is the limiting-response value (A) of very high 
concentrations (Eqs. 3 and 4).
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cut-off functionality built into the detection system [23]. 
In that case option no. (2) may be used to determine 
‘A’ instead of option no. (1). Data with responses 
lower than or equal to the value given by Eq. 4 may 
be used to construct the regression line. The principle 
of estimating the ULA is illustrated graphically in Fig. 3. 
The experiments of Fig. 3 gave a ULA of 97 mg dm-3.

3.4.3. Validation of long-term precision
Calibration may be performed by the manufacturer’s 
software for non-linear-curve fitting following a 
procedure patented by Unvala [31]. Similar to earlier 
investigations of the GFAAS technology [20,23] it was 
found that the SD of responses was almost constant 
within the full range of calibrations, which seems to be 
a characteristic property of this particular technology. 
Since the procedure by Unvala is frequently embedded 
in the software some of the works copied in Table 1 
may have applied the non-linear-working curve for 
determination of concentrations of unknowns.  

It should be noted that the uncertainty of precision, as 
discussed above, represents the short-term variation of 

the response of the apparatus while long-term variations 
of the response was initially not considered. However, 
long-term variations may conveniently be estimated by 
repeating measurements in cycles where the apparatus 
has been shut down completely in between cycles of 
measurements, as described above. According to GUM 
[8], the uncertainty of measurements should also be 
based on previous experiences with the apparatus. 
Thus, a very important term should be considered 
in more detail in the uncertainty budget. In Fig. 4 the 
result of repeating many times the determination of iron 
concentrations of four different unknowns is shown. The 
individual measurements depicted in Fig. 4 as a function 
of consensus values were determined with a lower SD 
that corresponded to the SD of Fig. 2. Large SDs were 
associated with determination of iron concentrations in 
CRMs (Table 3), and the overall RSD was approx. 57-
66%, a value almost two orders of magnitude higher 
than the RSD related to precision (Fig. 1). However, 
the average value of the CRM was comparable to the 
certified value with the slope of 0.81 ± 0.09 Abs mg-1 dm3 
of the regression line (not shown). The recovery of all 
results was thus found to be significantly lower than the 
certified values, which is explained by participation of 
data that were determined at concentrations far below 
the LLA. Upon removal of data that were determined 
at concentrations below the LLA, was the slope of the 
line changed to 0.95±0.09 Abs mg-1 dm3 (Fig. 4), which 
shows that the results agreed with certified values. The 
results of Fig. 4 show that some of the individual data 
were found close to the value of the CRMs which are 
23, 32, 599 and 1268 mg dm-3 for the sea water, natural 
water, drinking water and waste water respectively 
(Fig. 4 and Table 3). Although the average value was 
found to correspond to certified values (Table 3), only 
in rare cases, results were reported with a significant 
deviation between measured values and certified values 
[31].

Figure 4.

Table 3.

CRM Certified 
value

(mg kg-1)

Average 
value

(mg kg-1)
All values

STDEV
(mg kg-1)

RSD
(%)

N R
(%)

Eq. 2

Average value
(mg kg-1)

Values between 
LLA and ULA

STDEV
(mg kg-1)

RSD
(%)

N R
(%)

Eq. 2

RSD
Horwitz 
formula

(%)

Sea 
Water

20 36 24 66 14 81 - - - - - 32

Natural 
water

34 26 16 60 15 81 - - - - - 33

Drinking 
water

650 526 329 63 18 83 610 390 64 6 68 29

Waste 
water

1480 1211 692 57 17 83 945 730 77 4 59 27

Analysis by Zeeman GFAAS for iron in four CRM’s. Each result was obtained by using a full calibration line for every double determination. 
The results are grouped according to the concentration of analysis before adjusting for dilution factors. Columns 3-7: All results after 
measurements at all concentrations. Columns 8-12. Columns 11-14: Results obtained after measurements above the LLA but below the 
ULA (Fig. 4). Column 13: RSD predicted by Horwitz formula [38].

Determination of iron in four different certified reference 
materials. The determinations were based on results 
obtained within the range of concentration defined by the 
LLA and ULA with slope of 0.95 ± 0.09 A s dm3 µg-1.
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Validation of the method is a key activity in the 
chain of traceability in analytical chemistry, and method 
validation is performed most conveniently according to 
guide of the International Conference on Harmonisation 
(ICH) [30]. The analytical performance is characterized 
by figures of merits and by the ability of the method 
to recover the value of a CRM. Thus, a more detailed 
method validation was initiated. First, it is proposed 
that outliers should not be removed from the data set 
under any circumstance, which is contradictory to the 
recommendations of International Standardization 
Organization (ISO) 5725 [11]. Next, a high number of 
repetitions is required to satisfy the conditions of the 
central-limit theorem [32]. Despite the proximity of the 
average values to the certified values, the overall RSD 
of determinations (Fig. 5) approached 30%. This is an 
unexpected value in comparison to the prediction of the 
single regression line of Fig. 1 and to the performances 
referenced in Table 1. Therefore, in order to understand 
the unexpectedly high SD in repetitions of unknowns, 
it was attempted to pool all calibrations of the series 
of measurements combined [20,21,33]. The result of 
this presumption is shown in Fig. 2 where data of peak 
areas are shown as a function of concentrations up 
to 100 mg dm-3. From this depiction it was found that 
the RSD depended on concentrations, similar to other 
findings, and the minimum RSD was found at the 
ULA of approximately 100 mg dm-3 (see above). Apart 
from the RSDs of very low concentrations, the RSD of 
calibrations was approximately 30%, which is lower than 
the RSD of certified references that was determined at 
concentrations above the LLA (Fig. 4). Accordingly, this 
result followed the trend also found to exist for other 
technologies, and it supports the idea of pooling all 
calibrations into a single series of data that are used 
for estimating uncertainties but they should not be used 
for calibration [28]. This procedure thus provides an 
overview of the true SD that corresponds to the SDs 
of determination of unknowns. However, it should be 
stressed that the regression line of pooled calibrations 
cannot be used to calculate the concentration of 
unknown. The regression of pooled calibrations is used 
merely to calculate the standard deviation of calibration. 
The uncertainty of concentrations based on the 
regression line may be calculated by the equation [10]:

  (6)

where b0 is the intercept, y is the response value of 
concentration (c), b1 is the slope and ‘s’ represents the 
corresponding SDs. However, the covariance term of 
Eq. 6 may prove slightly difficult to calculate in practice 
[34], and it was therefore recently suggested that it could 

be omitted if the remaining terms were divided by the 
number of terms minus unity. In the case of a straight 
line was this reduced to division by a factor of two [21]:

                                       (7)

Thus, the covariance term as well as the factor of 
two in the denominator accounts for the fact that it is 
unlikely that all uncertainties simultaneously adds to the 
total SD.

In comparison to the reports of Table 1, the 
uncertainties of the Zeemann GFAAS experiments 
(Fig. 4) were in some instances more than an order of 
magnitude higher than expected [35–37]. In order to 
further assess the validity of the present methodology, 
the values of the RSDs were calculated by the Horwitz 
formula [38] (Table 3) and a weak correspondence was 
found between the Horwitz formula and results obtained 
between the LLA and the ULA. The results of Table 3 
show that the reliability of uncertainty is low when a few 
repetitions were applied to determine the concentration 
of unknowns. By introducing the condition that the values 
should be determined in the calibration range defined by 
pooled calibrations, that is between LLA and ULA, the 
number of results was reduced to only a few accepted 
values (Table 3). In this manner the reliability of those 
uncertainties decreased to values of 29-69% (Table 3), 
and the average value of CRMs of low concentrations 
(20 mg kg-1 and 34 mg kg-1, Table 3) were not included 
because the certified values remained below those of 
the CRM. The lack of agreement between the RSDs 
obtained by application of pooled calibrations, and the 
calculated RSDs on the basis of the Horwitz formula, 
may result from the influence of interferences on the 
measured concentrations [20]. However, the number of 
data is limited, which makes the estimate of uncertainty 
unreliable. Therefore, the high level of uncertainty of 
unknowns in Table 3 cannot be entirely explained by 
interferences unless more measurements were included 
in the investigation. Since the LLA determined by 
including the extreme outlier of Table 2 was determined 
as 35.8 mg dm-3, the performance of the present method 
could not meet the standards of the manufacturer’s 
specifications. Most of the results that were determined 
by dilution of samples, that is samples of CRMs, were 
diluted to concentrations below the LLA but this proved to 
be inapplicable to the present purpose of determination 
of iron. Therefore, it may be concluded that the parent 
methodology seems virtually unsuited for determination 
of iron at the trace-level of concentrations. It should 
be noted however, that the RSD of samples that were 
determined without the presence of the extreme outlier 
was approximately 30% which is in complete agreement 
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with calibration-uncertainty and the uncertainty that 
was predicted by the Horwitz formula. In addition, it 
was noted that the LLA decreased to approximately 
5 mg dm-3, which is a more acceptable value when 
the outlier was omitted in the calculations. Although it 
seems to improve the results by excluding outliers, this 
approach cannot be recommended because the true 
performance of the apparatus is then hidden, which 
may cause problems with respect to overall precision. 
As in most comparable cases, the correct approach is to 
perform more measurements above the concentration 
that is defined by the LLA.

3.5. Origin of homoscedasticity
It may be proposed that the origin of this uniform SD 
of responses across the full range of concentrations 
is related to solid pieces of graphite that are being 
liberated from the surface of the graphite tube by 
firing at high temperatures during measurement.  This 
proposition is illustrated in Fig. 6. Tentatively, the small 
pieces of graphite liberated from the graphite tube enter 
the light path and obstruct the light from reaching the 

detector at all wavelengths, which is thus observed as a 
high absorbance but in reality it is a matter of scattering. 
It is well known that the surface of graphite furnaces 
show changes upon firing [39,40] but the possibility of 
releasing solid material by influences of temperature 
and flow of argon gas should also be considered. This 
suggestion would also explain the high absorbance 
occasionally observed for blanks (Table 2). It was 
also noted that the intercept value of all regression 
lines showed a positive value, while negative values 
remained absent, and this observation also supports 
the idea of an additional and uncontrollable contribution 
by scattered light from solid graphite to the absorbance 
(Fig. 6). It is possible to extend graphite-tube lifetime by 
a factor of five by applying tertiary amines reagent to 
the analysis, which might also diminish the amount of 
graphite flakes that are released from the tube during 
analysis [15]. The SD (Eqs. 6 and 7) has the property 
of approaching a value unique to the parent apparatus 
and a characteristic value that cannot be altered by 
anyone using the same apparatus and the same type 
of sample.

3.6. Determination of sy
It should be noted that the parameter ‘sy’ of Eqs. 6 and 
7 does not represent the SD on the response of the 
sample but it represents the SD of a standard with the 
same concentrations as that of the unknown. It should 
also be noted that sy represents the standard deviation 
of the unknown, as if it were a standard, which thus 
neglects the influence of potential interferences. It is 
generally recognized that the value of sy is approximately 
proportional to concentration [10] but in the present case 
of analysis by GFAAS sy remained constant owing to 
the high uncertainty generated by the graphite-flake 
problem (see previous section). It was thus found that 
sy = 0.04 ± 0.08 absorbance units. This property is 
unique to GFAAS with and without Zeeman background 
correction and it has not been observed earlier, despite 
its profound influence on SD of the quantitative result 
[21]. The parameter ‘sy’ should not be confused with 
the standard deviation of residuals [29] that enters the 
IUPAC formula for calculation of standard deviation of 
the unknown.

3.7. Interferences
Interferences may influence the value of sample 
concentrations in two different manners (N large). When 
the determination is in statistical control, corresponds the 
concentration of unknown exactly to the certified value 
and sy(repetition, sample) = sy(calibration, sample). A 
potential interference may be identified upon the basis 
of the deviation from this correspondence:

Figure 5. 

Figure 6. 

The RSD of calibrations depicted as a function of 
concentration within the linear range of responses, as 
calculated by (♦) Peak areas (□) Peak heights. The RSD 
remained at approx. 30% at concentrations above the 
LLA and the best choice for analysis was 100 mg dm-3 
(see text).

Illustration of the physical mechanism that affects the 
measured intensity in a manner which is seen as an 
increase of the magnitude of the standard deviation. 
Flakes of graphite are liberated during the  atomization-
step of the graphite furnace. Those graphite flakes, that 
are detached from the surface of the tube, obstructs by 
scattering the light at its path towards the detector, gives 
an apparent absorbance increase in an unpredictable 
manner, which depends on the size and number of 
graphite flakes that are released into the light beam.
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1. The concentration of unknown corresponds to the 
certified value and sy(repetition, sample) > sy(calibration, 
sample)

2. The concentration of unknown differs significantly 
from the certified value

The origin and correction for interferences depends 
on the type of technology, the sample preparation and on 
the sampling procedure [41]. Interference due to chloride 
ions was reported by Volland et al. [42], which may 
explain some of the deviation from the expected value in 
sea water (Table 3). In order to estimate the magnitude 
of a potential bias, it is recommended to perform many 
repetitions and test for differences according to certified 
values, which may add considerable time to the work 
with validation. However, once validation is established, 
the overview of interferences should provide reliable 
analysis using a relatively low number of samples for 
future analysis of unknowns. In complicated matrices, 
such as blood matrices, standards may be prepared 
with matrix matching, which allegedly minimizes the 
influence of interferences [43]. However, in the present 
context, the effect of matrix matching in terms of LLAs 
(Eq. 1) and SDs (Eq. 7) of pooled calibrations should 
be investigated. It is well known that determination of 
concentrations by the aid of standard addition cannot 
be applied to correct for the influence of interferences, 
especially when systematic-constant errors are 
present [44]. Determination of concentrations by 
standard addition may lead to slightly different results, 
as shown by Wasilewska [41] but it is a cumbersome 
task to prove that the observed differences are related 
to interferences and not to differences in method 
uncertainties. Since application of standard addition 
requires detailed knowledge of the linear range of 
responses, the regression line must be constructed 
within the full-calibration range. Otherwise, there will 
be a risk of calibrating within the non-linear range of 
the response curve, i.e., at concentration higher than 
cmax (Eq. 5). Thus, it is rarely favourable to determine 
concentrations exclusively with standard addition.

4. Conclusion
An investigation of the analytical performance for GFAAS 
with Zeeman-background correction has provided new 
knowledge to the field of quality assurance. By using 
the concept of pooled calibrations, it was found that 
SDs for response values were equal in the full range 
of concentrations. This means that homoscedasticity (sy 
independent of concentration) was fulfilled for Zeeman 
GFAAS and it was explained by a release of graphite 
flakes from the surface of the graphite furnace causing 

addition of scattering to the absorbance signal during 
the heating steps of analysis. The present investigation 
shows that this problem was overlooked in the 
uncertainty budget of previous investigations.

Generally, outliers should not be removed from any 
data set. However, in order to obtain unbiased results, 
the number of measurements to be performed must be 
very high at low concentrations and correspondingly 
high SDs may be expected. If a limited number of 
measurements were performed, it was then found 
that the SD of determinations increased to high values 
within the linear range. By evaluating all measurements 
by pooled calibrations without removing outliers, it 
was proposed to calculate the LLA and ULA, which is 
a suitable range for determination of concentrations of 
unknowns without the need to perform an overwhelming 
number of repetitions.

By carefully investigating the performance of AAS 
with Zeeman-background correction, it was found 
that long-term fluctuations of the detector ought 
to be included in the evaluation of the precision of 
measurement. Previously published results indicated 
that relative uncertainties of Zeeman GFAAS were 
considerably lower than 10% while the present 
investigation provided evidence for RSDs that were in 
excess of 30% in analysis of iron in four different CRMs. 
This result was provided by that pooling all data of 
regression lines obtained over a period of several days. 
If the SDs obtained in this manner were used to estimate 
the expanded uncertainty, a value in excess of 120% 
was found, which suggests that many repetitions were 
required to perform reliable analysis of trace elements 
with this technology. 

Although procedures have been developed for 
elimination of outliers [2], the present investigation shows 
that such action will inevitably lead to incomprehensible 
results and large deviation between predicted SDs 
and observed SDs. Therefore outliers should not be 
removed from data sets whatsoever but the influence of 
outliers on the final result may only be diminished after 
additional repetitions.

Since the SD of blanks may be extremely high in 
Zeeman GFAAS it was found that the concept of LOD 
is a parameter that is inconvenient for characterizing 
the analytical performance for the technology. Instead 
it was suggested to use the concept of LLA (Eq. 1) that 
characterizes the analytical performance at the lowest 
possible concentration where the RSD is equal to 
50%.

It is proposed that all details of the actual validation 
procedure should be published in future publications 
that describe new methods of analytical chemistry. 
This effort ensures that the uncertainty of calibration 
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corresponds to the uncertainty of repetition, which thus 
certifies statistical control of the analytical protocol.

The rather large uncertainty observed in the 
present investigation suggests that the adjustment 
of uncertainties for uncertainty- budget according to 
square distributions or triangular distributions of QUAM 
is virtually unnecessary.

The principle of pooled calibrations, LLA and ULA 
are very useful concepts introduced for evaluating 
the analytical performance with respect to long-term 
precision, and it is proposed that they are applied to 
all future method-validations of analytical chemistry. 
These concepts also proved successful for validating of 
GFAAS with Zeeman-background correction.

A certain degree of correspondence was found 
between the uncertainty from repetition, uncertainty 
of calibration and the level of uncertainty predicted by 
the Horwitz curve. This result indicates that a method 
validation prepared according to the present protocol 

provides uncertainties that are comparable to universal 
uncertainties found by extracting the combined 
uncertainty from interlaboratory comparisons.

The present methodology provides a means 
to greatly simplify the work of quality assurance in 
the laboratory. Although a generally higher level of 
uncertainty must be accepted, as compared with 
uncertainties found in contemporary publications, it was 
suggested that the results were produced with a high 
degree of reliability.
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