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CONVERGENCE OF DIFFERENCE METHODS FOR BOUNDARY VALUE 
PROBLEMS OF ODE'S WITH DISCONTINUITIES 

1. In t roduc t ion 
Let B be a r e a l Banaoh space* Ve consider the boundary 

value problem on I « [ a f & ] t o< |ii 

(1) y " ( t ) = f ( t , y ( t ) ) , t e l , 

with the boundary condi t ions 

(2) y(«) - 7 0 . 7 ( 0 ) - ^ . 

where f i s a given func t ion f t l * B We assume tha t f o r 
f ixed continuous func t ion y»I — B the mapping t f ( t , y ( t ) ) 
i s i n t e g r a b l e . By a so lu t ion of ( D - ( 2 ) , we mean a func t ion 
<p:I —»-B which has an absolute ly continuous f i r s t de r iva t i ve 
on I , and s a t i s f i e s thé boundary condi t ions (2) and the equa-
t i o n (1) almost everywhere on I i . e . ezoept on a se t of Lebes-
gue measure s e r o . 

Our t a sk i s to def ine a numerical s o l u t i o n of ( 1 ) - ( 2 ) t so 
due to t h i s f ao t i t w i l l be assumed tha t the problem ( U - ( 2 ) 
has the bounded solut ion<p. A fundamental c l a s s of numerical 
methods i s based on d i s c r e t e v a r i a b l e s . Ve consider a d i s c r e t e 
se t t ^ « <x+ i h f o r i e R ^ where f o r some na tu ra l number N, 
h « (&-a)/N and RN « {o,1,...,n}. Now we should f ind a se t 
of corresponding values J ^ Î^q )»«*« »y^(t^jj) as an approxima-
t i o n to the exact so lu t ion <p(t) evaluated at t « t . . , l c B . . 
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2 T. Jankowski 

The simply numerioal method for (1)-(2) i s the following 

(3) 
yh{t+h) - 2yh ( t ) + yh ( t -h) - fa2 f ( t , y h ( t ) ) , t e 

y^i01) - y0» • ' v 

where 

I h - {tfci* 1-1.2 H-l}. 

Vonstationary l inear mstho<l3 with constant ooeffioients 

yh(t+h) - 2yh(t) + yh ( t -h) -

3 
(4) - h2 J ] b± f(t+2h-ih, yh(t+2h-ih)), i e i h , 

i«1 

or with variable coefficients 

yh(t+h) - 2yh(t) + yh ( t -h) -

3 
= h2 to1(t,h)f(t+2h-ih, yh(t+2h-ih)), t e I h , 

(5) i=1 

are methods of higher order. 
To find the numerical solution y^ we want to apply the 

quasil inear nonstationary method of the form 

(6) 

yh(t+h) - 2yh(t) +y h ( t -h) = h 2 ? ( t , h , y h ) , 

y h ( « ) - y 0 . y ^ P ' • Vv 

where 

? ( t , h , y h ) = P(t+h,t , t -h,h,yh ( t+h) , 7 h ( t ) ,yh ( t -h))< 
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Convergence of difference methods 3 

Indeed, the above mentioned methods are special cases of this 
general (6) . 

Linear methods were analysed by several authors under the 
assumption that f was continuous. The case with disconti-
nuities was discussed in [ 3 ] for the method (3)* Convergence 
of onestep and multistep methods, but for initial-value prob-
lems with discontinuities, was considered in [3], [4-],[6], [9]. 

The purpose of this paper is to give sufficient conditions 
for the convergence of the method (6), It wi l l be done under 
the assumption that F satisf ies a Lipschitz condition with 
a function L and i f (6) is consistent. 

Obtained the corresponding condition 4° of Theorem 2 for 
convergence is better than it was so far . For linear method 
(5) wi l l be given conditions when both it is consistent and 
has convergence of corresponding order. 

2. Convergence and consistency 
The following definitions are known (see [3], [4], [6], [8], [9]). 
D e f i n i t i o n 1. We say that the method is 

convergent to the exaot solution «p of (1)~(2) i f 

D e f i n i t i o n 2. Ve say that the numerical me-
thod yh is consistent with the boundary-value problem ( l } - ( 2 ) 
on the solution <p i f there exists a function eiJh*H R+ » 
= L0,oo), Jh » [ot+h, /3-h], H - [ 0 , ^ ] , hQ e (O,oo) such that 
the following two conditions are satisfied 

N-00 ieR, 
lim max j j < p { t h i ) - y h ( * M ) | | - 0, 

The order of convergence is p i f 

max||<p(thl) - y h ( t h ± ) f l . O(hP) 

|«p(t + Ji) - 2<p(t) + < f ( t - h) - h2 J(t ,h ,<f ) IU e ( t ,h ) , 

K-1 
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4 T. Jankowski 

The order of consistency is p if 
N-1 

i=1 
R e m a r k 1. The first condition in this definition 

may be written in the following way 
t+h 
j K^t.r) f(t,«p(t))dr - h 2 J (t,h,<p)|U e(t,h), 

t-h 

where 

^(t.t) 
* + h - t if t - h < t < t , 

t + h - T if t $ i * t+h. 

Indeed, the boundary value problem (l}-(2) may be convert-
ed to the integral equation 

y ( t ) " yo + jrzrbi ~ V + J f(r,y(r))dt a 

where 

K(t,t) = < 
- «) if cc«T<t, 

1 = & 
(3-a 

(t - a) if t $ 

Now it is very easy to get our result. 
Consistency is a neoessary condition for the discrete 

convergence of the method (6). Now we want to get a general 
condition for this fact. The main result of this seotion is 
the following consistency theorem. 

T h e o r e m 1. If 
1° f : I * B — • B, F : I 3 X H X B 3 B, and f is b o u n d e d , 
2° there exists the exact solution <p of (1)»(2), 
3° <p" is a Riemann integrable funotion, 
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Convergence of difference methoda 5 

then the method (6) is consistent with the boundary value 
problem (1),(2) on <p i f 

N-1 
(7) lim h £ ! ! f ( t h l , «p( t h i ) ) - J(thi,h,<p)||= 0. 

i-1 
P r o o f , Applying th* Sailor formula 

+ T71 I (tH-U-B)P-1 [cp(p)(B) - . p f p i t t j j d s 

for p • 2 gives 

<p(t + h) - 2<p(t) i <p(t - h) -

t+h 
= h2<p"(t) + j (t+h-s) [<f>"(s) - «p"(t)] ds + 

t 

t-h 
+ f (t-h-8) [<p"(s) - <p"(t)] ds. 

t 

How changing the intervals of integration for our inte-
grals we are able to get 

<p (t + h) - 2<p(t) + <p(t - h) -

h 
- h V ' ( t ) + f (h - 8) [<p"(t + 6) + f " ( t - 9) - 2cp"(t)]d8. 

0 
Integration by parts gives the same result (see [3]). 

We note that 
<p{t + h) - 2<p(t) + <p(t - hj -h 2 ?(t ,h t «p) -

» h2 P^t.h.v) + P2{t,h t < f), 
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7 . J ankowsk i 

where 

P ^ t . h , * ) = < p " ( t ) - J ( t , h , < p ) , 

h 

P 2 ( t , h , c p ) = f ( h - e ) [ < p " ( t + e ) - < p " ( t j ] d e + 

ü 
h 

+ f ( h - e ) [ f " ( t - e ) - f " ( t ) ] d e . 

Now 

N-1 
l i m h - 1 2 l ^ h i ^ H I 

H-oo 
i - 1 

N-1 

- I i " I ] 0 - ! ) [ < p " ( t h i + e ) - f " i * h i J ] d 0 

h i 
f 0 - ! ) k i * h i - e > - ^ w l d e 

0 J 

N-1 N-1 -i 

* l i m 1 h S - " i ) + h S " \ » 
1 J * i - 1 J i=1 

where 

M. = sup f ( t h i + s,<p ( t h , + s j ) , i « 0 , 1 
s e [ 0 , h ] n i n i 1-1 , 

% * i n f f ( t h l + b , < p ( t h l + a ) ) , i - o , i , . . . , H - i . 
1 s e [ 0 , h ] n i 

So i f <p" i s a Riemann i n t e g r a b l e f u n c t i o n t h en 

N - t 
l i m h - 1 £ | | P 2 ( t h i » h «*HI " 

i»1 

(see a l s o [ 3 ] ) . T h i s comp le tes the p r o o f . 
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Convergence of d i f f e r e n c e methods 7 

R e m a r k 2. Theorem 1 remains t rue i f the cond i -
t i o n 3° i s replaoed by the fo l l owing : cp" i s of bounded v a r i a -
t i o n or <p" s a t i s f i e s the Holder cond i t i on of o rder arc ( 0 , 1 ] . 

How the method (6) i s c o n s i s t e n t of order min(1 , r ) or 
m i n ( j , r ) i f <p"is of bounded v a r i a t i o n or 9" s a t i s f i e s tne 
Holder cond i t ion of order y e ( 0 , 1 ] , r e s p e c t i v e l y , provided 
t h a t 

N-1 
h X ] j l ^ h i » c P < t h i , ) - i ' ( t h i » h » * , l l * 0 { h r ) f o r e v e r y N* 

i=1 

Indeed, t h i s fo l lows from the proof of Theorem 1 and the f a c t 
t h a t 

N-1 
h ~ 1 E l l V t h i ^ l l -

i=1 

where s = 1 i f <p" i s of bounded v a r i a t i o n , and 8 = f i f <p " 
s a t i s f i e s the Holder cond i t i on of order y e ( 0 , 1 ] . 

R e m a r k 3. For the nons ta t ionary l i n e a r method (5) 
the cond i t ion (7) has the form 

1 = b ^ ( t , h ) + b 2 ( t , h ) + b 3 ( t , h ) f o r ( t , h ) e lxH, 

i f <p"(t+h) = <p"(t) + 0 ( h ) . 
Indeed, i t i s easy to see t h a t 

||<p"(t) - b1 ( t , h ) tp"(t+h) - b 2 ( t ,h )<p"( t ) - b 3 ( t , h ) ¥ " ( t - h ) | | . 

= (1 - b ^ t . h ) - b 2 ( t , h ) - b 3 ( t , h ) ) | |v"( t ) | | + 0 ( h ) . 

3. Convergence of the method (6 j 
I n t h i s s e c t i o n we wish to examine the convergence behaviour 

as N —• 00 (or h —• 0) of the approximate s o l u t i o n y^ given 
by ( 6 ) . We can prove the fo l lowing main theorem: 

T h e o r e m 2. Suppose t h a t 
1° the problem ( 1 ) - ( 2 ) has the exact s o l u t i o n <p, 
2° F:I3*H*B3 — B , and the re e x i s t f u n c t i o n s L$I*H R. 

o _ + 

and 7 iI*H R+ such t h a t f o r ( b ( j , s 1 , s 2 , h ) e I J xH, z ^ Z j g B , 
3 • 1»2,3, we have 
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Il P ( a 0 . a ^ t B 2 , h f z 1 , z 2 1 z : } ) - F( e 0 , e 1 , s 2 , h , z 1 ¡! $ 

3 
$ L ( s ^ , h ) 2 H z i ~ « i l l + 9 ^ i ^ ) t 

i = 1 

N-1 

N 
l i m h 2 - 0 , 

•00 1=1 

3 ° the method ( 6 ) i s c o n s i s t e n t w i t h ( 1 ) ~ ( 2 ) Oi1 the e x a o t 
s o l u t i o n <p, 

, 2 
N-1 

4 s h = 3h 
1 = 1 , 2 ? ! ? . , N - 1 L ( t ^ ' h , < 1 » 

where 

i - ^ i f i « j . 

J - y i f i > 3 , 

then the method ( 6 ) i s c o n v e r g e n t t o t h e e x a c t s o l u t i o n <p o f 
( 1 ) - ( 2 ) . 

P r o o f . Put 

v h ( t ) - «Pit) - y h ( t ) , 

g ( t , h ) = hf- J ( t , h , y h ) - <p(t+h) + 2<p(t) - « p ( t - h ) . 

Us ing ( 6 ) i t f o l l o w s a t onoe t h a t 

v h ( t + h ) - 2 v h ( t ) + v h ( t - h ) = g ( t , h ) . 

I t i s known t h a t the s o l u t i o n o f t h i s d i f f e r e n c e e q u a t i o n i s 
g i v e n by the f o r m u l a 

N-1 
( 8 ) v h ( t h i ) = - £ r i ; ) e ( t h j , t ) f i e R n . 

> 1 
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Convergence of difference methods 

Observe, from the assumptions of our theorem i t follows 
that 

!|g(t,h)|U h2|f?(t,h,yh) - 3F(t,h,<p)|| + 

+ ||<p(t+h) - 2<f>(t) + <?(t-h) - h2 9f(t,h,<p) || ^ 

«h 2{l , ( t ,h ) [||vh(t-h)|| + ||vh(t)|| + ||vh(t+h}||] + ? ( t , h ) } + 

+ t ( t , h ) . 

Now, using this and (8) we obtain 

* i - 1 , 2 ? " . ,K-1 £ r 1 3 { i 2 [ 1 ( , h l ' h ) 3 I K I „ ^ ( t h J , h ) ] »elt^.h)}. 

He no a 
N-1 

K l ^ i t e E [ h [ ? { t h r h ) h ) l . 
n J 

To oomplete this proof i t i s suff ic ient to use assumptions 
2°-4° of this theorem. 

R e m a r k 4» Let 

L(t ,h) = L > 0. 

Indeed, now we have 

N-1 2 

max y r H = max .5(iN - i 2 ) ^ , 
i=1,2, . . . ,N-1 3 'i 8 

and the condition 4° w i l l be sa t i s f i ed i f 
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Moreover f o r 

J (t,h,<p) - f(t,<p) 

the condit ion (9) has the form 

L < ———2 ((i-«)2 

(see [ 3 ] ) . 
R e m a r k 5. Let 

N-1 
2 L ( t h l , h ) (M, It > 0» 
i - 1 

Now we obtain the following inequal i ty 

s h $ 3h2 I M - -J hM(ß - a ) , 

and the condit ion 4° i s s a t i s f i e d i f the s teps ize h i s 
s u f f i c i e n t l y small such that 

h - 4 1 
3 M(p - « ) • 

I t i s i n t e r e s t i n g to note that i f ipil R+ i s a Lebesgue 
in tegrable funct ion suéh tha t 

t+h 
L( t ,h ) - j v ( s ) d s , 

t 
then 

ñ 
ME j y ( s ) d s . 

4. Consistency of order q of the method (5) 
Take the following 
D e f i n i t i o n 3 (see [4], [9]). We say <p si —*• B 

i s in c lass Sp{I), i f <p i s p-1 times d i f f e r e n t i a b l e 
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Convergence of d l f f e renoe methods 11 

on I and there e x i s t s a bounded func t ion we w i l l denote by 
jpip),! b such tha t ( p - l ) t h der iva t ive i s the Riemann 
i n t e g r a l of <p(p*. We say <p e S®(I) i f «p£S^(I) and cp*^ i s of 
bounded v a r i a t i o n i . e . there e x i s t s a constant V such tha t 
f o r any p a r t i t i o n cx $ t^ < t^ < . . . < t r $ f l we have • 

¿ h ^ v - ^ V i » ! ^ -
> 1 

We say <feSp(I) i f <peS^(I) and (pfp* s a t i s f i e s the Holder 
oondition of order ¡ f e ( 0 , 1 ] . 

Let b 1 ( b2,b^ are bounded and 

C 2 ( t , h ) - 1 - b ^ t . h ) - b 2 ( t , h ) - b 3 ( t , h ) , 

^ ( t . h ) = Jy { l + ( - 1 ) 1 - i ( i - D [ ^ ( t . h ) + (-1 ) i - 2 b 3 ( t , H > ] } 

f o r i » 3 f 4 , » * . 

Now the nonstat ionary l i n e a r method (5) has the following 
property 

L e m m a 1. I f 
1° there e x i s t s the exact so lu t ion of the problem ( l ) - ( 2 ) , 
2° C j ( t , h ) = 0 f o r t e l , h e H , j - 2 , 3 , . . . ,p -1 , 

C p ( t , h ) ^ 0, 
then the method (5) i s cons is ten t of order p-3 i f <peS^{I), 
and of order p-2 i f <peSp(I) and of order p-3+jr i f <peS^(I). 

P r o o f . Using the Taylor formula f o r cpeS^(I) (see 
the proof of Th.1) and combining the same terms we have 

<p(t+h) - 2cp(t) + <p(t-h) -

- li2[b1 Ct,h)<p"(t+hj + b2( t ,h)<p"(t) + b3( t ,h)<p»(t-h)] = 
p 

- £ h i C ^ t . h ) + T( t ,h ) = 0(hp) + T ( t , h ) , 
i=2 
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where 

W'H - T m T T 

+ T M T T 

+h 
( t+h -8 )P - 1 [<P ( P , ( 8 ) - V ( P J ( t j ] d S + 

( t - h - s ) p ~ ftp ( P , ( B ) - ^ P i ( t ) ] da -

t+h 

- h \ l t , h ) f i t + h - B ) P - 3 [ , i P , ( 8 , - « p i P i ( t ) ] d B 
t 
t - h 

" T p ^ n h 2 b 3 ( t ' h ) i ( t - h - 8 ) P - 3 [ < f ( P , ( 8 ) - t p ( P , ( t ) ] d 8 . 

Now changing the i n t e r v a l s of i n t e g r a t i o n i t i s p o s s i b l e t o 
ge t 

N-1 » - 1 

h " 1 H T ( t h i » h ) - h P ~ 2 £ w<*hi»h>' 
i - 1 i « 1 

where 

w ( t ' h > • TPTTT J ( 1 " I ) ' " 1 [ < p ( p , ( ^ e ) - 9 ( P J ( t ) ] de + 

o 

0 
h 

- T i r o i r i 0 - E ) [ < P ( p , ( ^ e ) - v < p > ( t ) ] d e -
0 

( - 1 ) p b - ( t , h ) J , e x p - 3 r i n , n 

Henoe 

2 l l * < t h i . 
i - 1 

- 62 -

o ( h P - 3 * » ) , 



Convergence of differenoe methods 13 

where m = 0 i f cpe S®(I), and m = 1 i f <p e S®(I) , and m = jf 
H P P i f (jf> e Sp( I ) . 

I t says that the method (5) i s consistent of corresponding 
order. 

R e m a r k 6. We consider the nonstationary method 
(4) with 

b1 = 1/12, b2 = 10/12, b3 » 1/12. 

I t i s widely used (see for example [ 5 ] ) . The coef f ic ients Ĉ  
are 

C2 » C3 • Ĉ  » C5 • 0 , Cg » -1/240. 

We see that p « 6. Now this method i s consistent of order 3 
or 4 or 3 -y i f «pcs|(I) or <pes|(I) or «peS®(I), respectively. 

Now taking the stationary method (3) we see 

C2 - C3 - 0 , C4 - 1/12, 

and p • 4* 
For the nonstationary method (5) with variable coef f ic ients 

b 1 ( t , h ) - b 3 ( t , h ) « (Vt+h* - Vt)/12, 

b 2 ( t , h ) = 1 - (Vt+K - Vt)/6, 

we have the similar result , namely 

C2 - C3 = 0, C4 = (1 - Vt+h" + Vt ) /12 , 

and hence p = 4« 
Now the las t two methods are consistent of order l or 2 

or 1 - y i f <pe S®(I) or «peS^U) or cpcS^Jd), respectively. 
Now we are in a position to establish the convergence 

theorem for the nonstatiohary l inear method ( 5 ) . I t follows 
directly from Theorem 2 and Lemma 1. 

T h e o r e m 3. Assume that 
1° the assumptions of Lemma 1 are s a t i s f i e d , 
2° the assumptions 1°, 2° , 4° of Theorem 2 are sat is f ied 

with the condition 

- 63 -



14 T. Jankowski 

N-1 
h X ! ? ( t h i ' h ) -

1»1 

then the method (5) has convergence of order min(p,p-3) i f 
<peS^(I), and of order min(p,p-2) i f <peSp(I), and of order 
min(p,p+ar-3) i f q>eS^(I). 
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