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Targeted Maximum Likelihood Learning

Mark J. van der Laan and Daniel Rubin

Abstract

Suppose one observes a sample of independent and identically distributed observations from
a particular data generating distribution. Suppose that one is concerned with estimation of a
particular pathwise differentiable Euclidean parameter. A substitution estimator evaluating the
parameter of a given likelihood based density estimator is typically too biased and might not even
converge at the parametric rate: that is, the density estimator was targeted to be a good estimator
of the density and might therefore result in a poor estimator of a particular smooth functional of
the density. In this article we propose a one step (and, by iteration, k-th step) targeted maximum
likelihood density estimator which involves 1) creating a hardest parametric submodel with
parameter epsilon through the given density estimator with score equal to the efficient influence
curve of the pathwise differentiable parameter at the density estimator, 2) estimating epsilon with
the maximum likelihood estimator, and 3) defining a new density estimator as the corresponding
update of the original density estimator. We show that iteration of this algorithm results in a
targeted maximum likelihood density estimator which solves the efficient influence curve
estimating equation and thereby yields a locally efficient estimator of the parameter of interest,
under regularity conditions. In particular, we show that, if the parameter is linear and the model is
convex, then the targeted maximum likelihood estimator is often achieved in the first step, and it
results in a locally efficient estimator at an arbitrary (e.g., heavily misspecified) starting density.

We also show that the targeted maximum likelihood estimators are now in full agreement
with the locally efficient estimating function methodology as presented in Robins and Rotnitzky
(1992) and van der Laan and Robins (2003), creating, in particular, algebraic equivalence between
the double robust locally efficient estimators using the targeted maximum likelihood estimators as
an estimate of its nuisance parameters, and targeted maximum likelihood estimators. In addition, it
is argued that the targeted MLE has various advantages relative to the current estimating function
based approach. We proceed by providing data driven methodologies to select the initial density
estimator for the targeted MLE, thereby providing data adaptive targeted maximum likelihood
estimation methodology. We illustrate the method with various worked out examples.

KEYWORDS: causal effect, cross-validation, efficient influence curve, estimating function,
locally efficient estimation, loss function, maximum likelihood estimation, sieve, targeted
maximum likelihood estimation, variable importance
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1 Introduction

Let Oq,...,0, be n independent and identically distributed (i.i.d.) observa-
tions of an experimental unit O with probability distribution Fy € M, where
M is the statistical model. For the sake of presentation, we will assume that
M is dominated by a common measure p so that we can identify each possible
probability measure P € M by its density p = dP/du. In the discussion we
point out that our methods are not restricted to models dominated by a single
measure. Let P, be the empirical probability distribution of Oy, ..., O, which
puts mass 1/n on each of the n observations. Let py = %l be the density of
po with respect to a dominating measure p, and let p, be a density estimator
of py. For example, p, = ®(P,) could be the maximum likelihood estimator
defined by the following mapping ®

& dP
pn = D(P,) = arg Irye%(;log @(OZ)

Alternatively, if the model M is too large in the sense that the maximum
likelihood estimator is too variable or even inconsistent, then one typically
proposes a sieve M, C M, indexed by indices s, approximating M, and
computes candidate maximum likelihood estimators

U dP
Pns = Ps(P,) = arg ax ; log @(OZ)

In such a setting it remains to data adaptively select s. For example, one could
use likelihood based cross-validation to select s:

sn = argmax Ep, > log <I>S(P,?7Bn)(0i),
it By (i)=1

where B,, € {0,1}" is a random vector of binary variables defining a random
split in a training sample {7 : B, (i) = 0} and validation sample {i : B, (i) = 1},
and P)p | P, 5 denote the empirical probability distributions of the training
and validation sample, respectively. Now, one would define the estimator of
po as the cross-validated maximum likelihood estimator given by

Pn = P(Pn) = Pns, = D5, (Pr).

It is common practice to evaluate one or many Fuclidean valued smooth
functionals W(p,) of the density estimator p, and view them as estimators of
the parameter W(p) for given parameter mappings ¥ : M — R?. Although
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this method is known to result in efficient estimators of W¥(pg) in paramet-
ric models (i.e., M in the above definition of p, is a parametric model), in
general, such substitution estimators are not correctly trading off bias and
variance with respect to the parameter of interest )9 = ¥(py). For example,
a univariate (standard) kernel density estimator optimizing the mean squared
error with respect to pg, assuming a continuous second derivative, can have
bias of the order n=%/® based on an optimal bandwidth of the order n='/5. The
corresponding substitution estimator of the cumulative distribution function
at a point can have bias which converges to zero at the same rate n=%/%, but
a variance of O(1/n), so that the substitution estimator has a variance (1/n)
which is smaller than the square bias (n~%/°) by an order of magnitude. In
particular, the smoothed empirical cumulative distribution functions would
not even converge at root-n rate due to the fact that /n times the bias n =2/
does not converge to zero: that is, in this kernel density estimator example
V/nn~?? — oo, so that the relative efficiency of the empirical cumulative dis-
tribution function and this smooth cumulative distribution function converges
to zero. This shows that substitution estimators based on optimal (for the
purpose of the density itself) density estimators of the cumulative distribution
function are typically theoretically inferior to other more targeted estimators
of the parameter of interest. In general, substitution estimators based on den-
sity estimators might simply not be very good estimators, and, in particular,
likelihood based substitution estimators will often fail to be asymptotically ef-
ficient due to the bias caused by the curse of dimensionality: the kernel density
example already shows the failure of likelihood based learning of smooth pa-
rameters of a density of a univariate random variable, and it gets much worse
for densities of multivariate random variables. This issue has been stressed
repeatly by Robins and co-authors (see e.g., Robins and Rotnitzky (1992) and
van der Laan and Robins (2003)). This article proposes a method which, given
a particular pathwise differentiable parameter of interest, allows one to map a
density estimator (such as p, or p,s for each s) into a targeted maximum likeli-
hood density estimator so that the corresponding substitution estimator of
is locally efficient, under reasonable conditions: that is, if the starting density
estimator is consistent, it will typically be efficient, and otherwise in certain
classes of problems it might still be consistent and asymptotically linear.
Specifically, in this article we propose a one step maximum likelihood den-
sity estimator which involves 1) creating a parametric model with Euclidean
parameter € (e.g., the same dimension d as the parameter 1)) through a given
density estimator p® (e.g., s-specific MLE p,,) at ¢ = 0 whose scores include
the components of the efficient influence curve of the pathwise differentiable
parameter at the density estimator p?, 2) estimating ¢ with the maximum
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likelihood estimator of this parametric model, and 3) defining a new density
estimator p. as the corresponding fluctuation of the original density estimator
p°. In addition, iterating this process results in a sequence of p* with in-
creasing log-likelihood converging to a solution of the efficient influence curve
estimating equation, and thereby typically results in a locally efficient substi-
tution estimator of 1,. We refer to this solution as the targeted maximum
likelihood estimator based on the initial p?. We provide various examples in
which this targeted maximum likelihood estimator is achieved at the first step
of the algorithm.

In particular, one can map each model based MLE p,s into a targeted MLE
pr, (targeted towards vy). We suggest that it is appropriate to select among
this collection of targeted MLEs p’ . with likelihood based cross-validation, as
explained heuristically in our accompanying technical report: targeted MLE’s
are comparable w.r.t. to being fully trained w.r.t. estimation of the parameter
of interest, which makes the log-likelihood an appropriate criteria to select
among them. That is, let p!, = @z(Pn) be the s-specific targeted MLE applied
to the initial density estimator p,s. Let

sn=argmax Bp, > log ®3(PY ;5 )(0),
i:Bn (i)=1
where B,, € {0,1}" is a random vector of binary variables defining a random
split in a training sample {7 : B, (i) = 0} and validation sample {i : B, (i) = 1},
and P}, , P} 5 denote the empirical probability distributions of the training

and validation sample, respectively, as above. Now, likelihood cross-validated
targeted MLE is defined as:

p, =®(P,) =pi, =0 (P).

We also note that the candidate models indexed by s can be chosen to represent
a sieve in a possibly misspecified (big) model M, as long as this model M
is still such that the Kullback-Leibler projection of the true density pg on
this model identifies the parameter of interest W(py) correctly: for example,
if the parameter of interest is a parameter of a regression of an outcome Y
on covariates W, then one might select as big model the normal densities
with unspecified conditional mean, given W, and certain possibly misspecified
conditional variance, even though the true density py is not a member of this
model.

1.1 Organization of article.

In Section 2, given an initial density estimator p (e.g., pns) of po, we formally
define the k-th order targeted maximum likelihood density estimator p¥, and
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corresponding targeted maximum likelihood estimator W (pF) of 4. We illus-
trate the targeted MLE of the cumulative distribution function at a point in a
nonparametric model. In this case, it appears that the first step targeted MLE
of 1)y algebraically equals the empirical cumulative distribution function, for
any given initial density estimator p®. Thus, while the original substitution
estimator of the cumulative distribution function would not converge at the
parametric rate 1/4/n due to it being too biased, the first order targeted bias
corrected density estimator estimates the cumulative distribution function ef-
ficiently. In Section 3 we establish that the targeted MLE solves the efficient
influence curve estimating equation, which provides the basis of its asymptotic
efficiency for 1y. In Section 4 we present general templates for establishing
consistency, asymptotic linearity and efficiency of the targeted MLE of g,
which provides a particular powerful theorem for convex models and linear
pathwise differentiable parameters stating that the targeted MLE will be con-
sistent and asymptotically linear for an arbitrary starting density, and it will
be efficient if the starting (or its targeted MLE version) density consistently
estimates the efficient influence curve. We illustrate the latter result with two
examples. In Section 5 we discuss the relation, and in particular, the algebraic
equivalence, between targeted maximum likelihood estimation and estimating
function based estimation if one estimates the nuisance parameters in the es-
timating functions with the targeted MLE. We point out that targeted MLE
is more widely applicable by not relying on being able to map the efficient
influence curve in a corresponding estimating function, and it deals naturally
with the issue of multiple solutions of estimating equations. In Subsection 5.1
we focus on censored data models to make the comparison with the estimat-
ing function methodology in van der Laan and Robins (2003). In particular,
we present the targeted MLE approach which results in algebraic equivalence
between the Inverse Probability of Censoring Weighted estimator, the dou-
ble robust IPCW estimator, and the targeted MLE of a parameter of the full
data distribution based on observing n i.i.d. observations of a censored data
structure under coarsening at random (CAR). These results show that the
targeted MLE does not only provide a boost for likelihood based estimation,
but it also provides an improvement relative to the current implementation of
locally efficient estimation based on estimating function methodology. In Sec-
tion 6 we present important examples illustrating the power and computational
simplicity of this new targeted maximum likelihood estimator: estimation of
a marginal causal effect, and the parametric component in a semiparamet-
ric regression model, and we present a simulation to illustrate the targeted
MLE. In Section 7 we present a loss based approach of targeted MLE learning
based on the unified loss function based approach in van der Laan and Dudoit
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(2003). We end this article with a discussion in Section 8. In our accompany-
ing technical report we show generalizations of the targeted MLE of pathwise
differentiable parameters to targeted MLE of general parameters.

1.2 Some relevant literature overview.

There exist various methods for construction of an efficient estimator of a pa-
rameter based on parametric models. In particular, Fisher’s method of maxi-
mum likelihood estimation can be applied, or closely related M-estimate (i.e.,
estimators defined as solutions of estimating equations) methods which work
under minimal conditions. Maximum likelihood estimation in semiparametric
models has been an extensive research area of interest. Here we suffice with
a referral to van der Vaart and Wellner (1996b) for a partial overview of the
theory for the analysis of maximum likelihood. There are plenty of examples in
which the straightforward semiparametric MLE even fails to be consistent, but
often an appropriate regularization can be applied to repair the consistency
of the semiparametric MLE: e.g., see van der Laan (1995) for such examples
based on censored data. However, as argued above in the kernel density es-
timator example, maximum likelihood based smoothing/model selection will
often provide the wrong trade-off of bias and variance for specific smooth pa-
rameters. The literature (notably Robins and co-authors) has recognized this
problem with likelihood based estimation. For example, smoothing survival
functions or smoothing the nonparametric components in a semiparametric re-
gression model requires so called “under-smoothing” in order to obtain root-n
consistency for the parameter of interest: see e.g., Cosslett (2004).

For an overview of the literature on efficient estimation of pathwise differ-
entiable parameters in semiparametric models we refer to Bickel et al. (1993b).
In particular, the latter presents the general one step estimator based on an
estimate of the efficient influence curve: see e.g. Klaassen (1987). For an
overview of the literature on locally efficient estimating function based esti-
mation of pathwise differentiable parameters based on censored longitudinal
data (starting with the ground breaking paper Robins and Rotnitzky (1992)),
we refer to van der Laan and Robins (2003).

A unified loss function approach based methodology for estimation and
estimator selection, and concrete illustration of this method in various exam-
ples is presented in van der Laan and Dudoit (2003). This methodology is
general by allowing the loss function to be an unknown function of the ex-
perimental unit and the parameter values. van der Laan and Rubin (2005)
and van der Laan and Rubin (2006) present an alternative unified estimating
function methodology for both estimation and estimator selection. The latter
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two methodologies provide two general strategies for data adaptive estimation
of any parameter in any model.

We note that these (unified) loss function and (unified) estimating func-
tion based approaches give up on using the log-likelihood as loss function for
the purpose of estimator selection and estimation when the parameter of in-
terest is not the actual density of the data, but a particular parameter of
it: these methods replace the log-likelihood loss function by a loss function
or an estimating function targeted at the parameter of interest. From that
point of view, the current article shows that it is not necessary to replace the
log-likelihood loss function by a targeted loss function, but that one can also
target the directions in which one maximizes the log-likelihood.

2 Targeted maximum likelihood estimators.

Let U : M — IR? be a pathwise differentiable parameter at any density p € M,
where M denotes the statistical model consisting of the possible densities
p = dP/du of O with respect to some dominating measure p. That is, given a
sufficiently rich class of one-dimensional regular parametric submodels {ps : 0}
with parameter § of M through the density p at 6 = 0, we have for each of
these submodels ps with score s at 6 =0 and ps—o = p

W)l = ES()(0)s(0)

for some S(p) € (L3(p))?, where L2(p) denotes the Hilbert space of functions
of O with mean 0 and finite variance under P, endowed with inner product
(h1,ha)p = E,hi1(O)hy(O). This random variable S(p) € (Li(p))? is called a
gradient of the pathwise derivative at p. Let T'(p) C L2(p) be the tangent space
at p which is defined as the closure of the linear span of the scores s of this
class of submodels through p. If the model is not locally saturated in the sense
that T'(p) = L2(p), then there can be many gradients. Let T, (p) C Li(p) be
the orthogonal complement of the so called nuisance tangent space, where the
latter is defined as the closure of the linear span of all scores of ps for which
the pathwise derivative equals 0 (see van der Laan and Robins (2003), Chapter
1). As in van der Laan and Robins (2003), we denote the set of gradients at
p with Tt* (p) € (TL,.(p))?. Let S*(p) be the so called canonical gradient
which is the unique gradient whose d components S*(p);, j = 1,...,d, are
elements of the tangent space T'(P). A submodel {p, : €} with score S*(p) at
e = 0 is often referred to as a hardest submodel (Bickel et al. (1993a)), as we
will also do in this article.
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Let (O,p) — D(p)(O) be a point-wise well defined class of functions on
the Cartesian product of the support of O and the model M, which satisfies

D(p) = S*(p) Py-a.e. for all p € M.

As an example, consider letting O be a Euclidean valued d-variate random
variable with density pg. Let M be the class of all continuous densities with
respect to Lebesgue measure j, and let ¥(p) = Ji p(0)du(o) be the cumulative
distribution function at a point ¢t € IR corresponding with density p. In this
case ¥ : M — IR is pathwise differentiable parameter at p with efficient
influence curve S(p)(O) = I(O < t) — ¥(p), and, because the model is locally
saturated, it is also the only influence curve/gradient. So D(p) = I(O <t) —
U(p). Similarly, given a set of user supplied points {t1,...,t;}, we could define
the d-dimensional Euclidean parameter ¥(p) = (¥(p)(t;) = o plo)du(o) : j =
1,...,d) representing the cumulative distribution function at d points. In this
case, D(p) = (1(O <t;) —¥(p)(t;) : j =1,...,d) has d components.

A general methodology for construction of functions Dy (p) indexed by an
h € H so that {Dy(p) : h € H} C T+, (p) (or equality) is presented in
van der Laan and Robins (2003). In van der Laan and Robins (2003) the
class of functions {D(p) : h € H} is referred to as a representation of the
orthogonal complement of the nuisance tangent space, which is then used
to map into a class of corresponding estimating functions for the pathwise
differentiable parameter p — W(p) of the form p — Dy (¥ (p), T(p)) with T
representing a nuisance parameter. In van der Laan and Robins (2003), for a
variety of general classes of models and censored data structures O, explicit
representations of the orthogonal complement of the nuisance tangent space,
T+..(p), corresponding gradients, T-% (p), and canonical gradient S*(p), have
been provided.

Let p° = ®(P,) € M be a density estimator of py = dPy/du. Define now
a parametric submodel {p(¢) : € € R*} € M through p° at ¢ = 0 whose
linear span of scores of € at ¢ = 0 includes all d components of D(p,). One
possibility is to choose ¢ € IR? of the same dimension as D(p) and arrange
that the score of €¢; at ¢ = 0 equals D;(p), j = 1,...,d. For example, if the
model M is convex then the following model typically applies

Ph(e) = (L+¢€" D(py)py, (1)

where ¢ € R? denotes the parameter ranging over all values for which 0 (e)
is a proper density. Note that indeed p2(0) = p2, p%(¢) is a density (positive
valued and integrates till 1) for e small enough, and < log p? (e) .= D(p?).

le=
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One can also use an exponential family

pa(e) = Cle, pl)) exp(e" D(p)))p))

for C'(e,p?) be a normalizing constant. In general, one can choose a parame-
terization € — p2(e) € M which is smooth in € at ¢ = 0 and whose score at
e = 0 equals D(p°). However, we will also consider submodels p? (¢) with addi-
tional scores in order to arrange that the targeted MLE will be fully targeted
towards estimation of D(py).
Let
0y —
en =€(Ln | pn) = {Epn}agM}Zlogpn

be the maximum likelihood estimator of € treating the density estimator p° as
given and fixed. We will assume that the maximum is attained in the interior
of M so that ¢, solves the estimating equation:

L (e)
pole)

0=PF,

Here we use the common notation Pf = [ f(0)dP(o). For example, if p? (¢) =
(14+€e"D(p%))p?, as one might choose in convex models, then we have that e,

is the solution of
1 & D()(0;)

0= L X T a0y

This defines now an updated density estimator

pr = polen) = po(e(Py | p2)) € M.

Note that this simply defines a method for mapping an initial density estimator
7Y € M in a new density estimator p. € M, which we call the first step
targeted maximum likelihood estimator. By iterating this process one obtains
the k-step targeted maximum likelihood estimator p*, k= 1,...

Definition 1 Given an initial density estimator p° = ®°(P,) based on the
empirical probability distribution P,, a parametric fluctuation {p(¢) : ¢} C M

satisfying p5,(0) = p, and 4£logph(e),
the components of D*(p°) include all d components of a canonical gradient
D(p°) of the parameter of interest ¥ : M — R? at Y, a mazimum likelihood

estimator

= D*(p), where the linear span of

e(Pu | y) = argmax ) " log pj, (€)(0;)

i=1
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of €, we define the first step targeted maximum likelihood density estimator as

pn = ©H(Pa) = P (e(Pa | 7).

This process can be iterated to define the k-step targeted mazimum likelihood
density estimator as

Pt = SH(P,) = ph(e(By | p)), k=0,1,....

The corresponding k-step targeted mazximum likelihood estimator of 1y s
defined as R

The targeted mazimum likelihood estimator is defined as
2= B(P) = lim D),

assuming this limit exists.

2.1 Example: Estimating the CDF.

Consider an initial data generating density p° = f, let F(t) = [*__ f(0o)do
denote the associated CDF at some fixed point ¢t € IR, and consider the para-
metric model

1 1
(0)=(1+€eIlo<t)—F(t e Se< 0, (2
{10/ =+ dro <0~ PO ~—p < < 7 ©)
where one can check that the range restraint on € serves merely to ensure that
the family is indeed a proper class of densities. Consider estimating e from
maximum likelihood based on an i.i.d. sample {O;}!;. The log likelihood is,

= Y log(1+ [I(0: < £) — F(8)]) + zfj log f(Oy). (3)

i=1
Its derivative is,

z“: I(O; <t)— F(t)
L+ €e[l(0; <t)—F(t)]

=1

Its second derivative is easily seen to be,

p i Oi<t)—F@t) \*
"0 =~ Y\ o, Lo ) )

=1
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Because the log likelihood is concave, we know that the maximum is achieved
if I’(€) = 0 has a solution. Letting F,,(-) denote the empirical distribution
function, note that we can decompose the terms in /’(¢) into two parts (those
for which 1(O; <t) are 0 or 1), and the MLE of € can be seen to solve,

0 = I'(e)
& 10, <t) - F(t)
N ;1+E[I(Oi§t)_F(t)]

1—F(t)

T+ e[l = F(0)]

_F()

= nk,(t) T—cF@

+n(l — F,(t))

Moving the second term on the right to the other side of the equation, dividing
both sides by n, and multiplying both sides by (1 + €[1 — F'(¢)])(1 — €F(t)),
the equation reduces to,

Fu() (1 = F@)(1 = el (1) = (1 = Fu)F()(1+e(1 = F(2))).  (6)

This is linear in €, and one can check that the solution is

€n —

Fa(t)(1 = F (1) = (1 = Fa()) F (1)
F)(1 = F(1))

Fo.(t) = F,(t)F(t) — F(t) + F.(t)F(t)

F)(1 = F(1))

(t)

t)

Because 0 < F,(t) < 1, one can check that indeed

Pt - F

PO F
1 Ft) 1-F@) 1

ToFn . FOO-FO S SFoa-ro) o O

so the range restraint on e for the family (2) always holds for the maximum
likelihood estimator, meaning that f., () is a proper density. Now, the result-
ing CDF at t for this density is then,

Fe, (1) =‘fmﬁ4@@
= K;ﬂ+%U@§O—Fﬁmﬂ@@
= /_too f(O)d0+en/t I(o<t)f(o)do — € F(t) /t f(o)do

— 0 —00
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—€ F( > =F(t)+eaF(t)(1- F(t))
F(t)(1— F(t)) from (7)

Therefore, for any initial density f(-) and any time point ¢, the targeted like-
lihood maximum likelihood estimator of the CDF reduces to the empirical
distribution estimator in a single step. This result immediately generalizes to
U(p) = [4p(0)du(o) for any measurable set A.

3 Solving the efficient estimating equation.

We have the following trivial, but useful result. It states that if the MLE’s
(P, | p¥) at step k of the targeted MLE algorithm converge to zero for k — oo
(as one expects to hold if the log likelihood of the data is uniformly bounded
in the model M), then the algorithm converges to a solution of the efficient
influence curve equation P, D(p) = 0 in the sense that P, D(pk) — 0.

Result 1 Let P, be given. Assume that

4P (€) P (0)
hmhmsup P& _ p, — 0, 9
B e o) | ¥
that for each k there exist a constant matriz Ay so that Akp” = D(pF) with

limsup,_,, || Ak ||< 0o, where || A || denotes a matriz norm.

If e(P, | p*) solves P, ;ﬁp’g() =0 for all k, and (P, | p*) — 0 for k — oo,
then we have

P,D(pF) — 0 for k — oc.

The condition (9) holds if the score of the one-dimensional submodel p(¢)
at e converges to the score at € = 0 for ¢ — 0 uniformly in a set containing

the k-step targeted MLE’s p*, k = 1,2,..., and that for each p € M, the
linear span of the components % 1ncludes the components of D(p). Since
the likelihood increases at each step one might indeed expect that typically the
targeted MLE algorithm will converge and thereby that e(P, | p¥) — 0. That
is, Result 1 essentially states that, if the targeted MLE algorithm converges,
then the algorithm will converge to a solution of the efficient influence curve

equation in the sense that by choosing k large enough P,D(pF) ~ 0 with
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arbitrary small deviation from 0.
Proof. Let e, = ¢(B, | pk), k=0,.... If ¢, — 0 for k — oo, then

patn(@) L RO
nook Y
Py (€x) P(0)
for k — oo. Let Ay be such that Akikz/((g)) = D(pF). By assumption, the matrix
has a norm bounded uniformly in k. Thus, we also have
d .,k
der Pn\Ek
PnAkd;Te(k)) - PnD(pI:L) — 0

for k — co. However, P,-2pF(ex)/p* () = 0 (and thus A, applied to this

dey,

equals 0 as well), which shows that P,D(pF) — 0. O

4 Efficiency of targeted likelihood estimation.

In this section we provide templates for proving consistency, asymptotic linear-
ity and efficiency of the targeted maximum likelihood estimator of a path-wise
differentiable parameter. Since convexity of the model and linearity of the
parameter allows a particular strong result, we separate this situation from
the general case.

4.1 Linear parameters in convex models.

Let p° denote the limit of our algorithm if it exists as a density with respect
to ;1 in M, and otherwise it represents a p* € M for a large enough k. If
the condition of the above Result 1 holds, then p0° € M, and for all practical
purposes, we have P, D(p>°) = 0. If this is true, then this result can be used
to establish efficiency of the substitution estimator W(pS®) as an estimator
of 1o under the assumption that the parameter ¥ : M — IR? is linear and
M is convex, under weak regularity conditions. Specifically, by the identity
for convex models and linear parameters in van der Laan (1998) we have
U(p) — VU(py) = —FyD(p) for any p,py € M for which py/p < oo. Thus, if
P’ € M and it is bounded away from 0 on the support of py, then combining
P,D(p>) = 0 with the latter identity gives us

V(pn’) = W(po) = (Pn = Ro) D(pr)- (10)

Even if p2° does not satisfy po/pS® < oo, then the identity W(pS®) — W(py) =
— Py D(pS°) can still be established under a continuity condition on p — FyD(p)
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(see van der Laan (1998)), so that (10) can even be established for density
estimators not satisfying this support condition.

Applying empirical process theory (van der Vaart and Wellner (1996a)) now
proves that W(p°°) is root-n consistent if D(pS®) falls in a Py Donsker class with
probability tending to 1. If one can now also establish that Py(D(p>°)—D(p1))?
converges to zero in probability for a certain p; € M, then it follows that
U(pee) is asymptotically linear with influence curve Do(p1) = D(p1)—FPoD(p1):

U(py’) — ¥(po) = (Pn — Po)Do(p1) + op(1/v/n),

where we note that p; can be an arbitrary limit (i.e., p; ~po is allowed). In
particular, if the limit p; is such that D(p1) = D(po), then ¥(p2°) is asymptot-
ically linear with influence curve D(pg). Thus, if D(py) is the efficient influence
curve, then W(p°°) is asymptotically efficient.

Theorem 1 Suppose the conclusion of Result 1 holds, and K = K(n) is
chosen large enough so that the targeted MLE p, = pX satisfies P,D(p,) =
R(n,K(n)) = op(1/y/n) (where limg_.o R(n, K) =0). Assume that p, € M,
Po/pn < 00 uniformly over a support of py, M is convex, and ¥ : M — R is
linear. Then

V(pn) = ¥(po) = (B — Fo)D(pn) + R(n, K(n)).
If D(py,) falls in a Py Donsker class with probability tending to 1, then

U(pn) — to = Op(1/v/n).

If it is also shown that Py(D(p,) — D(p1))* — 0 in probability for n — oo for
some p; € M, then it follows that V(p,,) is asymptotically linear with influence
curve D(py) — PyD(p1):

U(pn) — Y(po) = (P — Po)D(p1) + op(1//n).

In particular, if D(p1) = D(po), and D(py) is the efficient influence curve of
U at po, then V(p,) is asymptotically efficient.

This shows that the targeted MLE of a linear parameter in a convex model
is typically consistent and asymptotically linear for arbitrary starting density
pY, and if the targeted MLE p2° is consistent in the sense that Py(D(p®) —
D(po))? — 0 with probability tending to 1 for n converging to infinity (e.g.,
the initial starting density p? would already yield a consistent estimator D(p}y)
of D(py)), then the targeted MLE will also be efficient. We will now provide

13



The International Journal of Biostatistics, Vol. 2 [2006], Iss. 1, Art. 11

two examples illustrating this theorem. The first example represents a case
in which the targeted MLE is efficient for arbitrary starting density p%. The
second example represents the case that the targeted MLE is consistent and
asymptotically linear for arbitrary starting density p?, and is efficient if the
starting density consistently estimates D(py).

Example 1 ((Efficiency of a smooth cumulative distribution func-
tion) In this example we have D(p)(O) = I(O < t) — [ip(o)du(o). A tar-
geted MLE p,, solving P, D(p,) = 0 satisfies that U(p,) = P,I(- < t) equals
the empirical cumulative distribution function at ¢ and is therefore asymp-
totically efficient, for arbitrary starting density p°. Thus in this example the
initial density does not need to be consistent in order to make the targeted
MLE asymptotically efficient. Suppose that p?, is indexed by a bandwidth
or model choice h, and let p;, be the targeted MLE density estimator using
as starting density p%,. Each of the targeted MLE’s p¥, results in the same
estimator of the cumulative distribution function W(po) at time ¢. If one uses
likelihood cross-validation to select h, then one selects among all of these tar-
geted MLE’s the one which is supposedly closest to the true density py with
respect to Kullback-Leibler divergence, which now provides a valid and rea-
sonable criteria since all the candidates density estimators already map into
efficient (and algebraically equivalent) estimators of .

Example 2 ((Local efficiency of targeted MLE based on censored
data) We consider a particular example of a censored data structure to il-
lustrate that Theorem 1 yields local efficiency of the targeted MLE based on
CAR censored data structures based on any starting density p?, under very
weak conditions.

Suppose that the full data structure X = (W,Y(a) : a € {0,1}) on the
experimental unit consists of a set of baseline covariates W, and treatment
specific outcomes Y (a), indexed by treatment values a € {0, 1}. Suppose that
the observed data structure O = (W, A, Y = Y(A)) ~ pp, and it is assumed
that the conditional probability distribution go(- | X) of A, given X, satisfies
go(A | X) = go(A | W): that is, A is independent of X, given W. Suppose
that this conditional probability distribution of go(A | W) of A, given W is
known, and satisfies 0 < go(1 | W) < 1, as it would be in a randomized trial
aiming to establish the causal effect of A on Y. Let M be the class of all
densities of O with respect to an appropriate dominating measure. We have

M ={p(0) = Qxa(W,Y)go(A | X) : Qx0, @x1},

where the full data sub-distributions @ x.(w,y) = Pwy()(w,y) are joint den-
sities of (W,Y (a)), a € {0, 1}, and are unspecified. As a consequence, M is
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a convex model. Let ¥ : M — IR be defined as ¥(p) = E,(Y (1) —Y(0)) =
E,(E,(Y|A=1W)—-E,(Y | A=0,W)), which is often called the marginal
causal effect of treatment A on the outcome Y. In this case, ¥(p) is pathwise
differentiable at p with efficient influence curve S(p) defined by

Y - Q@A W)(A-(1-4))
g(p)(A W)

where g(p)(- | W) = Pry(A = - | W) = go(- | W), and Q(p)(A, W) =
E,(Y | A,W). Note that U(p) depends on p through Q(p) and its marginal
distribution py of W. Due to the factorization of the density of O in a Q) x-
factor and gg factor, this is also the efficient influence curve if gy is unknown
or modelled. The class of all gradients at p € M is given by:

{(Y —QUAW))U(A=1)-I(A=0))
go(A | W)

S(p) = +Q(p)(1L, W) = Q(p)(0, W) — ¥ (p),

+@@W®—@@W®—w@:@}

where () can be an arbitrary function of A, W.
So we could define
Y -QMAW))(A-(1-A4))
go(A | W)

Dq(p)(0) = +Q(LW) =Q(0,W) — ¥ (p),

and D(p) = Dgy)(p) represents the efficient influence curve. We are now ready
to define the targeted MLE of py with respect to the parameter 1.

Let p® be an initial density estimator of py. For example, p? could cor-
respond with the empirical distribution of W, and a normal distribution for
the conditional density of Y, given A, W, with mean Q°(A, W) and variance
o2(A, W), where Q° is an estimate of Q(po)(A, W) = Eo(Y | A,W). Let p’ be
a targeted MLE, as we explicitly define in the later Section 6 in detail, solving
P,D(p:) = 0. In Section 6, we show for a particular hardest submodel pF (¢)
consisting of normal densities of Y, conditional on A, W, with e corresponding
with a fluctuation of current regression Q*(A, W), that the targeted MLE is
achieved in the first step (i.e., p;, = p!), and indeed solves the score equation
P,D(pl) = 0. Let’s consider this particular targeted MLE for illustration, but
the following arguments apply to any targeted MLE solving P, D(p}) = 0.

Application of the theorem teaches us that

W (py,) — Yo = (P — Fo)Dops)-

Since gy is bounded away from zero, if QL is a nice smooth function (e.g.,
with a uniformly bounded uniform sectional variation norm, van der Laan
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(1995)), it follows that Dg,y falls in a Fy-Donsker class, and thus that
U(p:) — 1o = Op(1/y/n). If the initial regression estimator Q% = Q(p?)
converges to a possibly misspecified @1 = Q(p1), then it follows that U(p!)
is asymptotically linear with influence curve Dg,,)(O), where p; is the pos-
sibly misspecified limit of p.. Finally, if Q0 is actually consistent for Q(po),
then the targeted MLE of 1)y is asymptotically efficient. We can use likelihood
based cross-validation to select among targeted MLE’s indexed by different
candidate initial estimators QY, thereby improving the efficiency relative to
a targeted MLE with a fixed initial Q°. Thus this example teaches us that
the targeted MLE W(p}) of 1y, which typically equals the first step targeted
MLE, is consistent and asymptotically linear for arbitrary initial regression
estimator Q°, and it is efficient if Q% happens to be consistent, where the
latter can potentially be achieved by using a machine learning type algorithm
and selecting the fine tuning parameters with likelihood based cross-validation.
These results still carry through if gy is unknown but is known to belong to a
parametric model.

4.2 Local efficiency for general smooth parameters.

The remarkable robustness with respect to the starting density p? as observed
in the previous subsection is a consequence of the convexity of the model and
linearity of the parameter W. In general, such results cannot be expected to
hold. In this subsection we present a more general approach for establishing
the wished asymptotic linearity and efficiency of the targeted MLE of any
pathwise differentiable parameter.

Let p2° € M denote the limit of the targeted MLE algorithm if it exists
and otherwise it represents a pF for a large k. If the targeted MLE solves
the efficient influence curve equation, then for all practical purposes, we have
P,D(ps°) = 0. Let R(p, po) be defined by

U(p) — ¥(po) = —FoD(p) + R(p, po)

for any p € M. We note that by pathwise differentiability of ¥ at p, R(p, po)
represents a second order term in the difference p—py. Combining P, D(pS°) =
0 with the latter identity gives us

V(py) — ¥(po) = (P — Po)D(p)Y) + R(py o).

Applying empirical process theory now proves that W(pS®) is root-n consis-
tent if D(pS°) falls in a By Donsker class with probability tending to 1, and
R(p,po) = op(1/4/n). If one can now also establish that Py(D(p®) — D(py))?
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converges to zero in probability for a possibly misspecified p; € M, then it fol-
lows that W(p5e) is asymptotically linear with influence curve D(py) — FPyD(p1):

U(py?) — U(po) = (P — Po)D(p1) + op(1/v/n).

In particular, if D(p;) = D(po), then the targeted MLE is asymptotically effi-
cient. Note that the asymptotic linearity requires that R(p>°, po) = op(1/y/n),
while the convexity of the model and linearity of the parameter as assumed in
the previous subsection allowed us to avoid such a condition: i.e. in that case
we had R(p,po) = 0 for arbitrary p € M with py/p < oc.

5 Fusion of MLE and estimating equations

In this section we show that the targeted MLE can be viewed as a solution of
an optimal estimating equation for the parameter of interest, if one estimates
the nuisance parameters with the targeted MLE itself. This comparison can
only be made by making the assumption that the efficient influence curve can
be viewed as an estimating function of the parameter of interest, which is
needed for the estimating function methodology (van der Laan and Robins
(2003)), but not for targeted MLE.

As previously argued, a sieve-based maximum likelihood estimator of a
pathwise differentiable parameter is based on choices such as the sieve and
the criteria for trading off variance and bias, which is completely unrelated to
the actual parameter W. As a consequence, such likelihood based estimators
suffer, in principle, from serious bias for the parameter of interest 1. Let p®
be such a likelihood based estimator of py and ¥(p®) be the corresponding
substitution estimator of .

On the other hand, estimating function methodology (van der Laan and
Robins (2003)) constructs estimating functions Dy, (1), v)(O) for the parameter
of interest ¢ indexed by a choice h, based on a representation of the orthogonal
complement of the nuisance tangent space p — 1L (p) (i.e., Dp(¥(p), Y(p)) €
TL. (p) for all h), which typically also depend on an unknown nuisance pa-
rameter Y satisfying E,Dp(V(p),T(p)) = 0 for all p € M. The current
recommendation in estimating function methodology (see e.g., van der Laan
and Robins (2003)) proposes to use an external estimator v,, of nuisance pa-
rameters and estimate 1y with the solution of 0 = P, Dy, (¢, v,) = 0 in . For
example, one could use the maximum likelihood estimator p® and estimate 1)
with the solution ¢,9 of 0 = P, Do) (¢, T(p%)). This estimator ¢, is not
necessarily, and in fact, will typically not be equal to ¥(p?). Thus, even if
the nuisance parameters are based on a maximum likelihood estimator p®, the
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resulting estimating function based estimators of ¢y are intrinsically different
from (and less biased than) the likelihood based estimator W(p?).

However, let p, be the targeted maximum likelihood estimator based on
hardest submodels at p with efficient influence curve D(p) = Dy, (¥ (p), T(p))
and starting with the initial density estimator pC, so that p, solves P,D(p,) =
Doy (¥(pn), T(pn)) = 0. Again, we consider the (now targeted) maximum
likelihood estimator W(p,) versus the estimating function based estimator
described in the previous paragraph. The estimating function based esti-
mator ¢, of 1y is defined as the solution of the estimating equation 0 =
P, Dy, (¥, T(prn)), which differs from above by now using the targeted MLE
pn (based on p?) to estimate the index and nuisance parameters (instead of
likelihood based p). Because P, Dy, (¥ (pn), T(py)) = 0, it follows that the
estimating function based estimator 1, now equals ¥(p,), assuming that this
solution is unique. That is, if one estimates the nuisance parameters and index
in the estimating function methodology with a targeted maximum likelihood
estimator p,, then the (or, at least, one of the) estimating function based esti-
mator 1, and the targeted maximum likelihood estimator ¥(p,,) are identical.

Note that the targeted MLE is more general than the estimating function
based methodology since it does not require the representation of an estimating
function as a function of the parameter of interest and a variation indepen-
dent nuisance parameter, thereby making it more widely applicable. Another
advantage of targeted MLE relative to estimating function based estimation
that it is invariant to monotone transformations of the parameter of interest.

5.1 CAR-censored data models

This targeted MLE approach has a particular nice application in estimation of
pathwise differentiable parameters based on censored data under the coarsen-
ing at random assumption (Heitjan and Rubin (1991), Jacobsen and Keiding
(1995), Gill et al. (1997), van der Laan and Robins (2003)). That is, let
O = &(C,X) ~ po for some known many to one mapping ®, X ~ Flyg is
the full data structure one wishes to observe on a randomly sampled exper-
imental unit, and assume that the conditional distribution of the censoring
variable C', given X, i.e., the censoring mechanism, satisfies coarsening at
random (CAR). In this case it is known that the density of O factorizes as:
10(0) = g(po)(O | X)Q(po)(O), where g(po)(O | X) (which is only a function
of O by CAR) is the conditional density of O, given X, which thus only de-
pends on the conditional distribution of C', given X. The Q(py) factor only
depends on the distribution Fx( of the full data structure X (van der Laan
and Robins (2003)). Thus given a model M for O obtained by modelling
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Fxo and or the censoring mechanism ¢o(O | X), each p € M is identified
by (g(p),Q(p)). Let ¥(p) = ¥(Q(p)) be a pathwise differentiable parame-
ter of the Q(p)-part of the density p of O: i.e., it represents an identifiable
parameter of Fx. In this case, it is known that the efficient influence curve
D(p) = D(g(p),Q(p)) at p € M is orthogonal to the tangent space Toar(p)
of the censoring mechanism ¢ at p only assuming CAR (i.e., the Hilbert space
in L2(P) spanned by all scores of parametric submodels through g(p) at p),
where Toar(p) = {h(O) : E,(h(O) | X) = 0} consists of all functions of O
with conditional mean, given X, equal to zero. As a consequence, given an
initial estimator Q° of Q(py) and ¢° of g(po), a hardest parametric model for

o can be chosen to be of the form p°(e) =~ (1 + eD(p°))p® = ¢°Q°(¢), where
Q%) ~ (14 eD(Q° ¢°))Q°. That is, the hardest parametric model only cor-
responds with changing Q°, but it leaves ¢° untouched. The targeted MLE
approach proceeds now as defined above.

5.2 Targeting the censoring mechanism.

In this subsection we propose a targeted maximum likelihood methodology
for estimation of ¥y which involves updating of estimators of both gy and Q.
As shown in van der Laan and Robins (2003) (Theorem 1.3), we have that
any gradient D(p) can be decomposed as D(p) = Dipow (p) — Doar(p) with
Dipew being a so called Inverse Probability of Censoring Weighted (IPCW)
function, and Dear(p) = (Dipew (p) | Tcar(p)) is the projection of the
IPCW function Dypew (p) onto Tear(p) in the Hilbert space L2(p). In order
to relate these functions to estimating functions for ¢ (as in van der Laan and
Robins (2003)) we will also sometimes use Drpew (p) = Dipew (g(p), ¥(p))
and D(p) = D(g(p), Q(p), ¥(p)) in the case that these functions can be rep-
resented as an estimating function in ¢ indexed by nuisance parameters be-
ing functions of g(p) and Q(p): we note that the IPCW estimating function
typically only depends on p through g(p) and W(p). Given an initial esti-
mator p2 = (¢°,Q%), in the censored data literature one defines the IPCW-
estimator and DR-IPCW estimator as the solutions of the estimating equa-
tions P, Dipcw (g2,v) = 0 and P,D(¢°, Q% 1) = 0, respectively, and ¥(Q?)
is called the likelihood based estimator (making the assumption that Q¥ is
likelihood based).

We will now describe the targeted MLE algorithm also involving the up-
dating of ¢g°. At step k it now involves also a parametric submodel g(pF)(es)
through g(pF) with score Dcar(gk, Q) at e = 0. It can be shown that
Dcar(g(p), Q(p)) corresponds with the efficient influence curve of the param-
eter ®(g) = E,Drpew (9, Q(p)) at g = g(p), so that this parametric submodel
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makes the estimator of gy targeted for estimation of the mean of the I PC'W -

component of the efficient influence curve. In particular, it is also the para-

metric submodel which makes the IPCW estimator 1, rpcw, defined as the

solution of the IPCW estimating equation 0 = P, D;pow (gn, ), efficient if

the submodel is correctly specified, under regularity conditions. As above, let

Q% (e1) be a parametric submodel through Q% with score D(g¥, QF) at e, = 0.
Targeted MLE algorithm:

e Set k= 0.

o Let p) = (g5, Qn)-

Let €1, = argmax,, P, log Q¥ (e1), and ex,p = argmax,, B, log g*(e2).
Set g5 = gnle2n) and Qi = Qp(ern). Set it = (g5, Qp).

e Set k =k + 1, and iterate this process utill convergence.

If €1, and €9, converge to zero for k — oo (which can be expected because
both factors g and @ of the likelihood are increasing at each step), then the
targeted MLE algorithm will converge to a simultaneous solution of

lilgnPnDcAR(gk, Qk) =0 and lilgnPnD(gk> Qk) =0.

Equivalence of IPCW, DR-IPCW, and targeted MLE: As a conse-
quence of the decomposition D(p) = Dipow (p) — Dear(p), this implies also
limg Drpow (g%, ¥(Q*)) = 0. Note that the double robust IPCW estimator
defined as the solution in v of P,D(gk, QF 1) = 0, the targeted maximum
likelihood estimator ¥(Q¥), and the IPCW estimator defined as the solution
of P,D(gk 1) = 0, all based on these targeted MLE’s g%, Q are identical
up to an arbitrarily small error decreasing in k£ (assuming uniqueness of the
DR-IPCW and IPCW solution).

6 Examples of targeted maximum likelihood.
In this section we provide some important examples of the targeted MLE

to illustrate its remarkable simplicity and good properties. For additional
examples we refer to our accompanying technical report.
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6.1 Estimation of a mean in a nonparametric model.

Consider an initial data generating density p® (with respect to a dominating
measure ) of a possibly multivariate random variable O, a given function
w(+), and define the parameter of interest as

W(p) = Ey[w(0)] = [ w(o)p(o)du(o)

For the exponential family

{po(e)(z) exp(e(w(z) = v9))h(x) }

~ Jexple(w(z) — ¥ ()dpu(z)

consider attempting to estimate ¢ with maximum likelihood based on an i.i.d.
sample {O;}";. Here ¢% = ¥(p?). The log likelihood is then,

n

1(e) = Y- 0g(r(00) +e(w(00) — ) ~log ( [ exp(ew(w) — vl (@)d() )]

i=1

In our accompanying technical report we show that (for each initial p? ) the one-
step targeted maximum likelihood estimator ¥(pl) = ¥(p(e,) of the mean of
w(O) equals the sample mean W, = L 37 w(0;). For the detailed proof we
refer to our technical report.

6.2 Estimation of a marginal causal effect.

Double robust locally efficient estimation of the causal effect of a point treat-
ment assuming a marginal structural model has been provided in Robins
(2000), Robins and Rotnitzky (2001), and Robins et al. (2000): see also van der
Laan and Robins (2003).

Let O = (W, A,Y), W be a vector of baseline covariates, A be a binary
treatment variable, and Y an outcome of interest. Let M be the class of all
densities of O with respect to an appropriate dominating measure: so M is
nonparametric up to possible smoothness conditions. Let ¥ : M — IR be
defined as ¥U(p) = E(E,(Y | A= 1, W) —E,(Y | A =0,W)), where it is
assumed 0 < P(A =1 | W) < 1 with probability one so that this parameter
is well defined. This parameter corresponds with the marginal causal effect of
A on Y if one assumes the usual consistency assumption, temporal ordering
assumption, and randomization assumption required for causal inference. In
order to acknowledge that this parameter is of interest in general, van der
Laan (2006) refers to this parameter as the variable importance of variable
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A. This parameter W(p) is pathwise differentiable at p with efficient influence
curve S(p) defined by

S() = Y -Qp)AW)U(A=1)-1(A=0)
g(p)(A | W)
+Q(p)(1, W) — Q(p)(0, W) — ¥(p),
where g(p)(- | W) = Pry(A = - | W), and Q(p)(A, W) = E,(Y | A,W)

(see e.g., Robins (2000), van der Laan (2006)). Note that ¥(p) depends on
p through Q(p) and its marginal distribution py, of W. Because the model
is locally saturated, it is also the only influence curve/gradient (Gill et al.
(1997)). So we set D(p) = S(p).

We can decompose this efficient score D(p) into three subcomponents as
follows:

D(p) = D(p) - E,(D(p) | A, W) + Ey(D(p) | A, W) — E,(D(p) | W)
+E,(D(p) | W) = E,D(p),

which corresponds with scores for p(Y | A, W), p(A|W) and p(W), respec-
tively. We have

Di(p)(0) = D(p) — Ep(D(p) | A, W)
o A—(1-A)

E,(D(p) | A, W) = Ex(D(p) [W) = 0

Dy(p) = E,(D(p) | W) = E,(D(p))
Qp)(1L, W) = Q(p)(0, W) — ¥(p).

Consider an initial density estimator p® of the density py of (W, A,Y)
with marginal distribution of W being the empirical probability distribution
of Wi, ..., W,. We have that D(p®) = Dy(p°) + Do(p°) and thus that a one-
dimensional p? (¢) with score D(p?) at ¢ = 0 corresponds with a zero score for
g(p%). In addition, we have that P, Dy(p?) = 0 (i.e., the empirical distribution
of W is a nonparametric maximum likelihood estimator) so that p2(e) can be
selected to only vary pO (Y | A, W) with a score D;(p,) at e = 0.

We now propose an easily implemented targeted maximum likelihood es-
timator of the marginal causal effect by using a normal regression model as
hardest submodel. Specifically, consider an initial density estimator p® with
marginal distribution of W equal to the empirical probability distribution
of Wi,...,W,, and let the conditional probability density p’(Y | A, W) =
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mﬁ]({}/ — QY%A W)}/ o(Q%) (A, W)) be a normal density with mean
Q%(A, W) and variance o(Q%)?(A,W). Here fy denotes the N(0,1) density.
In addition, g(p§)(A | W) is a particular fit of the conditional density of A,
given W. We now consider as possible submodels p? (¢)

RO | AW) = ] e 7x e

@AW’ (QO)(A W)

where the function i will be specified so that the score of p® at € = 0 equals
the efficient influence curve at p?. The maximum likelihood estimator of € is
simply given by the weighted least squares estimator for a univariate linear
regression model:

en = axgmin SV = QA5 W) — eh(p)) (s Wi”zo—@wim, W)

The score of pY(e)(Y | A,W) at a value € is given by:

_Y - Q?L(A7 W) — Eh(pg)(/L W)

Sle) = o(QUR (A, W)

h(pn) (A, W),

and ¢, solves indeed P,S(e,) = 0. If we set

[(A=1) I(A=0)

), w) = (B - A=Yt

then the score S(0) = D1(p%) = (Y = QV(A, W) (I(A=1)/¢°(1 | W)—-I(A=
0)/g2(0 | W)) of pO(e)(Y | A,W) at € = 0 corresponds with the efficient
influence curve at p2. As in our previous subsection, since p? (W) equals the
empirical distribution of W the MLE of ¢; — P, logp°(e1)(W) equals € = 0,
and g(A | W) will not be varied by p(e): that is, the marginal distribution
of W and the treatment mechanism ¢°(A | W) will not be updated in the
algorithm for calculating the targeted maximum likelihood estimator.

Let p. = p2(e,) whose conditional distribution of Y, given A, W, is a
normal density with mean QL (A, W) and variance o%(QL)(A, W), where

Qi(/h W) = Q(pi)(/h W) = Q?L(A7 W) + Enh(pg)(A> W)

The corresponding estimate of 1) is given by

S|
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It is straightforward to show that P,D(p.) = 0 in the case that o2(A, W)
is constant in the model {p?(€) : €}, but is simply set at an initial estimate.
Thus in this case the targeted maximum likelihood is achieved at the first step.
For arbitrary fixed values of o(A, W), the targeted MLE is locally efficient in
the sense that if g(p?) is consistent at some rate, then it is consistent and
asymptotically linear for arbitrary Q% and it is efficient if Q0 is consistent for
Qo(A,W). Likewise, a consistent Q! (A, 1) will lead to a consistent estimator
of the parameter of interest vy, even with an arbitrary fit of the treatment
mechanism g(A|W). Iterative estimation of o provides no (asymptotic) re-
ward, and could simply be omitted by setting (e.g.) ¢ at an initial estimate,
so that the targeted MLE is achieved in a single step.

6.3 Targeting the treatment mechanism as well.

We will now proceed with this example, but also use for gg a targeted maximum

likelihood estimator. Our goal is to make the IPTW estimator ¥, rprw =
Ly, Yi% corresponding wiht the targeted MLE g, an efficient
estimator. Let g(pl)(A | W) be an initial estimator and represent it as a

logistic function:

1

g(pp) (1| W) = 1+ exp(—mo(W))’

Consider as parametric submodel

1
1+ exp(—m9 (W) — e2h(p%)(W))

g(pn)(e2)(1 | W) = (11)
Let €2, = argmax P, log g(p®)(e). In practice this can be done by fitting a
logistic regression in the covariates m2 (W) and h(p®)(W), setting the inter-
cept equal to zero, and setting the coefficient in front of m2 (W) equal to 1,
and set €, equal to fitted coefficient in front of h(p?)(W). It is also fine to
refit the intercept and coefficient in front of m? (1), since choosing additional

parameters still guarantees that the linear span of scores includes the score of
h(p2)(W). We have

d 0 ! 0 0
e, 08 g(pn)(e2)l  (O) = hlpn)(W)(A = g(pa) (L] W)).

lea=0

Solving for h so that
h(W)(A—g(ph)(X | W) = Dear(py)(0)
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Qp,)(A, W)
gn(A W)

—{QW) (1, W) = Q(p,)(0, W)}

(I(A=1) - I(A=0)}

yields the solution

h(po)(W) — Q(pg)(L W) Q(pgz)(()? W) )

! g@) (L[ W)~ g(pp)(0 | W)

We are now ready to present the proposed targeted MLE which also targets
the treatment mechanism fit.

The algorithm for targeted maximum likelihood estimation of a
marginal causal effect, including the targeting of the treatment mech-
anism. Thus the algorithm for targeted maximum likelihood estimation of
o can be described as follows. Let & = 0, and let g°(A | W) and the regression
fit Q°(A, W) of Ex(Y | A,W) be given. Let
I(A=1) I(A=0)

1 = miat QAW = (S - S e@ W)

and

k _ k k o Qk(LW) Qk(()? W)

Let m*(W) = log(g"(1 | W)/g"(0 | W)) so that ¢*(1 | W) = 1/(1 +

exp(—m¥*(W)). Consider the logistic regression model

. B 1
g (e2)(1| W) = 1 4 exp(—m*k(W) — exh5 (W)’

Let €,(k) = argmax,, B, log ¢*(e2) be the maximum likelihood estimator of
this univariate logistic regression model, and let

1
o (QF)*(Ai, Wi)’

(k) = argmin Y"(; — QA W) — erhh (A, )2
|
the univariate least squares estimator of €.
Now, update ¢* and QF as follows:
QMHAW) = QNA W) + ern(k)RE(A, W)
m YA W) = mP (W) + e (k) hy (W)

k1 _ 1
g (AlW) = 1+ exp(—mk+t(W))

Set k = k + 1 and iterate this algorithm.
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Equivalence of IPTW, DR-IPTW, and targeted maximum likeli-
hood estimators. Recall that the efficient influence curve function is de-
composed as D(g,Q)(0O) = Drprw(g, Q) — Dcar(g, @), where Drprw (g, Q) =
X (I(A = 1) — I(A = 0)) - ¥(Q), and Deanlg, @) — 9414 —
1) —I(A =0) — (Q(1,W) —Q(0,W)). For k converging to infinity the
targeted MLE yields a final estimator g, of the treatment mechanism and a
regression fit ,,(A, W) so that the score equations of the two submodels in €;

and €9 are solved at e = e = 0:

P.D(gn,Q,) =0 and P,Dcar(gn, @n) = 0.

This implies also that
PoDrprw (gn, @n) = 0.

Thus, we can conclude that the three estimators
Y;
gn(Ai | W)
Y;

n ; In(Ai | Wi)
— Dcar(gn, Qn)(Ai, Wi)

1 n
YV, MLE = EZQn(l,W/z’)—Qn(O,VVi)
=1

(I(Ai=1)—I(A;=0))

NE

V., rprw =

1
n;3
1

3 |

V., pr—1PTW = (I(A;=1) = I(A; =0))

are algebraically identical: \I]n,IPTW = \I]n,DR—IPTW = \I]n,MLE- That iS, the
targeted MLE W(Q),,) equals the IPTW and DR-IPTW estimator based on the
targeted MLE (g, @,) as estimators of the nuisance parameters (go, Qo) in the
corresponding estimating equations. Preliminary results suggest that consis-
tency of the resulting targeted likelihood algorithm depends on the consistency
of either the gy or )y component of the initial density estimator.

6.4 Simulation for marginal variable importance.

Simulated data can be used to illustrate the benefits of the targeted likelihood
procedure. We simulated replicates of the data structure O = (W, A,Y) ~ py
representing baseline covariates, a binary treatment, and a response measure-
ment on a subject, and attempted to estimate the causal effect of treatment
A on response Y. We generated 1000 datasets of size n = 200 according to
the following mechanism:

W~ U(0,1)
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A € {0,1}
guWw) = PA=1W) = 1+exp(—8ﬂi2—|—8W—1)
e ~ N(0,1), €L (W,A)
Y = AQLW)+(1—A)Q0, W) +e

QUO.IV) = —2, QL) = —(8W? 80 + 1)

Here O represented a censored data structure. The unavailable counter-
factual data was given by,

X = (W, Yy, Y1) = (W,Q(0,W) +¢,Q(1, W) +e).
It could be be verified that the coarsening at random assumption held, or that,
AL x|y,
as well as the experimental treatment assignment assumption, implied by,
0 <0.26 < g(1|W) < .74 < 1 with probability one.
Together these assumptions made it possible to estimate the parameter,
U(po) = EIYi] — E[Ye] = 1,

representing the counterfactual mean difference between the treatment group
(A =1) and the control group (A = 0).

The standard estimators for this problem are the inverse probability of
treatment (IPTW), maximum likelihood (G-computation), and doubly robust
(efficient) estimators. These respectively depend on fitting either the censoring
mechanism ¢ or the nuisance parameter Q(A, W) = E[Y|W], and are given as
follows, where hy(A, W) = m — #f{,):

v rpTwl(e) = %EYihg(Ai,Wz-)
i@ = 3L W) - Q. W)

I
—

(2

1 n
¥, DRIPTW(9: Q) = VY, 1pTW + ¥, MLE — - 2 hg(Ai, Wi)Q(A;, W)

Typically estimation is based on forming external estimates of at least one
of the two nuisance parameters g or ), and then applying one of the IPTW,
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maximum likelihood, or double robust estimators. The three estimators can
potentially be very different from one another, leading to difficulties when
interpreting the data. Targeted likelihood resolves this problem, by estimating
both nuisance parameters g and () accurately with maximum likelihood, but in
a way so that the IPTW, maximum likelihood, and doubly robust estimators
are algebraically equivalent.

As our initial fit to py prescribed that {Y|A, W} followed a Gaussian dis-
tribution with fixed variance, the hardest one-dimensional submodel ¢ — p.
for estimation of W(py) could be given by,

{Y[A, W} ~ N(QY (A, W) + ehy(A, W), o),

while the laws of {W} and {A|W} were left unchanged. The maximum like-
lihood estimator of € became,

S By (s (Y — QYA W)

" Z?:l hg(Ai> VVZ) ’

leading to the updated estimate of Q(A, W) = E[Y|A, W],
QWA W) = QA W) + enhy (A, W).

When the treatment mechanism g was not updated, the targeted likelihood
algorithm converged in a single iteration. Note that the update did not de-
pend in any way on the choice of variance o2 for the law of {Y|A, W}, so
long as it was a constant. The parameter ¥(py) was then estimated with
U(p(en)), which was equal to \ImeLE(QS)) and ¥, pR_1pTW(9; QW). The
treatment mechanism ¢ could also be updated with targeted likelihood, to
make the IPTW estimator equivalent with the maximum likelihood and dou-
ble robust estimators. This was done by making a one-dimensional model
ge(1|W) through ¢g(1|WW) at € = 0, whose score at € = 0 was the projection of
the IPTW estimator’s influence curve on T(npR. Such a submodel could be
formed by taking,

Q) | QO.W)

logit(ge(1W)) = g(1IW) + = e + =]

Because this was simply a logistic model for {A|W}, we could estimate e
through logistic regression. After iterating the targeted likelihood procedure
to update both of the ) and ¢ nuisance parameters until convergence, the
[PTW, maximum likelihood, and double robust estimators of W(py) became
equivalent.
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For this data structure, \I]n,DR-IPTW(% Q) was asymptotically efficient,
meaning that its asymptotic performance was superior to any other regular
estimator. This efficient estimator could not be used directly on observed
data, due to its dependence on the unknown nuisance paramters g and ). We
assessed the quality of an estimator ¥,, through the ratio

Epy[n|¥n — ¥(po)|*]

B = Ep[n|¥,, DR-1PTW (9, @) — ¥(p0) |’]

For large enough sample size n, and consistent and asymptotically linear ¥,,,
this approximated the asymptotic relative efficiency of ¥,, to the efficient esti-
mator, and necessarily exceeded one. We approximated R(WV,) after forming
W, on 1000 simulated datasets of size n = 200.

In our simulations, we considered known censoring mechanism g, as could
occur in a randomized clinical trial. We misspecified the nuisance parameter
@, by estimating F[Y|W] in the A = 0 and A = 1 strata with linear regres-
sion, while quadratic regression would have been appropriate. This first-order
approximation to () lead to an inaccurate maximum likelihood estimator, hav-
ing R(¥,) = 2.63. Confidence intervals for R(V,,) were negligible, due to the
number of simulations. The misspecified nuisance parameter () did not affect
the performance of the IPTW estimator, or the consistency of the double ro-
bust estimator, which respectively had asymptotic relative efficiencies R(W,,)
of 1.18 and 1.15. Note that the IPTW estimator was unbiased, but was less
accurate than the double robust estimator with misspecified (). After updat-
ing (Q with a single targeted likelihood iteration, R(¥,) decreased to 1.10.
The resulting estimator was then a maximum likelihood estimator (and dou-
ble robust estimator) with updated @), and the update greatly increased of
the accuracy of the parameter estimate. When also updating the censoring
mechanism g, the asymptotic relative efficiency dropped even further to 1.07,
making the estimator almost equivalent with the efficient estimator. In spite
of the fact that the censoring mechanism g was already known, estimating it
from the data was nevertheless beneficial, as could be surmised from Chapter
2.3.7 of (van der Laan and Robins (2003)).

Thus, the targeted likelihood algorithm allowed us to estimate the nuisance
parameters g and () with maximum likelihood in a manner such that three
standard estimators become identical, and led to better performance than
was achieved by the initial IPTW, maximum likelihood, and double robust
estimators.
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6.5 Semiparametric regression example.

Let O = (W, A,Y) ~ po and consider the semiparametric regression model
M={p: E,Y | AW)-E,( | A=0W)=m(AW | B(p))} for some
parametrization 3 — m(A, W | ) satisfying m(0, W | 8) = 0 for all § € R".
This is equivalent with assuming Eq(Y | A, W) = m(A,W | Bo) + 6o(W)
with 0y unspecified and m(0,W | 5) = 0, and can therefore also be viewed
as a semiparametric regression model. It has been recognized that a maxi-
mum likelihood fit (e.g., generalized additive models) of the semiparametric
regression suffers from bias for the parametric part, so that one needs to un-
dersmooth the nonparametric components in the semiparametric regression
model. However, the literature does not provide practical guidance about how
to undersmooth. Therefore, the targeted MLE approach presented here pro-
vides an importance practical improvement. Let ¥(p) = 8(p) € R be the
parameter of interest.

This type of semiparametric regression models has been considered by
various authors (e.g., Newey (1995); Rosenbaum and Rubin (1983); Robins
et al. (1992); Robins and Rotnitzky; Yu and van der Laan (2003)). The lat-
ter three articles derive the orthogonal complement of the nuisance tangent
space (i.e., the set of all gradients of the pathwise derivative), the efficient in-
fluence curve/canonical gradient, and establish the wished double robustness
of the corresponding estimating functions. In particular, for our purpose we
refer to Theorem 2.1 and 2.2 in Yu and van der Laan (2003) for the following
statements.

The orthogonal complement of the nuisance tangent space is given by:

where Dy(p)(0) = (WA W) — Ep(h(A,W) | W)Y —m(A,W | 5(p)) —
E,(Y | A =0,W)). The orthogonal complement of the nuisance tangent
space corresponds with the set of gradients for W at p given by:

Tk ) = {—c)(h) ' Du(p)(0) : h = (h1, ... ha)},

where ¢(p)(h) = %EpDh (p, ﬁ):ﬁ 5y’ and Dy, now represents a vector function
=6(p
(Dhyy ..., Dp,). The efficient influence curve is identified by a closed form index

h(p) (see e.g., Yu and van der Laan (2003)), which is provided below (12). Let
D(p) = Dy (p) be this efficient influence curve at p as identified by this index
h(p).

Let g(p) be the conditional density of A, given W, under p, let Q(p) be
the conditional distribution of Y, given A, W, under p. We note that the
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parameter W(p) is only a function of Q(p), and the density factorizes as p(O) =
p(W)g(p)(A | W)Q(p)(Y | A, W). As a consequence, the elements Dy(p)
are orthogonal to the tangent spaces of the nuisance parameter g(p) and the
nuisance parameter p(W). That is, we can decompose the efficient score D(p)
into three subcomponents as follows:

D(p) = D(p) - E,(D(p) | A, W) + Ey(D(p) | A, W) — E,(D(p) | W)
+E,(D(p) | W) = E,D(p),

which corresponds with scores for p(Y | A, W), p(A|W) and p(W) at p,
respectively, but E,(D(p) | A, W) — E,(D(p) | W) = 0 and E,(D(p) |
W) — E(D(p)) = 0. Thus the efficient influence curve D(p) represents only a
score for Q(p)(Y | A, W), and indeed satisfies E,(D(p)(O) | A,W) =0.

Consider an initial density estimator p2 = (p2;,, 9(p2), Q(p2)) of (W, A,Y)
with marginal distribution of W being the empirical probability distribution
of Wi, ..., W,. Above we showed that a submodel p (¢) through p? with score
D(p?) at € = 0 can be selected to only vary the conditional density Q(p?) of
Y, given A, W, with a score D(p®) at € = 0. Such a submodel will now be
presented.

Let p° € M. Suppose that Q(p?) is a normal distribution with mean
0(p%)(A, W) = Eyp (Y | A,W) and variance 0*(A, W) = 0(Q%) (A, W). Recall
that D(p)) = (h(0)(A, W) — By (h(s) | W))(Y —m(A, W | BG") = By (Y |
A = 0,W)). For notational convenience, we will represent this function as
MDY (A, W)(Y — By (V| A, W) with now h(p2) so that Eyg (h(p})(A, V) |
W) = 0. Consider the parametric submodel of M defined as the normal
density with conditional variance o?(A, W) and conditional mean m(A, W |
B9(€)) + 6°(¢). That is,

QSL(E)(Y | A, W) _ - 1 Y - m(A>W | ﬁn(e)) — Qn(e)(W)> ’

(A, W)fo o(A, W)

where 33(0) = B(QY), 62(0) = 0(Q0) = Eqy(Y | A = 0,), and fo is the
standard normal density. We note that this is a valid submodel through Q°
at e = 0. Let 3(e) = B(Q%) + € and 0%(e) = 0(Q°) + €"r. It remains to find a
function (W) so that the score of Q°(¢) at € = 0 equals the efficient influence
curve D(p?).

We have that the score S(€) at € is given by (note that fi(z)/fo(z) = 22:/0?)

S(e)a?(A, W)
d

= AV ] 32060 RO | W] 26 - R0V}
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dgp(e)
Solving for r so that S(0) = D(p") yields the equation
h(py) (A, W)(Y — Equ(Y | A,W)) =
o { (A W | BQY) = r(W)} (Y = Egy (Y | A,W)).

In order to have that the score equals Dj for a particular h(A, W) with
Epo (h(A,W) | W) = 0, we need

_ { d m(A,W|ﬁS(E))—T(W))}(Y—m(A,W|ﬁ2(6>)—92(6)(W))-

E

P9,

4/dB0m(AW|50)
(e | W)

By (ocaam | W)

This yields the following score for our submodel p?(¢) at € = 0:

S(0) = h(py) (A, W)(Y —m(A, W | B(Q,)) — 0(Q4) (W),

r(ph)(W) =

where
BAW) = i emm(AW | B(@0)

1 By (gmm(AW | B(QY)/0*(A,W) | W)
o2(A, W) Ey (1/0*(A,W) [ W) '

This choice h(p?) gives a score S(0) equal to the efficient influence curve (see
e.g., Yu and van der Laan (2003)). So we succeeded in finding a submodel
0 (¢) with a score at € = 0 equal to the efficient influence curve at p®. Thus
we are now ready to define the targeted MLE.

Consider the log-likelihood for p2 () in e:

. Vi — m( A Wi | 80+ ) — (2(W) + € (30) ()
2 log f AW ) |

1
n

Let €, be the maximizer, which can thus be computed with standard weighted
least squares regression:

o 1
€, = arg min E _

2

(Y = m(AL Wi | B2+ €) = 00(W3) — er(py) (W3)) -

The score equation 0 = d/del(e) = P,S(e) for €, is given by
m(B33(e)) = r(p) } (Y = m(3(e)) — 03 — € r(pY))

o2

0 — Pn{dm()
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In the sequel we consider the case that m(A, W | 3) = B8Tmy(A, W) is lin-
ear in [ for some specified covariate vector mq(A, W). In this case we have
d/dem(A, W | B) = mi(A, W) so that the score equation P,S(e) = 0 reduces

to:

n 02 .
Firstly, we note that ¢, exist in closed form:

o goip lma =)} (Y = Bl = 07)

n n n 0_2 5
where the d x d matrix A,, is given by

_1I¢ 1 0 0 T

An = " ; m {ml(Ai> Wi) — T(Pn)(VVz)} (ma(Ai, We) +r(pn) (Wi))

Let p2(e,) be the new density estimator. Recall that the distribution of
(A, W) under p°(e,) is still the same as under p?, because p? (€) only updates
the conditional distribution of Y, given A, W. We now wish to investigate
if the first step targeted MLE p! = pY(¢,) already solves the efficient score
equation: P,D(pl) = P,D(p°(¢,)) = 0. We have that P, D(p?(e,)) is given by

p {1 = rEED} (Y = (3 + ey = 02— eur(p(e.))

Because r(p2(€)) = r(p?), it follows that P, D(p’(e,)) is given by

p L —rp)} (Y — (6, J; en)n — 0y — enr(p))))

Y

but the latter equals zero by the fact that P,S(e,) = 0 (12). This proves that,
if m(A, W | B) is linear in (3, then the targeted maximum likelihood estimator
is achieved in the first step of the algorithm and solves the efficient influence
curve estimating equation P,D(p) = 0. If one would also update o(A, W)
in the submodel p?(¢), then the algorithm would have to be iterated in order
to converge to a targeted MLE solving P,D(p) = 0. Similarly, for nonlinear
models m(A, W | 3) the targeted MLE algorithm will also need to be iterated
till convergence.

7 Targeted MLE as loss based estimation.

In the previous sections we defined a targeted MLE in terms of an initial
density estimator and the targeted MLE algorithm applied to this initial den-
sity estimator. In order to provide a general data adaptive likelihood based
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approach for construction of targeted MLE’s (also allowing for an integrated
data adaptive approach for searching over the initial densities, just as in sieve
based MLE), we now note that the targeted MLE approach corresponds with
a particular modified log-likelihood loss function. Specifically, let

L(p | Ry) = —logp*(p),

where p*(p) is defined as the limit for & — oo of the targeted MLE applied to
Py and starting at p:

PP =arg max Pylogp. (13)

pelph(ie}

Note that L(p | Py) is a loss function for densities p of the data indexed by un-
known nuisance parameters, since the ef = arg max, P log p*(e) are unknown.
However, estimation of the unknown nuisance parameter corresponds simply
with applying the targeted MLE algorithm to the data starting at p. The loss
function satisfies

= in ByL(p | P
po = argmin P L(p | Fo),

because p*(po) = po and py = argmin,e g —Fplog p. Therefore, we can apply
the unified loss based learning approach presented in van der Laan and Dudoit
(2003) based on this new loss function L(p | Fp) for a candidate density p.
Succinctly, this loss based learning approach works as follows. Let My C M
be a sieve of M indexed by fine tuning parameters s. Let

= D,(P,) = in P,L(p | P,) = P, log p* (p),
p (Pn) arg min (p| Pn) arg max og p,(p)

where p? (p) represents the limit density of the targeted MLE algorithm start-
ing at p applied to the data P,. Note that this maximization corresponds
with maximizing the log likelihood over solutions of P, D(p*) = 0, where the
p* = p*(p) is restricted by the constraints on the initial p. We can select s
with likelihood based cross-validation:

50 = $(P,) = argmin Eg, P} 5 L(G,(PY5) | P, ),

resulting in the targeted ML density estimator

A

Pn = Pspn = cbé(Pn)(Pn)

and targeted ML estimator of ¥ given by ¥,, = ¥U(p,).
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8 Discussion.

In this article we assumed a model in terms of densities with respect to a
known dominating measure, and our targeted MLE density estimators are
assumed to be dominated by this dominating measure. This allowed us to
simplify the presentation of the method. However, we also wish to stress that
the presented targeted maximum likelihood estimation methodology can easily
be generalized to targeted maximum likelihood estimation in models in terms
of probability distributions including (say) discrete as well as continuous dis-
tributions, just as this is common practice in maximum likelihood estimation
in semiparametric models. The targeted MLE algorithm takes as input an
initial density with respect to a specified dominating measure, and is based on
a hardest submodel in terms of densities with respect to this same dominating
measure. Thus, the targeted MLE algorithm can be applied to discrete dis-
tributions as well as continuous distributions, and as a consequence, the (loss
based) targeted MLE learning as presented in Section 7 applies to models that
are not necessarily dominated by a single dominating measure.

As a further generalization, the iterative principle underlying this work can
be applied to loss functions other than the negative log likelihood. Given a
loss function defined on the data and parameter space (and possibly a nui-
sance parameter 1), we can make a one-dimensional e-extension through a
space containing both the parameter ¥ and nuisance parameter 7, initialize
the parameter estimate at W(0), and then update the parameter estimate by
choosing € to minimize the empirical risk £ > | L(O;, ¥(e)|n(e)). The re-
quirement underlying the procedure is that < L(O, ¥(e)|n(e))|c=o is equal to
an estimating equation for the parameter W. If this condition is met, then
solving this estimating equation should correspond to convergence of the it-
erative empirical risk minimization algorithm. Hence, applying the algorithm
with such a loss function L(O, ¥|n) leads to a fusion of general loss based
estimation and estimating function methodology.

Given a density estimator we defined a targeted density estimator through
an iterative maximum likelihood algorithm along hardest submodels with a
score equal to the efficient influence curve of the parameter of interest. This
tool allows us to map any candidate density p into its targeted version p (p).
We now showed that by using the minus log density as loss function and
thereby use the log-likelihood criteria in combination with the cross-validated
log-likelihood criteria, but restricted to targeted density estimators only, we can
build data adaptive sieve based algorithms for generating a final targeted ML
density estimator and corresponding substitution estimator of the parameter
of interest.
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By restricting the log-likelihood criteria and cross-validated log-likelihood
criteria to targeted densities only, targeted maximum likelihood estimation
provides now a purely likelihood based methodology for estimation of any
kind of parameter such as pathwise differentiable parameters and infinite di-
mensional parameters: see our accompanying technical report.

In particular, we showed that targeted maximum likelihood estimation
completely unifies maximum likelihood estimation and estimating function
based estimation, and results in important improvements in both. Targeted
MLE also deals naturally with the issue of multiple solutions of estimating
equations by using the log-likelihood as the criteria to be maximized. Another
nice feature of targeted MLE is that it always improves on the initial density
estimator by increasing the log-likelihood fit. As a consequence, when targeted
MLE is applied to estimate pathwise differentiable parameters of a full data
distribution F'yx in CAR censored data models as in (van der Laan and Robins
(2003)), if one applies the targeted MLE to an initial p? = (¢°, Q") with
g% and Q° being fits of the censoring mechanism go and the Fy-factor Qg
of the density pg, then it provides an estimator which is guaranteed to be
more efficient than the double robust IPCW estimator based on estimating
the nuisance parameters (go, Qo) with p®. So the targeted MLE algorithm
provides a natural way to always improve on any initial double robust IPCW
locally efficient estimator as presented in van der Laan and Robins (2003).
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