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Abstract With the rapid development of cloud computing and other related services, higher require-

ments are put forward for network transmission and delay. Due to the inherent distributed character-

istics of traditional networks, machine learning technology is difficult to be applied and deployed in

network control. The emergence of SDN technology provides new opportunities and challenges for the

application of machine learning technology in network management. A load balancing algorithm of

Internet of things controller based on data center SDN architecture is proposed. The Bayesian network

is used to predict the degree of load congestion, combining reinforcement learning algorithm to make

optimal action decision, self-adjusting parameter weight to adjust the controller load congestion, to

achieve load balance, improve network security and stability.

Keywords software defined networks (SDN); Bayesian network; reinforcement learning

1 Introduction

With the rapid development of Internet technology and mobile communication technology,
the infrastructure, resources and structure of network system become more and more complex.
In order to manage, maintain and optimize the network system more effectively, more intelligent
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devices need to be deployed. As an important carrier of data, network structure becomes more
and more complex with the exponential growth of Internet data. In a network, in addition to
the information contained in the node itself, the relationship between nodes also has great value
of data mining. As a new network technology, SDN provides powerful functions for network
control and new opportunities for network security research. In multi-controller condition,
load balancing of controller is serious problem which impacts the controller resource utilization
rate[1−3], it is one of the important methods to ensure the quality of network service, it is mainly
to expand the data processing ability of the network by reasonably scheduling the network
and computing resources, so as to avoid network congestion and improve the performance
and robustness of the network, based on the network security, realize the network security
optimization and load balance of the controller.

The emergence of SDN, from a global perspective, getsrid of the limitation of hardware
on network architecture, reduces the cost of network management, and reduces the difficulty
of management and operation. SDN introduces a controller as the brain of the whole net-
work, namely the central controller. It separates the transmission layer and control layer of
the network from each other, that is, decouples the control plane and data plane of traditional
network equipment. The central controller is responsible for the entire network control, and
the control logic is supervised by the control plane, making network management more con-
venient. The efficiency of network operation, maintenance and management is improved, the
central control of the network is more convenient, and the unified external interface is pro-
vided through the network resources managed by the data plane, making the network open and
programmable[4−6]. In the field of artificial intelligence, reinforcement learning has become an
extremely important core technology, and people’s attention is also focused on research and
application of reinforcement learning. How to make a decision is the essential problem of rein-
forcement learning. The agent is in the surrounding environment and gains experience through
continuous exploration to make the best action choice. Reinforcement learning algorithms can
explore the surrounding environment through agents, and without prior knowledge, continue to
train for many cycles to make the most correct action decision[7−12]. Many researchers at home
and abroad have a lot of interest in the study of Bayesian networks. The research directions
mainly include Bayesian network structure learning, parameter learning and practical applica-
tions. The premise of parameter learning is how to construct a reasonable network structure.
Therefore, Bayesian network structure learning, this research direction is the core research di-
rection of the three[13−17]. Through continuous development and progress of SDN, in order to
achieve SDN load balancing, and to prevent and solve the occurrence of SDN link congestion,
many domestic and foreign scholars in the field of SDN continue to study SDN load balancing
algorithms. The transmission of information in the network needs to ensure its transmission
speed and quality. The SDN load balancing optimization strategy mainly includes the following
two aspects, namely SDN controller and link load balancing[18−22]. Therefore, the load bal-
ancing problem of SDN controller has become the focus and hotspot of SDN research in recent
years. Recently, there are many studies focus on the reinforcement learning method in load
balancing of SDN controllers, but it has not been combined with Bayesian method[23−25]. This
paper proposes a self-learning load balancing algorithm for SDN controller based on Bayesian
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network (BN) which predict the load congestion. And then this algorithm selects the optimal
action strategy according to the prediction result by the reinforcement learning. The simula-
tion results indicate this proposed algorithm can improve the performance of controller load
balancing in SDN, to improve network security and stability.

2 Data Center Block Diagram Based on SDN Architecture

SDN technology is applied to the data center network, which enables the network re-
sources to schedule together with computing resources and storage resources, and provides
the open interface to the upper application, and further provides the ability of new business
development[26−29]. The data center system architecture built with SDN is shown in Figure 1.
The system is divided into three parts.
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Figure 1 Data center block diagram based on SDN architecture

1) VDC Manager
The virtual data center manager is responsible for the realization of the business logic of

the whole multi tenant data center. It controls the calculation and storage of network resources
in a unified way with the interface of VM Manager and SDN NOS to ensure the simultaneous
scheduling of calculation resources and network resources. VDC manager stores the correspond-
ing relationship between virtual machine and network configuration information of each tenant,
provide users with a logical view, so that each user can see their own virtual network, and
according to their own policies for management, while not interfering with the network of other
tenants. User operations on virtual machines and virtual networks are translated into calls to
sdn NOS and VM Manager[30,31].

2) SDNNOS
That is to say, SDN controls the entities, establishes the whole network view, and is respon-

sible for the overall management of network resources, control SDN forwarding device of data
center through openflow protocol. The software part of SDN NOS includes the core of NOS,
that is, the core of network operating system, provide running environment and system services
for upper application. Various modules can be run on top of NOS, and SDN NOS provides
open API to VDC manager[32,33].

3) VM Manager
That is, virtual machine manager, which is responsible for managing computing resources

and storage resources, and reporting events such as virtual machine creation and migration, The
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internal modules include virtual machine migration, high availability (NA), resource scheduling
and so on. It provides an interface to the VDC manager.

3 Bayesian Network Design

The entire network is treated as a black box when the Q-learning algorithm is employed
solely and it is easy to get the Q value to a local maximum. Therefore, this paper uses BN
to solve the problem of Q value local maximum[34]. The original BN structure is based on
reasoning and domain knowledge, as shown in Figure 2.

Switch Node Flow 
Request

Wavelength 
information

Switch Migration 
Number

Static Configuration 
Relationship

Number of Switches

Load of Controller

Controller Load 
Level

Controller Load 
Congestion Degree

Throughput of 
Controller

Delay

Fully 
Connection

Communication 
Overhead

Figure 2 Initial BN architecture

The BN needs to define the controller’s load level before predicting the load congestion level
of the SDN controller, and controller load level C is defined as follows:

C =
NCj

NS
· LCj

LS
. (1)

In Formula (1), NCj is defined as the number of switches connected by controller Cj , NS is
defined as the total number of switches in the topology, LCj is defined as the load of all switches
connected by controller Cj , LS is defined as the total load of all switches in the topology network.
The congestion level of SDN controller is predicted by BN. The load congestion level of SDN
controller is predicted by using controller parameters such as controller load, delay D, number
of switches migration, throughput T and controller load level C. The calculation of controller
load congestion degree is shown in Equation (2):

P (C|LCj , D, T ) =
P (LCj)P (D|LCj , C)P (T |LCj, C)

P (LCj , D, T )

∑
N

(
P (C|N)

P (LCj |N)P (N)
P (LCj)

)

=
P (D|LCj, C)P (T |LCj, C)

P (LCj, D, T )

∑
N

(
P (C|N)P (LCj |N)P (N)

)
. (2)

In Formula (2), N denotes the number of switch migration. Each congestion level corre-
sponds to a predefined weight set. Therefore, after predicting the load congestion degree of SDN
controller, the return function is calculated by Formula (3) using the corresponding weight set
w = {w1, w2, w3}. The basic idea is to use a smaller weight for a higher level of congestion,
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adjusting the parameter weight size to adjust the load congestion of the SDN controller, and
thus achieving load balancing for the SDN controller.

4 Reinforcement Learning Model for SDN Controller Under Load

Balancing

In general, Q-learning algorithm requires each node to record a table, that is, a Q table
storing Q values. This algorithm requires each node to record two tables, one is Q table
for storing Q value, and the other is BN table for storing prior probability and conditional
probability.

4.1 State Space and Action Space

The Q-learning algorithm of SDN controller self-learning load based on Bayesian network
needs to divide the state space first. Its state space is defined as a set of all controllers in SDN
system, namely{State} = {C1, C2, Cj , · · · , CNc}. The Q-learning algorithm of SDN controller
self-learning load based on Bayesian network defines the action space as the connection of all
switches to the core controller, namely A = {(S1, C1), · · · , (Si, Cj), · · · , (SNs , CNC )}. Each
element is defined as the corresponding action of switch Si connected to controller Cj .

4.2 Return Function

The self-learning load balancing algorithm of SDN controller based on Bayesian network
records the relevant parameters of SDN controller after each migration, such as controller load
LCj, delay D during migration, throughput T , and so on. These parameters are important
indicators to measure the load balancing algorithm of the controller, the return function can
be obtained by using the load parameters of the SDN controller.

r(s, a) = w1 · LCj + w2 · T − w3 · D. (3)

In Formula (3), w1 is the weight of the controller’s load LCj; w2 is the weight of the
throughput of the switch during migration, and throughput T is the number of services that
the controller can handle per second. w3 is the weight of the average delay D from the switch to
the controller in the migration of switches. When action a is executed under states, the larger
the return function is, the larger the corresponding Q value is.

4.3 Value Function

In the learning process of Q-learning algorithm, iterative calculation is used to approximate
the value function. A Q-value matrix is preset, the matrix is initialized and the initial value is
set to 0. Q-value iteration updates are as in (4):

Qt+1(s, a) = (1 − a)Qt(s, a) + α(r(s, a) + γ maxQt(s, an)). (4)

In Formula (4), s and a represent the current state and action of the controller respectively,
and an represents the next action taken by the current state. At t+1 iterations, State s chooses
action a, α is the learning rate, which is used to control the difference between the old Q value
and the new Q value. If α = 0, the function will not iterate; if α = 1, it is a Bellman equation.
γ is the discount factor and the value is between [0, 1]. If γ → 0, it means that the reward value
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of current behavior is more considered in controller decision-making; if γ → 1, it means that the
reward value of future behavior is more considered in controller decision-making. maxQt(s, an)
is defined as the maximum reward value for selecting the next action an.

4.4 Action Decision

When migrating an switch, the action decision is made according to the relevant Q value of
the current SDN controller, and the migration decision is made based on Boltzmann probability
distribution. The action with the highest Q value is not always selected in the next action
selection. The action selection strategy expression of self-learning load balancing algorithm for
SDN controller based on Bayesian network is shown in (5):

P (a|s) =
eβQj

t(s,a)∑
l∈A(s) eβQj

t(s,l)
. (5)

In Formula (5), at the t-th iteration, state s chooses action a and Qj
t (s, a) is defined as the

Q value of action a selected by current controller j under state s. A(s) is defined as a set of
optional actions selected under state s, and β is a parameter.

5 Self-Learning Load Balancing Design of SDN Controller Based on

Bayesian Network

SDN controller self-learning system based on Bayesian network, The core controller node
is defined as Cj ; the common switch node is defined as Si; the connection between the switch
and the controller is defined as bij , with a value of 0 or 1; the total load of all switches in the
topology is defined as LS; and the number of all controllers in the topology is defined as NC .

NCj =
∑

Si∈,Cj∈C

bij , (6)

Lcj =
∑

s

P (si), (7)

Object : min

√√√√NC∑
j=1

(
LCj − 1

NC

NC∑
j=1

LCj

)2

. (8)

Formula (6) defines the number of switches connected to controller j, that is NCj ; Formula
(7) defines the load of the controller, and the load of controller LCj defines the amount of data
transmitted by signals from all switches connected to it. The optimization objective of this
algorithm is to minimize the standard deviation of controller load, it can be presented as load
balance degree, as shown in Formula (8). To obtain the solution, the inherent constraints of SDN
controller load balancing problem are delay constraints, cost constraints, binary constraints and
algebraic constraints.

s.t. min(max(dij)) ≤ TD, (9)

e < TE, (10)

∀i, ∃j, bij′ = 0, if j �= j′, (11)
Nc∑
j=1

= NS . (12)
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Delay constraints: The delay between the controller and the switch is defined as dij . The
minimum maximum delay between the controller and the witch must be less than the threshold
TD, as shown in Formula (9). Cost constraints: The number of migrated switches is defined
as the migration cost, marked as e, and its maximum value must be less than the threshold
TE , as shown in Formula (10). Binary constraints: Switches are only connected to dedicated
controllers, as shown in Formula (11). Algebraic constraints: The total number of switches
connected to the controller in SDN is equal to NS , as shown in Equation (12).

Bayesian network is used to predict the degree of load congestion. Based on the prediction
results, the optimal action decision is made by reinforcement learning. The return function
and value function are calculated by using the parameter weight set. In the learning process,
the self-regulation of the parameter weight is realized by using the feedback mechanism, and
the load congestion degree of the controller is adjusted so as to realize the load balance and
improve the load balance efficiency of the controller.

6 Simulation Analysis and Results

6.1 Algorithmic Simulation Environment

The simulation language of this paper is Python 3.6, the CPU is Intel (R) core (TM) i5-2450
M CPU, 2.50 GHz, the installed memory is 4 GB PC, 64 bit win7 operating system. NSFMET
network topology with high recognition is adopted as the experimental topology, as shown in
Figure 3 (the data in the link in the figure is (cost, delay)). The network topology consists of
3 controllers and 11 switches. According to the principle of proximity, 11 switches are divided
into three core controllers. In the process of simulation, the congestion degree of the controller
is predicted by parameter delay D, controller load LCj and throughput T , and then the weight
of the parameters is adjusted to minimize the congestion degree w1, w2, w3 of the controller, so
as to realize the load balance of the controller. The load of each controller in the topology is
limited. When the load changes beyond its range, the optimal strategy should be selected to
transfer the switch connected to other core controllers to the core controller for SDN controller
load balancing. Similarly, when other core controllers are overloaded, the switch connected
to the core controller can also be transferred to other core controllers for SDN controller load
balancing. In order to ensure the reliability of the simulation data, we repeated the simulation
algorithm many times to eliminate the interference of unrelated factors and record the relevant
simulation data.
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6.2 Analysis of Load Balance Average Delay (AD) During Migration

Firstly, the influence of migration times of switch on the average delay between switch and
controller is simulated. We will compare the self-learning load balancing algorithm of SDN
controller based on Bayesian network proposed with the average delay change in the process
of load balancing algorithm of SDN controller based on Q-Learning in [25], and the simulation
results are shown in Figure 4. It can be seen that with the increase of migration times of switch,
the average delay from switch to controller is reduced, and the self-learning load balancing
algorithm of SDN controller based on Bayesian network is obviously better than Q-learning
algorithm. With the increase of migration times of switch, the average delay of Q-learning
algorithm from switch to controller is 1.9825, while the average delay of the proposed algorithm
from switch to controller is 0.4976, and the average delay used is reduced by 74.9%. It is shown
that the self-learning load balancing algorithm based on Bayesian network designed is much
better than Q-learning algorithm in time delay, which improves the load balancing efficiency of
the SDN controller.
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Figure 4 Analysis Chart of AD during migration

6.3 Analysis of Load Balance Degree (LBD) During Migration

Then the influence of the change of the migration times of the switch on the load balance
degree of the controller is simulated, and the change of the load balance degree of the Q-
learning algorithm and the self-learning load balance algorithm of the SDN controller based on
the Bayesian network when the migration times of the switch change is compared and analyzed.
The simulation results are shown in Figure 5. It can be seen that with the increase of migration
times of switch, the load balancing degree of Q-learning algorithm and the proposed algorithm
will decrease. In the whole simulation process, with the increase of migration times, the curve
convergence speed of Q-learning algorithm is slow, the curve convergence value is 0.672, while
the curve convergence value of the proposed algorithm is 0.545, and its convergence value
is lower than Q-learning algorithm. In the process of simulation, the average value of load
balance degree of Q-learning algorithm is 1.918, and Bayesian network is introduced to predict
the load congestion degree of controller, furthermore, combined with Q-learning algorithm, the
controller load balancing is faster. The average load balancing degree of the proposed algorithm
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is 1.391, the average value of the controller load balancing degree is reduced by 27.5%, and the
convergence value of the controller load balancing degree is reduced by 19%. It can be seen
that the proposed algorithm has faster curve convergence rate, smaller convergence value, better
load balancing degree and better load balancing function of the controller.
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6.4 Analysis of the Change of AD with LBD During Migration

In the simulation process, In Figure 6, the influence of the average time delay between the
switch and the controller on the load balance of the controller is analyzed. The average time
delay from the switch to the controller of Q-learning algorithm is 1.471. The average time
delay of Bayesian Q-learning algorithm is 0.296, and the average time delay of Bayesian Q-
learning algorithm is reduced by 73%. It is easy to see that the Bayesian Q-learning algorithm
is much better than the Q-learning algorithm, which can improve the load balancing speed of
the controller more quickly on the basis of good load balancing.
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7 Concluding Remarks

With the rapid development of network scale and cloud computing, data center, as the core
infrastructure of large-scale server collection, is highlighted, which is mainly reflected in the
explosive growth of network traffic. The traditional network architecture has a single static
processing method, which is more unsuitable for the data center network traffic scheduling,
and seriously hinders the development of cloud computing. SDN network architecture, with its
characteristics of decoupling control plane and forwarding plane, centralized network control,
standardization of control and forwarding interface, providing programmable interface, provides
a good solution for the uniform distribution of network traffic, improving the bandwidth utiliza-
tion of links, flexibility of traffic scheduling, and becomes an important development direction
of future traffic load balancing scheduling.

This paper focuses on load balancing of IOT controller based on SDN architecture of data
center. Bayesian network is used to predict the load congestion degree of SDN controller. Based
on the prediction results and reinforcement learning, the optimal action strategy is made to
balance the load of SDN controller. The simulation results show that the proposed algorithm
effectively reduces the average time delay from the switch to the controller and the load balance
of the controller, on the basis of well realizing the load balancing function of the controller, the
load balancing speed of the controller is improved more quickly, and improves the performance
of controller load balancing, improve the security and stability of the network.
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