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AI-Driven ERP Systems
Integrating Large Language Models for Enhanced Customer Interaction and 
Operational Efficiency

Large Language Models (LLM) offer significant potential for automating 
complex tasks across domains. This article presents a novel Enterprise 
Resource Planning (ERP) system that leverages LLM to fulfill customer 
requests by accessing the ERP database for real-time updates, modi-
fications, and availability checks, enhancing interaction and efficien-
cy. Using a graph-theoretic framework, the system supports stateful 
workflows with cycles, branching, and human-in-the-loop (HITL) inter-
actions, allowing precise control over application flow. This approach 
redefines LLM deployment in ERP applications, providing enhanced 
automation and responsiveness in customer service.
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Introduction

ERP systems streamline core business 
processes across various functions [1, 2]. 
Traditional ERP systems are often costly 
and complex, posing challenges for small 
to medium-sized enterprises (SMEs) [3, 
4]. Advances in artificial intelligence, 
particularly LLM like GPT-4 and Llama 3, 
transform ERP systems by providing flex-
ible, scalable solutions for SMEs. By en-
abling natural language interactions and 
automating tasks, LLM helps streamline 
ERP functions with reduced cost and 
complexity [5–7]. Integrated LLM can im-
prove efficiency and customer satisfac-
tion by providing real-time responses and 
seamless database updates [8, 9].

Incorporating AI into ERP workflows re-
quires careful control to ensure data secu-
rity, privacy, and reliable oversight [10, 

exploring machine learning and natural 
language processing (NLP) for process 
automation and enhanced customer in-
teractions. Research has demonstrated 
that traditional ERP systems can be en-
hanced using AI to automate repetitive 
tasks, optimize resource allocation, and 
improve decision-making through data 
analysis [13, 14]. However, these systems 
often lack the flexibility to handle natural 
language queries and require extensive 
customization for specific workflows.

Several studies have incorporated NLP 
to interpret customer queries and auto-
mate simple workflows [15]. Nonethe-
less, these systems rely on predefined 
templates and fail to adapt dynamically 
to complex or evolving scenarios. HITL 
methods have been explored in deci-
sion-critical workflows to maintain over-
sight and security [16]. While effective 
in ensuring control, these approaches 
often introduce inefficiencies due to the 
reliance on human intervention at multi-
ple stages.

Recent developments in graph-theoret-
ical approaches have facilitated the cre-
ation of more adaptive workflows in ERP 
systems [17]. Yet, these models frequent-
ly lack integration with stateful AI agents 
capable of leveraging LLM for contextual 
reasoning.

11]. This study proposes a novel AI-driven 
ERP system that leverages LLM using a 
graph-theoretical approach with HITL 
mechanisms to maintain essential control 
while benefiting from automation [12].

The study aims to:
	■ develop an AI-driven ERP system that 

uses natural language for efficient 
customer interactions,

	■ automate core functions like invento-
ry management and order processing 
to reduce manual workload, as well as

	■ ensure security and compliance with 
HITL mechanisms for sensitive trans-
actions.

State of the Art

Significant advancements have been 
made in integrating artificial intelligence 
into ERP systems, with numerous studies 
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Workflow Management and Compli-
ance Assurance
The AI agent orchestrates the work-
flows depicted in Figure 1 and Figure 2, 
managing request contexts and interac-
tions across components. These work-
flows demonstrate how client requests 
are handled securely and efficiently by 
integrating Safe and Sensitive Tools, 
along with HITL and escalation proto-
cols. By leveraging these mechanisms, 
the system ensures compliance with or-
ganizational policies and regulatory 
standards while maintaining operation-
al excellence.

The system employs a specialized AI 
agent architecture to effectively imple-
ment and manage these workflows. In 
the next section, we delve into the struc-
ture and functionality of the Single-Shot 
ReAct AI Agent, which is crucial for dy-
namic workflow management and the in-
tegration of human oversight within the 
ERP system [20].

Implementing the Single-Shot 
ReAct AI Agent

The Single-Shot ReAct AI Agent is a key 
component of the proposed ERP system. 
It is designed to efficiently handle user 
requests through reactive reasoning and 
single-step decision-making. To imple-
ment the agent, we utilize the open-
source Python LangGraph library, a 
graph-based workflow framework in-
spired by Pregel and Apache Beam, to 

ceive a unique identifier and are routed 
to an AI agent powered by an LLM [18]. 
The agent interprets natural language re-
quests to understand user intent and se-
lects appropriate tools to address them. 
While a single tool often suffices, com-
plex requests may involve several tools.

Incorporating Safe and Sensitive Tools
The system distinguishes between Safe 
and Sensitive Tools for security and oper-
ational integrity:
	■ Safe Tools	  

For data retrieval, the agent uses the 
Info Tool to query the Product Table 
and provide relevant details without 
modifying data, enabling accurate cus-
tomer responses. The Policy Tool em-
ploys a Retrieval-Augmented Genera-
tion (RAG) technique to access a policy 
document in a vector database, cover-
ing access control, data privacy, deliv-
ery protocols, inventory management, 
and return policies [19]. This ensures 
the AI agent’s actions comply with 
company policies and regulations.

	■ Sensitive Tools	  
The Ordering Tool updates both the Or-
dering Table and the Product Table, 
recording transactions and adjusting 
stock levels. As a HITL tool, the Order 
Placement Tool requires explicit cus-
tomer confirmation before proceeding, 
ensuring acknowledgment of transac-
tion details. The Escalation Tool routes 
cases needing further scrutiny to a hu-
man support representative.

Research Gaps Addressed by Our Solu-
tion 
Despite these advancements, the follow-
ing limitations persist in existing sys-
tems, which our solution addresses:
	■ Dynamic Natural Language Interaction	

Unlike template-driven NLP imple-
mentations, our system employs LLM 
for real-time interpretation of com-
plex, natural language customer re-
quests, improving usability and reduc-
ing manual inputs.

	■ Adaptive and Stateful Workflow Man-
agement	  
Our graph-theoretical framework with 
state persistence enables the system 
to dynamically adjust workflows, han-
dle branching and iterative processes, 
and incorporate human input seam-
lessly when necessary.

	■ Human-in-the-loop with Minimal Over-
head	  
By combining HITL mechanisms with 
AI-driven checkpoints and validation, 
our approach ensures compliance and 
security without excessive manual in-
tervention, striking an optimal balance 
between automation and oversight.

	■ Scalability and Simplicity for SME	  
Many state-of-the-art solutions are re-
source-intensive, making them un-
suitable for SMEs. Our streamlined 
architecture, leveraging only a mini-
mal set of tools, provides cost-effective 
scalability.

The proposed AI-driven ERP system estab-
lishes a novel paradigm for integrating 
LLM into enterprise workflows, addressing 
these gaps to ensure adaptability, efficien-
cy, and enhanced customer satisfaction.

Designing the AI-Driven 
ERP System Architecture

This article presents a streamlined 
AI-driven ERP system with a core archi-
tecture built around two primary tables: 
the Product Table and the Ordering Ta-
ble. The Product Table holds product de-
tails, stock levels, incoming deliveries, 
and expected arrival times, supporting 
accurate inventory management. The Or-
dering Table records transaction details 
for order processing and record-keeping.

Client requests submitted via an Appli-
cation Programming Interface (API) re-

Figure 1. The Safe Tools Workflow manages information-only requests, where the AI agent retrieves 
data without modifying records. Info and Policy Tools ensure compliance and provide quick  
responses without human intervention



KI IN ENGINEERING

114 Jahrg. 120 (2025) Special Issue

For HITL control, developers can set 
breakpoints or conditions to pause the 
workflow for review or user approval. If 
an action requires human validation, the 
workflow halts, enabling users to review 
the state, adjust, or approve the task be-
fore it continues. These features provide 
a controlled and adaptable framework, 
balancing AI autonomy with human over-
sight essential for managing complex 
workflows.

Demonstrating the System 
with Tested Workflows

This section showcases workflows high-
lighting our AI-driven ERP system’s prac-
tical application and effectiveness, tai-
lored to specific customer and operational 
needs. The Single-Shot ReAct AI agent 
efficiently manages diverse requests and 
complex scenarios within a scalable, con-
trolled environment.

Prerequisites and Setup for Workflow 
Execution
To achieve optimal performance and sta-
bility, the following configurations were 
implemented:
	■ Database	  

For real-time accuracy, a relational SQL 
database manages inventory, transac-
tions, and customer interactions with 
two primary tables: Product and Order-
ing. The database contains 500 unique 
coffee bean products for testing, en-
suring robust handling of customer 
inquiries and orders.

	■ AI Agent Orchestration	  
LangGraph v0.2 provides a flexible, 
stateful structure with checkpoints for 
tracking, review, and HITL interven-
tions. It utilizes ChatGPT-4o as the LLM, 
enabling adaptive, graph-driven work-
flows for dynamic decision-making.

	■ Tool Configuration	  
Python functions with SQL code allow 
the AI agent to perform data retrieval 
and transactional tasks directly within 
workflows. Secure tools facilitate dis-
tinct data retrieval and transactions.

These workflows exemplify best practic-
es in AI-driven ERP setups, balancing au-
tomation with essential human oversight. 
Each flowchart below illustrates the 
structured approach for different scenar-

	■ Nodes and Transition Functions	  
Each graph node represents a specific 
function or operation within the 
workflow, ranging from standard lan-
guage model interactions to external 
tool calls. Transition functions govern 
how the state updates at each step, al-
lowing nodes to modify or expand the 
state based on real-time conditions, 
enhancing response adaptability and 
accuracy.

	■ Edges and Condition Functions	  
The edges between nodes define deci-
sion pathways. Conditional edges, in 
particular, allow the agent to assess 
specific criteria before advancing, en-
abling intelligent branching. This fea-
ture is critical for workflows with con-
ditional branches or for those requir-
ing loops that revisit nodes to gather 
more information, creating an intelli-
gent and context-aware decision-mak-
ing process.

Persistence and Human-in-the-Loop 
Control Mechanisms
LangGraph’s persistence layer ensures 
comprehensive workflow monitoring and 
controls through checkpoints, which save 
snapshots of the agent’s state and work-
flow metadata at each step. Each work-
flow is assigned a unique identifier, al-
lowing developers to retrieve checkpoints, 
examine the exact state, view pending 
tasks, and access metadata related to the 
last executed node.

manage complex AI-driven workflows 
with dynamic adaptability and reliable 
persistence [21–23].

Structure and Functional Overview
A graph model is at the core of the Sin-
gle-Shot ReAct agent, where each node 
represents a distinct action, decision, or 
tool, and edges define the logical flow be-
tween these nodes. This setup allows the 
agent to navigate diverse decision paths 
based on real-time context. Each node 
evaluates the system’s current state be-
fore progressing, enabling the agent to 
adaptively backtrack, iterate, or re-evalu-
ate steps as task requirements evolve. 
Unlike static workflows, which follow a 
set sequence, this dynamic structure 
supports flexible and responsive task 
management.

Key Components of the AI Agent
Below is a concise overview of the funda-
mental components that empower the AI 
agent’s dynamic, context-aware decision- 
making capabilities.

	■ State	  
Acting as the agent’s memory, the 
state continuously updates with con-
versation history, task-specific data, 
and interim results. This persistent 
state enables the agent to retain con-
text across interactions, handle inter-
ruptions smoothly, and incorporate 
human adjustments as needed.

Figure 2. The Sensitive Tools Workflow handles critical ERP tasks requiring data updates, like  
order placements. The AI agent processes requests, but customer confirmation is required before 
changes. Complex cases are escalated to human support, ensuring secure handling of sensitive 
operations
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ios, highlighting the system’s adaptabili-
ty across various operational contexts.

Case Studies and 
Practical Examples

To evaluate the effectiveness of the AI-in-
tegrated ERP system, we present two case 
studies demonstrating its capabilities in 
real-world scenarios. These examples il-
lustrate how the system handles customer 
interactions, processes orders, and incor-
porates human-in-the-loop mechanisms to 
ensure security and customer satisfaction.

Workflow for Customer Order Placement
This workflow (see Figure 3) outlines the 
process of assisting a customer in select-
ing and purchasing coffee beans. The 
flowchart highlights each step, from the 
initial product recommendation to order 
confirmation, emphasizing seamless in-
teraction and customer consent. This pro-
cess involves the Info Tool for retrieving 
product details and the Ordering Tool for 
processing the transaction. As depicted 
in Figure 3, the AI agent ensures smooth 
communication and verifies customer 
agreement before finalizing the order, 
demonstrating the system’s capacity for 
efficient and customer-friendly service.

Workflow for Customer Order Return
This workflow (see Figure 4) demon-
strates the system’s capability to man-

es and improve customer satisfaction. The 
tested workflows – Customer Order Place-
ment and Customer Order Return – 
demonstrate the system‘s ability to handle 
routine tasks effectively while maintain-
ing customer satisfaction through a bal-
ance of automation and HITL mechanisms.

However, relying on only four tools 
may limit the system‘s capacity to man-
age more complex scenarios. Future de-
velopments may focus subgraphs on 
multi-agent systems and reflection mecha-
nisms, where specialized agents, man-
aged by an LLM supervisor, can handle 
complex workflows and adapt to evolving 
contexts [24, 25]. Incorporating reflec-
tion mechanisms enables the LLM to 
learn from past actions, leading to more 
accurate and adaptive responses [26].

Adding multimodal capabilities would 
further enhance the system by allowing 
the LLM to process various data types, 
such as images, making the ERP more 
versatile [27, 28]. Future research should 
involve real-world testing with SME to as-
sess practical applicability and explore 
technological improvements like ad-
vanced LLM with reflective and multi-
modal abilities and optimized frameworks 
supporting multi-agent orchestration.

Addressing these areas can evolve the 
AI-driven ERP system to offer greater au-
tomation, efficiency, and responsiveness, 
providing SMEs with a powerful tool for 
effective resource management and cus-

age customer return inquiries autono-
mously while incorporating mechanisms 
for human intervention when necessary. 
In this scenario, the customer initiates a 
return request due to dissatisfaction 
with a product. The AI agent first re-
sponds by retrieving policy information 
through the Policy Tool to inform cus-
tomers of their options. If further assis-
tance or verification is required, the Es-
calation Tool activates, forwarding the 
case to a human customer service repre-
sentative, as shown in Figure 4. This es-
calation ensures that while routine in-
quiries are handled autonomously, 
complex or sensitive cases receive hu-
man attention to uphold service quality 
and customer satisfaction.

These tested workflows and case stud-
ies underscore the AI ERP system’s 
adaptability and effectiveness across var-
ious operational contexts. It balances au-
tomation with essential human oversight 
to optimize performance and enhance 
customer satisfaction in industrial and 
research-driven environments.

Conclusion and 
Future Directions

Integrating LLM into ERP systems marks 
a significant leap in automating customer 
interactions and enhancing operational ef-
ficiency. This approach offers SMEs a scal-
able, cost-effective way to manage resourc-

Figure 3. This diagram 
illustrates a customer 

order placement process. 
The customer starts by 

requesting a coffee  
recommendation. The 
LLM processing layer  

interprets customer  
inputs and manages  

requests, with the Info 
Tool querying the data-
base for information. If 
the customer decides to 
order, the Ordering Tool 

requests confirmation 
and updates the database. 

The final step is a con-
firmation message to the 

customer, completing 
the order process
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