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KI-Anwendungen im Engineering
Neue Technologien, neue Chancen?

Machine Learning und Generative AI verändern die Art und Weise, wie 
technische Systeme entworfen, simuliert und optimiert werden. KI-ge-
stützte Prozesse ermöglichen es, Entwicklungszeiten zu verkürzen und 
Kosten zu senken. Doch wie lassen sich KI-Anwendungen strukturiert 
in bestehende Entwicklungsprozesse integrieren sowie Nutzen und 
Erfolgschancen evaluieren? Dieser Beitrag skizziert einen Überblick 
über aktuelle KI-Anwendungen für die Verifikation & Validierung in 
der Produktentwicklung und bietet ein Vorgehen zur Umsetzung von 
KI-Anwendungsfällen.
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Einleitung

Im Hinblick auf die Wertschöpfung von 
Generative AI zählt die Forschung und 
Entwicklung neuer Produkte zu den wich-
tigsten Anwendungsbereichen [1], aber 
auch weitere KI-Technologien finden im 
Engineering Anwendung. Daher etablie-
ren sich zunehmend KI-Anwendungen 
zur Unterstützung kreativer, aber auch 
administrativer Engineering-Prozesse. 
Dies umfasst beispielsweise die Ange-
botserstellung in der RfQ-Phase (Request-
for-Quotation), die Konzeptfindungsphase 
bei Systemarchitekturen (funktionale, lo-
gische und technische Architektursich-
ten) [2] oder die Lösungsfindung bei der 
Softwareentwicklung sowie der mechani-
schen und elektronischen Detailkonst-
ruktion [3]. Doch auch die Simulation so-
wie Verifikation & Validierung (V & V) 
[4], die Transformation funktional struk-
turierter E-BOMs zu montageorientierten 
M-BOMs, die Wiederholteilsuche zur Op-

geführt [6]. Daher wird abschließend ein 
systematischer Ansatz für die Pilotie-
rung und Umsetzung von Nutzenpoten-
zialen vorgestellt, der durch einen Proof 
of Concept und ein Minimum Viable 
Product Unternehmen unterstützt, eige-
ne KI-Lösungen zu entwickeln.

Ausgangslage 
im Engineering

Die zunehmende Verfügbarkeit leis-
tungsfähiger Hardware und der steigen-
de Grad der Digitalisierung befähigen 
vielfältige KI-Anwendungen im Enginee-
ring. Im letzten Jahrzehnt wurden in der 
Forschung vor allem signifikante Fort-
schritte beim Machine Learning (ML) in 
hochspezialisierten Anwendungsgebie-
ten mittels Artificial Narrow Intelligen-
ce erzielt. Während bei den KI-Grundla-
gen praxisrelevante Fortschritte mit 
hoher Geschwindigkeit erzielt werden, 
bleibt die tatsächliche Anwendung im 
Engineering, insbesondere für frühe 
Phasen der Produktentwicklung, hinter 
ihrem Potenzial zurück [7]. Ähnlich wie 
die Einführung von 3D-CAD einen 
grundlegenden Wandel im Engineering 
ausgelöst hat, beginnt mit der breiten 
Verfügbarkeit und Nutzung von KI-An-
wendungen ein Transformationsprozess 
im Engineering.

Entwickelnde Unternehmen werden 
sich der Vielzahl der Herausforderungen 

timierung der Wiederverwendung (z. B. 
bei 3D-CAD) [5] oder die automatische 
Ableitung der Affected Items im Freiga-
be- und Änderungsprozess sind Anwen-
dungsgebiete.

Technologien wie Large Language Mo-
dels (LLMs), Active Learning und die 
neueste Generation Neuronaler Netze 
bieten nicht nur technische Herausfor-
derungen, sondern auch erhebliche stra-
tegische Chancen und Potenziale für 
Führungskräfte und Entscheidungsträ-
ger. Dieser Beitrag bietet einen Über-
blick über KI-Anwendungen im Enginee-
ring und stellt an Beispielen aus dem 
Bereich der Simulation dar, wie KI nicht 
nur technische Prozesse automatisiert, 
sondern auch zur Effizienzsteigerung, 
Kostenreduktion und Innovationsförde-
rung beiträgt. In der Mehrzahl der Un-
ternehmen sind KI-Anwendungen noch 
nicht umgesetzt – so haben lediglich ca. 
30 Prozent der Unternehmen für Gene-
rative AI erste Proof of Concepts durch-
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mit die Vorhersage des Verhaltens von 
Systemen bzw. Produkten mittels KI. 
Nach einer definierten Dekomposition 
des Systems erfolgt die Festlegung des 
Inputs und Outputs der Simulation. Im 
Anschluss werden geeignete ML-Ver-
fahren genutzt, um ein KI-basiertes Si-
mulationsmodell zu trainieren. In ei-
nem Praxisbeispiel [11] haben sich 
unter anderem der Aufbau Neuronaler 
Netze und die Anpassung der Hyperpa-
rameter zur Optimierung der Simulati-
onsgenauigkeit bewährt. Der Nutzen 
zeigt sich darin, dass das Modellieren 
durch das Training der KI-Modelle au-
tomatisiert wird. Es entsteht eine Kos-
tenreduktion durch Einsparung von 
Personalressourcen für die Modellbe-
reitstellung für anschließende Simula-
tionen.

ML-basierte Simulation für  
Verifikation & Validierung

In diversen Forschungsprojekten, wie 
AMOSCO („AI-Based Vehicle Modelling 
for Simulation and Control Development“, 
2021–2024), wurden acht Use Cases für 
das Engineering im Bereich Verifikation & 
Validierung identifiziert (Bild 2). Grundla-
ge hierfür waren frühe Voruntersuchun-
gen in den Jahren 2018 bis 2020 [10], in-
wiefern KI nutzbringend für die Simulation 
im Engineering eingesetzt werden kann, 
um die Wettbewerbsfähigkeit von Unter-
nehmen zu fördern. Nachfolgend werden 
drei dieser Use Cases beschrieben.

Generierung von Simulationsmodellen
Dieser Use Case umfasst die Generie-
rung von Simulationsmodellen und so-

bei der Anwendung von ML und Generati-
ve AI (GenAI) zunehmend bewusster – sei 
dies durch die Konkretisierung der recht-
lichen Situation durch die Gesetzgebung 
(z. B. EU AI Act), Hürden beim Datenschutz 
und der Datenverfügbarkeit oder den Aus-
bau notwendiger Kompetenzen von Mitar-
beitenden [6, 8]. Auch das Thema der An-
passung von existierenden Rollen und 
Verantwortlichkeiten oder gar Vorgehens-
modellen rückt zunehmend in den Fokus 
[8, 9], weshalb die Mehrzahl der Unterneh-
men eine Befähigung von Mitarbeitenden 
zum Thema KI für notwendig hält [6].

Häufig wird bei der Diskussion der An-
wendung von KI im Engineering jedoch 
das klare Umreißen des anvisierten An-
wendungsfalls (Use Case) zugunsten der 
antizipierten Nutzenpotenziale vernachläs-
sigt. Use Cases, Potenziale und Herausfor-
derungen variieren jedoch innerhalb eines 
Unternehmens stark und umfassen den 
kreativen Entwurfsprozess, die Verwal-
tung von Engineering-Artefakten (Bild 1) 
sowie die Simulation und V & V.

Für diesen Beitrag wird ein Fokus auf 
den Einsatz von ML im Sinne einer Artifi-
cial Narrow Intelligence für die frühe Si-
mulation im V & V gelegt, d. h. auf 0D-Si-
mulationen in der Konzeptphase. Hierfür 
werden exemplarisch drei Use Cases um-
rissen, die bei Industrieunternehmen um-
gesetzt wurden. Anhand der Vertiefung 
eines dieser Use Cases wird anschließend 
der Nutzen an einem konkreten Beispiel 
veranschaulicht. Die Ausführungen ba-
sieren dabei auf den Erfahrungen der Au-
toren aus Industrie- und Forschungspro-
jekten der letzten Jahre.

Bild 1. Auszug von Workshopergebnissen zu KI-Anwendungsfällen im Engineering

Bild 2. Eingrenzung ausgewählter KI-Anwendungsfälle für die Verifikation & Validierung
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ponentenübergreifende Wirkketten in den 
Engineering-Domänen Mechanik, Elektrik 
und Software ab. Die Architektur des KI-
Algorithmus mit der Einbindung des Si-
mulationsmodells ist in Bild 3 skizziert.

Der Prozess der Entwurfsoptimierung 
(Bild 3 oben) besitzt durchnummerierte 
Aktivitäten, die durch die KI-Architektur 
(Bild 3 unten) automatisiert werden. Die 
Umsetzung der Nutzenpotenziale, wie 
etwa Zeitersparnis durch Automatisie-
rung, basiert auf der Grundidee, dass ein 
sogenanntes Ensemble nach jeder Itera-
tion des Algorithmus die Bewertung und 
Priorisierung der nächsten Simulationen 
übernimmt. Hierdurch werden nur die 
erkenntnisreichsten Fahrzeugentwürfe 
simuliert, d. h. durch den Algorithmus 
wird gezielt Feedback aus dem Simulati-
onsmodell (d. h. synthetische Datenpunk-
te) abgerufen. Des Weiteren können neu-
artige Fahrzeugentwürfe entstehen, die 
den Zielkonflikt zwischen Fahrleistung 
und Verbrauch auf bisher unerwartete 
Weise ausbalancieren [4].

KI-Umsetzung  
für das Engineering

Da KI-Anwendungen immer mehr Einzug 
in Unternehmen halten, soll ein Vorgehen 
für eine nutzenorientierte Umsetzung 
konkreter Use Cases präsentiert werden. 
Das Vorgehen gliedert sich entsprechend 
Bild 4 in folgende Hauptbereiche: 
	■ Scoping-Workshop, 
	■ Proof-of-Concept (PoC), 
	■ Minimum Viable Product (MVP) und 
	■ Rollout.

In der ersten Phase, dem Scoping, geht es 
um die Diskussion von geeigneten Use 
Cases und Best Practices mit Herausar-
beitung existierender Probleme (Pain 
Points) sowie der Beschreibung der mög-
lichen Use Cases, die diese Pain Points 
auflösen. Nach einer Priorisierung der 
Use Cases mit weiterem Input aus einer 
SWOT-Analyse und ggf. qualitativen Be-
trachtungen der wirtschaftlichen Poten-
ziale wird ein Zielbild erarbeitet. Die ers-
te Phase wird mit einer PoC-Roadmap 
und einem zeitlich strukturierten Umset-
zungsplan abgeschlossen.

Der PoC, die zweite Phase, dient der 
Evaluierung und der Auswahl des für 
den Use Case geeigneten KI-Verfahrens. 

und Metriken für Entwürfe festgelegt. Ab-
hängig von der Parameteranzahl und der 
Komplexität der Randbedingungen kön-
nen dann beispielsweise evolutionäre Al-
gorithmen [14] oder Active-Learning-Ver-
fahren [4] genutzt werden. Schritte im 
Optimierungsprozess, wie die Variation 
von Entwurfsparametern, werden automa-
tisiert, um Pareto-Fronten zu identifizie-
ren. Dies unterstützt die Nachvollziehbar-
keit von Entwurfsentscheidungen, fördert 
aber auch Innovationen bzw. die Findung 
neuartiger Lösungen. 

Design Space Exploration 
mit Active Learning

Nachfolgend wird eine Fallstudie zum Use 
Case „Trade-off-Studien und Design Space 
Exploration“ vorgestellt, um anhand des 
Beispiels einen konkreteren Einblick in 
Herausforderungen und Nutzen von KI-Lö-
sungen zu vermitteln. Hierbei wird eine 
Active-Learning-Architektur für die Ent-
wurfsoptimierung in der Fahrzeugkonzep-
tion genutzt, welche Parameter von Haupt-
komponenten des Systems in Hinblick auf 
die im Konflikt stehenden Entwurfsziele 
Energieverbrauch und Fahrleistung opti-
miert. Um genügend Trainingsdaten zu ge-
nerieren, wurde ein Längsdynamikmodell 
des Fahrzeugs erstellt. Dieses bildet kom-

Ableitung schnell ausführbarer Modelle
Bei diesem Use Case werden analytische, 
d. h. gleichungsbasierte, Simulationsmo-
delle so in Neuronale Netze transfor-
miert, dass Simulationen deutlich schnel-
ler ausgeführt werden. Die signifikante 
Beschleunigung der Simulation resultiert 
aus der hohen Ausführungsgeschwindig-
keit bei der Inferenz Neuronaler Netze 
auf leistungsfähiger Hardware (z. B. 
High-End-Grafikkarten) und entspricht 
einem Vielfachen der Geschwindigkeit 
beim Lösen analytischer Modelle [12]. In 
Pilotprojekten [12, 13] waren höhere An-
zahlen von Simulationsdurchläufen in 
einer vorgegebenen Zeit bei unwesent-
lich reduzierter Genauigkeit möglich. Die 
Folge ist eine deutliche Effizienzsteige-
rung bzw. ausgiebigere Produktoptimie-
rung. Zudem wird bei Weitergabe der 
Modelle ein IP-Schutz (Intellectual Pro-
perty) ermöglicht.

Trade-off-Studien & Design Space Ex-
ploration 
Dieser Use Case zielt darauf ab, optimale 
Kompromisse bei Produkteigenschaften 
zu finden, z. B. im Spannungsfeld zwi-
schen Nachhaltigkeit, Kosten und Qualität. 
Hierbei werden konkurrierende, d. h. im 
Zielkonflikt stehende, Entwurfsparameter 
sowie Randbedingungen, Entwurfsziele 

Bild 3. Basisarchitektur für die Automatisierung der Entwurfsoptimierung mit Active Learning
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Zur Sicherstellung der notwendigen Da-
tenqualität wird zudem ein unterneh-
mensspezifisches Framework mit Quali-
tätsattributen erarbeitet. Neben der 
Implementierung des PoC erfolgt eine 
Erhebung der Ist- und Soll-Prozesse, um 
eine Potenzialanalyse als quantitative 
Bewertung zu ermöglichen. Bei positiver 
Wirtschaftlichkeitsprognose endet die 
Phase mit einer MVP-Roadmap.

Die Phase der Umsetzung des MVPs 
legt den Fokus auf die Identifizierung der 
Hauptanwender sowie auf die Anforde-
rungserhebung für die User Experience. 
Gemäß dem Technology Acceptance Sco-
ring Model (TASc-Model) aus früheren 
Untersuchungen [15] wird dies als ein we-
sentlicher Erfolgsfaktor für die Akzeptanz 
neuer IT-Werkzeuge und Prozesse angese-
hen. Neben der prototypischen Erarbei-
tung einer User Experience findet eine 
strukturierte Evaluierung des MVPs statt.

Der Rollout bildet den Abschluss des 
Vorgehens und umfasst neben der Imple-
mentierung des Betriebskonzepts des 
MVPs (z. B. Integration in Legacy-IT, Da-
tenschutzkonzept) auch den Aufbau von 
Show Cases zur Demonstration des 
Mehrwerts der KI-Anwendung sowie die 
Bereitstellung rudimentärer Dokumenta-
tion für Endanwender.

Herausforderungen, Risiken 
und Chancen

Der wachsende Einsatz von KI-Technolo-
gien im Engineering birgt enorme Chan-
cen, aber auch Herausforderungen und 
Risiken. Der Einsatz von GenAI, wie z. B. 

wickeln, werden durch das Eingehen 
kalkulierter Risiken Wettbewerbsvor-
teile erzielen.

	■ Die Berücksichtigung soziotechnischer 
Faktoren beim Einsatz von KI, wie die 
frühzeitige Evaluation der Nutzerakzep-
tanz, wird ein zentraler Erfolgsfaktor.

	■ Der Fokus auf Use Cases, die möglichst 
vollständig auf synthetisch generierte 
Daten zurückgreifen, beschleunigt die 
initiale Umsetzung konkreter Lösungen.
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Abstract
AI Applications in Engineering – New  
Technologies, New Opportunities? Machine 
Learning and Generative AI are transforming 
the way technical systems are designed, simu-
lated, and optimized. AI-driven processes  
enable the reduction of development time and 
costs. But how can AI applications be systema-
tically integrated into existing development 
processes, and how can their benefits and  
success potential be evaluated? This paper  
provides an overview of current AI applications 
for verification and validation in product  
development and outlines an approach for  
implementing AI use cases.
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