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Extended Intelligence for 
Rapid Cognitive Reconfiguration

With today‘s trend toward mass customization, fast and efficient recon-
figuration of manufacturing systems is essential. New artificial intel-
ligence and robotics developments play a key role in optimizing these 
processes. AI-driven reconfigurations are becoming increasingly effec-
tive because of real-time data from digital twins and intuitive interac-
tion through extended reality. This article presents an approach that 
integrates digital twins and extended reality in a reconfigurable manu-
facturing use case, laying the foundation for AI-driven optimization. It 
highlights potential industrial benefits, such as increased flexibility and 
reduced downtime, and provides an outlook on future developments.
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Introduction and Background

In today‘s manufacturing landscape, the 
need for rapid reconfiguration is growing 
due to factors such as shorter product lifecy-
cles and increased customization. Reconfig-
urable manufacturing systems offer a solu-
tion by allowing the structure and control 
of manufacturing systems to adapt to new 
requirements quickly. However, challenges 
such as time-consuming processes, errors, 
and lack of methodological support hinder 
the efficiency of these reconfigurations [1]​.

Recent advances in Artificial Intelli-
gence (AI), Digital Twins (DTs), and eX-
tended Reality (XR) provide practical 

adaptability required in modern manufac-
turing. However, current reconfiguration 
practices face long downtimes, complex 
decision-making processes, and operator 
reliance on intuition, leading to inefficien-
cies. As manufacturing systems become 
more automated, they become more com-
plicated, making traditional reconfigura-
tion methods less effective. This complex-
ity stems from managing large amounts of 
data, coordinating complex machine be-
haviors, and ensuring minimal downtime 
during reconfiguration. AI, DTs, and XR 
address these challenges by providing 
powerful tools to streamline processes: AI 
supports decision-making by analyzing 
data patterns and optimizing configura-
tions; DTs simulate real-time changes, en-
abling predictive analysis and error pre-
vention; and XR provides intuitive 
interfaces for operators to interact more 
efficiently with complex systems. Togeth-
er, these technologies reduce human oper-
ators‘ cognitive and operational burden 
while significantly improving the recon-
figuration process.

Despite the growing interest in each 
technology individually, few industrial 
projects fully integrate them. Most appli-
cations focus on individual optimiza-
tions, leaving a gap in realizing their 
combined potential.

tools to address these challenges [2, 3]. 
For example, DTs enable real-time simu-
lation of physical systems, enabling pre-
dictive maintenance and reducing recon-
figuration times by up to 58 percent [4]. 
XR technologies, when integrated with 
DTs, provide immersive interfaces for op-
erator training, real-time feedback, and 
system control, improving the effective-
ness of human-machine interaction.

Challenges in Reconfigurable 
Manufacturing Systems

Reconfigurable manufacturing systems 
are designed to support the flexibility and 
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uses it as the basis for recommendations 
and information that is rendered to the 
operator. It can also interact directly with 
the manufacturing system via the DT.

The XIRCON architecture results in a 
cyber-physical system where navigation 
in the physical and virtual worlds be-
comes one. This allows virtual compo-
nents such as the AI to interact directly 
with the physical world. Physical tasks 
such as reconfiguration can also be virtu-
ally recorded and replayed. Applied to 
the reconfiguration use case, an expert 
operator can record while reconfiguring 
the manufacturing system. A novice op-
erator can replay the recordings and get 
assistance from the AI to learn the recon-
figuration task. This is shown in Fig-
ure 3. The left side shows virtual hands 
performing a reconfiguration task as vi-
sual feedback for the operator. The right 
side shows the recorded task with the op-
erator visualized as an avatar.

Robotic Manufacturing: 
Value Stream Kinematics

One example of a reconfigurable manufac-
turing system is a manufacturing system 
based on the Value Stream Kinematic vi-
sion. Value Stream Kinematics represents 
a different approach to the challenges of 
mass customization. Universal kinemat-
ics, such as jointed-arm robots combined 
with intelligent software, implement the 
entire value stream of a product. All man-
ufacturing steps become feasible using 

for the next reconfiguration steps, can be 
visualized in the operator‘s field of view. 
The XR component provides helpful in-
formation and recommendations to the 
operator. It can also store and replay re-
cordings of the operator‘s motion and 
voice through the head-mounted device. 
DT and XT exchange information such as 
possible trajectories. The trajectories can 
be displayed to the operator or used to in-
teract with the manufacturing system. In 
addition to trajectories, all data generated 
by DT and XR can be fed into the AI com-
ponent. The AI learns from the data and 

Extended Intelligence for Rapid 
Cognitive Reconfiguration

eXtended Intelligence for Rapid Cogni-
tive Reconfiguration (XIRCON) aims to 
address gaps in current reconfiguration 
processes by integrating AI, DTs, and XR 
into a cohesive system, as shown in Fig-
ure 1. The architecture is divided into 
components that are part of the virtual 
world, components that are part of the 
physical world, and components that 
connect both worlds. This results in a cy-
ber-physical system where changes in 
the physical world affect the virtual 
world and vice versa. First is the group of 
reconfigurable manufacturing systems, 
actuators and sensors, and DT. 

This group mirrors the reconfigurable 
manufacturing system in the virtual world 
as DT, as shown in Figure 2. Changes 
made to the manufacturing system update 
the DT through the sensors. Changes 
made to the DT update the manufacturing 
system through the actuators. The sec-
ond group comprises the human opera-
tor, the head-mounted display, and the 
XR. The human operator wears the 
head-mounted device while interacting 
with the manufacturing system. The 
head-mounted device shows the operator 
the physical world as a virtual world rep-
resentation. The advantage of this is that 
information, such as a recommendation 

Implementation ot the System

A robotic manufacturing system based on Value Stream Kinematics is implement-
ed at the Karlsruhe Research Factory, shown on the left in Figure 2. It shows four 
industrial robots and a coupling unit stored in the tool magazine. Such a complex 
system is error-prone and time-consuming to maintain and reconfigure. Combin-
ing DT, shown on the right of Figure 2, with XR and AI could reduce costs and 
improve system understanding.

Figure 2. Implementation of the Value Stream Kinematics vision (left) and its DT (right)

Figure 1. System Architecture – Integrating AI, DT, and XR to a holistic system
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oped a DT of the robotic manufacturing 
cell. Figure 2 shows a kinematic model 
of the robots that can partially read and 
interpret robot programs. In particular, 
the DT can extract trajectory informa-
tion from the robot code, allowing re-
al-time simulation and validation of re-
configuration steps. This helps reduce 
the time and errors associated with 
manual robot programming.

These advances demonstrate how the in-
tegration of XR, DT, and AI technologies 
can streamline reconfiguration process-
es, reduce errors, and improve the overall 
adaptability of manufacturing systems.

Benefits for the Industry

Integrating AI, DT, and XR brings signifi-
cant benefits to industrial applications. 
These technologies can reduce reconfigu-
ration time by more than 50 percent, re-
duce errors during the reconfiguration 
process, and improve operator interaction 
with increasingly complex systems [4]​. 
They also enable predictive maintenance, 
ensuring systems operate at peak effi-
ciency with minimal downtime [1].
In practice, manufacturers can expect:
	■ Shorter reconfiguration cycles, enabling 

faster response to market changes.
	■ Improved human-machine collabora-

tion, where operators are supported 
by real-time feedback from DTs and 
intuitive XR interfaces.

	■ More adaptive systems that can be re-
configured without significant manu-
al intervention​.

In particular, AI plays a critical role in 
achieving these benefits by:
	■ Optimizing decision making: AI ana-

lyzes data from DTs to recommend the 
most efficient reconfiguration strate-
gies, improving the accuracy of deci-
sions and reducing downtime during 
system changes.

	■ Learning from operator input: AI mod-
els in XIRCON are designed to elicit op-
erator knowledge during reconfigura-
tion and use this data to train machine 
learning models that suggest optimal 
reconfiguration actions for future tasks.

	■ Enable predictive maintenance: AI al-
gorithms continuously monitor system 
performance and predict when mainte-

der, the machines and software must be 
maintained. Such a complex machine is 
error-prone and difficult to learn [5, 6].

Key Results and Approaches

The XIRCON project has made significant 
progress in developing an architecture 
that integrates AI, DT, and XR to optimize 
reconfiguration processes in manufactur-
ing. Key results achieved so far include:
	■ Integrated system architecture: The 

project has established a basic soft-
ware architecture that integrates these 
components and enables real-time 
feedback between the XR interface, DT, 
and AI, as shown in Figure 1. This ar-
chitecture lays the groundwork for fu-
ture enhancements, such as fully auto-
mated reconfiguration processes and 
further AI-driven operator assistance 
and reconfiguration optimization.

	■ XR component for human operations: 
The XR interface shown in Figure 3. 
has been developed. It captures and 
replicates human operations within 
the manufacturing cell. This provides 
a detailed record of human activities 
during reconfiguration that can be an-
alyzed and used for future improve-
ments. By capturing these operations, 
the system also helps preserve tacit 
operator knowledge, which is critical 
for training and ensuring consistency 
in reconfiguration tasks.

	■ DT component for the robotic manufac-
turing system located at Karlsruhe Re-
search Factory: The project has devel-

universal kinematics with a standard set 
of tools. The intelligent software plans and 
executes all processes autonomously, from 
the customer order to the necessary man-
ufacturing steps. The result is highly flex-
ible yet productive manufacturing [5, 6].

Three layers show the dimension of the 
Value Stream Kinematics: the machine, 
production planning, and human interac-
tion layers. The machine layer challenges 
how to perform all manufacturing steps 
using only joint-arm robots as universal 
kinematic representants. Machine tools 
perform most manufacturing steps to 
achieve high precision. Joint-arm robots 
are inherently less rigid due to their 
open-chain kinematics. And the loss of 
stiffness results in lower precision. Stiff-
ness must be increased to perform typi-
cal machine tool tasks such as milling. 
This is achieved by coupling the robots, 
which results in closed-loop kinematics. 
For pick-and-place tasks, each robot can 
operate independently or must cooperate 
with another. This variety of possible 
configurations creates challenges for the 
next layer, production planning. Produc-
tion planning analyzes product specifica-
tions from customer orders. It makes a 
task plan, decides which robots will inter-
act and which will be coupled, selects the 
right tools, executes the manufacturing 
steps, and sends feedback to the custom-
er. The final layer is the human interac-
tion with the Value Stream Kinematics. 
Even though the system works autono-
mously, human work is still part of it. In 
addition to the customer sending his or-

Figure 3. View from the XR headset: Human operator explaining the pneumatic quality assurance 
step (left) and virtual replica of the human operator demonstrating the same step (right)
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nance or reconfiguration is needed, en-
suring that systems operate at peak ef-
ficiency with minimal downtime.

	■ Reduce human error: By automating 
reconfiguration tasks and learning 
from previous configurations, AI min-
imizes the likelihood of human error 
and ensures a more reliable and resil-
ient system.

Synergies 
between AI, XR, and DT

The combined use of AI, DT, and XR al-
lows for more synergistic and adaptive re-
configuration systems. AI and DT already 
enable predictive maintenance and re-
al-time monitoring, while XR provides an 
immersive interface that facilitates natu-
ral human-machine interaction. The next 
step in this evolution is fully integrating 
these technologies to create systems that 
can autonomously optimize reconfigura-
tion while maintaining human oversight.

Future Work and Outlook

As AI, DT, and XR technologies continue 
to evolve, future work will focus on im-
proving their interoperability and scal-
ability. Emerging trends include the de-
velopment of bidirectional DTs that not 
only mirror but also control physical sys-
tems and automated reconfiguration 
driven by AI algorithms.

In summary, integrating AI, DT, and 
XR will redefine how manufacturers ap-
proach system reconfiguration. These 
technologies will play a critical role in the 
next generation of reconfigurable manu-
facturing systems by reducing downtime, 
increasing flexibility, and improving de-
cision-making.
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Abstract
Erweiterte Intelligenz für schnelle kognitive 
Umrüstung. Durch die heutige Entwicklung 
zur Losgröße 1 gewinnt die Rüstzeit in der  
Produktion ein immer höheres ökonomisches 
Gewicht. Neue Entwicklungen der Künstlichen 
Intelligenz und Robotik spielen eine Schlüssel-
rolle bei der Optimierung dieser Gegebenheit. 
Unterstützt durch Echtzeitdaten von Digitalen 
Zwillingen und intuitiver Interaktion mittels 
eXtended Reality werden KI-gesteuerte Umrüs-
tungen immer effizienter. Dieser Artikel stellt 
einen Ansatz vor, der Digitale Zwillinge und 
eXtended Reality in einem wandlungsfähigen 
Fertigungsszenario integriert, eine Grundlage 
für KI-gestützte Optimierung schafft und die 
potenziellen Vorteile für die Industrie sowie  
einen Ausblick auf zukünftige Entwicklungen 
aufzeigt.
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