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Mensch-KI-Teaming: Mensch und 
Künstliche Intelligenz in der  
Arbeitswelt von morgen

Der Einsatz von Künstlicher Intelligenz (KI) in Produktion und Ferti-
gung wird die Arbeitswelt und die Fabrikfertigung verändern. Dieser 
Beitrag widmet sich der Frage, wie die Arbeit mit KI im Interesse des 
Menschen gestaltet werden kann. Dafür werden verschiedene Perspek-
tiven auf menschzentrierte KI vorgestellt. Nachfolgend wird das Modell 
SMART-er Arbeitsgestaltung eingeführt [37, 43]. Dieses dient als Heu-
ristik, vor dessen Hintergrund Kriterien für die Entwicklung mensch-
zentrierter hybrider Intelligenzen diskutiert werden. Abschließend 
werden fünf Gestaltungsschritte abgeleitet, die Unternehmen bei der 
menschzentrierten Gestaltung von Mensch-KI-Teams helfen können. 
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Psychologische und arbeitswissenschaft-
liche Betrachtungen auf den Menschen in 
der Fabrik sind zwar nicht ganz so alt wie 
die Fabriken in denen die Menschen ar-
beiteten, aber immerhin seit ca. 100 Jah-
ren Teil einer wissenschaftlichen Be-
triebsführung. Diese Perspektiven auf die 
Arbeitsgestaltung sind unmittelbar ver-
zahnt mit einer Wirtschaftlichkeitsbe-
trachtung. In den frühen Jahren der Fab-
rikarbeit waren es eher die Fragen der 
Arbeitsdisziplin, des Arbeitsschutzes, der 
Passung und die Selektion des „Bestarbei-
ters“ [1]. Dazu kamen über die Zeit die 
Fragen nach der erfolgreichen Führung 
und dem Wert der menschlichen Bezie-

le man sich ein mögliches anderes Zu-
kunftsszenario vor – den systemisch den-
kenden Problemlöseassistenten. Dieser 
könnte Instandhaltungsteams in der Pro-
duktion oder Service-Teams an der Kun-
denschnittstelle unterstützen. Der Pro-
blemlöseassistent könnte eine KI-basierte 
angeleitete systemische Fehlersuche be-
treiben oder zukünftig zu erwartende 
Problem im Sinne eines predictive main-
tenance detektieren. So würde er den 
technischen Teil eines KI-basierten Total 
Quality Management (TQM) betreiben, 
um Wartungs- oder Serviceteams bei der 
Behebung bzw. Vermeidung von Fehlern 
zu unterstützen. Die Machine Learning 
Algorithmen könnten aus vorhandenen 
Daten der Fehlersuche der Vergangenheit, 
aus Daten der Hersteller und Informatio-
nen zu bisherigen Wartungsarbeiten ge-
speist werden. Wir stellen uns weiter 
Mixed-Reality-Anwendungen vor, welche 
die Ergebnisse von getesteten Hypothesen 
beispielsweise direkt an der Maschine 
oder dem Roboter einblenden. Die Ergeb-
nisse des Hypothesentestens werden in 
einer Datenbank abgelegt, die für spätere 
Situationen (auch Jahre später) genutzt 
werden. Die KI kann weitere Hypothesen 
vorschlagen, die noch nicht getestet wur-
den. Sie kann auf Informationen (z. B. Her-
steller, Instandhalter-WhatsApp Grup-

hungen als Motivatoren. Ergänzt werden 
diese durch die sozio-technische System-
gestaltung mit dem Anspruch der „Joint 
Optimization“ von technischem und 
menschlichem System, die Gestaltungs-
kriterien für humane, persönlichkeitsför-
derliche Arbeit und das betriebliche Ge-
sundheitsmanagement. Mit all diesen Er-
rungenschaften für Mensch und Organi-
sation stehen wir nun am Tor der Arbeits-
welt von morgen, mit ihren Anfängen im 
Bereich Machine Learning und künstli-
cher Intelligenz (KI) [2 – 4].

Eine der grundlegenden Fragen ist da-
bei: Wollen wir gegen die Maschinen an-
treten? Oder mit den Maschinen ins Ren-
nen gehen?

Szenario 1
Die ersten Erfahrungen der Menschen, 
die gegen die Maschine antraten, waren 
eher frustrierend. Nach dem Garry Kaspa-
rov im Jahr 1997 gegen den IBM 
Schach-Computer Deep Blue unterlegen 
war, wurde er gefragt, wie er sich dem-
nächst auf ein Match gegen einen Compu-
ter vorbereiten würde. Er antwortete: „Ich 
würde einen Hammer mitbringen“ [5, 6].

Szenario 2
Um zu vermeiden, dass Menschen zu-
künftig „einen Hammer mitbringen“, stel-
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eingesetzt wird, die vorher von Beschäf-
tigten ausgeführt wurden, könnte für den 
Menschen der Eindruck entstehen, dass 
diesem nur noch der Hammer bliebe, um 
sich gegen die KI zu behaupten. 

Perspektive 2 (datenzuverlässigkeits­
orientiert)
Gemäß dieser Perspektive hat vor allem 
die KI in ihrem gegenwärtigen Entwick-
lungsniveau Schwächen, weil die ver-
wendete Datenbasis fehlerbehaftet sein 
kann und die KI nicht zuverlässig und 
diskriminierungsfrei funktioniert. Zu-
dem muss sie in der Lage sein, sich ge-
genüber dem Menschen zu erklären, da-
mit der Mensch Schlussfolgerungen oder 
Entscheidungen nachvollziehen und kor-
rigieren kann. Die „explainability“ soll 
zusätzlich dazu führen, dass der Mensch 
in die KI vertraut. Die implizite Annahme 
ist hier, dass die KI zwar grundsätzlich 
ein hohes Potenzial hat, aber gegenwär-
tig der menschlichen Entscheidungsfä-
higkeit noch unterlegen ist. 

Perspektive 3 (schutzorientiert)
Die KI übernimmt die Aufgaben, die im 
Sinne einer korrektiven, präventiven und 
prospektiven differentiellen und dynami-
schen Aufgabengestaltung dazu führen, 
dass für die durch den Menschen ausge-
führten Tätigkeiten mehr Kriterien einer 
humanen Arbeitsgestaltung erfüllt wer-
den [11]. Der Mensch übernimmt Tätig-
keiten, die langfristig schädigungslos 
ausgeführt werden können und wird da-
bei korrektiv zum Beispiel mit einem in-
telligenten Roboter unterstützt. Der 
Mensch übernimmt weiterhin die Tätig-
keiten, die langfristig Qualifikation, Ar-
beitsleistung und Gesundheit erhalten 
oder sogar fördern und er wird bei diesen 
prospektiv, z. B. mithilfe intelligenter As-
sistenzsysteme, von der KI unterstützt. 
Die KI hilft dabei, auf interindividuelle 
Präferenzen, Motivationen und physiolo-
gische Zustände variabel reagieren zu 
können (prospektiv dynamisch und diffe-
rentiell, z. B. mithilfe eines intelligenten 
Flow-Unterstützungssystems). Die KI 
wird gemäß des Wertemaßstabs für hu-
mane und menschengerechte Arbeit ein-
gesetzt. 

So wurden bereits technische Konzep-
te für die KI-basierte Unterstützung von 
Flow Erleben entwickelt [12]. Denn in 

gehensweise nicht genutzt werden. Auch 
die Technikentwicklung muss rekursiv 
aus der Logik des sozialen Systems nut-
zerzentriert erfolgen. Mittlerweile sind 
die Entwicklungen im statischen Lernen, 
die aus der zweiten KI-Welle hervorge-
gangen sind [8], so weit gereift, dass 
neue betriebliche Wege eingeschlagen 
werden können. Das ist die Botschaft, die 
im zweiten Szenario angelegt ist.

 In einem aktuellen Aufsatz der Bun-
desvereinigung der Deutschen Arbeitge-
berverbände [9] lautet eine These, dass 
durch KI in der Arbeitswelt der Zukunft 
Potenzial für neue Arbeitsqualität beste-
he. Das Potenzial liege darin, dass Men-
schen mit assistierenden Systemen unter-
stützt und hinsichtlich ihrer Gesundheits-
ressourcen gefördert werden, Ressourcen 
effektiver eingesetzt und Fertigungspro-
zesse umweltschonender gestaltet wer-
den. Diese Potenziale hinsichtlich der Rol-
le des Menschen in der Fertigung der Zu-
kunft können – so wiederum die These in 
der wissenschaftlichen Argumentation – 
durch eine menschzentrierte KI-Entwick-
lung realisiert werden. Auf welches Ver-
ständnis von Mensch-Zentrierung wird 
dabei Bezug genommen? 

Perspektiven  
von menschzentrierter 
Mensch-KI-Arbeitsgestaltung

Auf Basis eines systematischen Reviews 
arbeiteten Wilkens et al. [10] folgende 
vier Ausprägungsperspektiven von men-
schenzentrierter Mensch-KI-Arbeitsge-
staltung heraus.

Perspektive 1 (defizitorientiert)
Die defizitorientierte Betrachtung geht 
davon aus, dass der Mensch Schwächen 
aufgrund begrenzter Informationsverar-
beitungskapazität und -geschwindigkeit, 
Erschöpfungs- und Ermüdungserschei-
nung bis hin zu Aufmerksamkeitsdefizi-
ten hat, was die Leistungsfähigkeit in 
Produktion und Fertigung beeinträchtigt. 
Die implizite Annahme ist, dass eine KI 
den Menschen darin unterstützen kann, 
die eigenen menschlichen „Schwächen“ 
abzufedern. KI-Systeme sollen gemäß 
dieser Perspektive dazu dienen, die Ferti-
gungsabläufe oder Fehlersuche robuster 
und weniger fehleranfällig zu machen. 
Da die KI dabei häufig für Tätigkeiten 

pen) aus dem Internet und Intranet (z. B. 
Maintenance Daten) zugreifen und weite-
re Informationen generieren. Sie nutzt bei 
der Unterstützung des Problemverste-
hens, des Hypothesentestens und der Di-
agnose die Integration von verschiedenen 
TQM oder Six-Sigma-Methoden [7]. 

Szenario 1 und Szenario 2 stellen zwei 
extreme Pole in den Möglichkeiten der 
Gestaltung von KI-Systemen im Arbeits-
kontext dar: Szenario 1 mündet in seiner 
Frage danach wer überlegen ist in einem 
Substitutionsansatz; Szenario 2 führt in 
seiner Auseinandersetzung mit Komple-
mentarität zu einem Hybride-Intelli-
genz-Ansatz. Für das erste Szenario ha-
ben sich Anwendungsfälle vor allem in 
der Logistik entwickelt, wo Rationalisie-
rungspotenziale mittels KI ausgeschöpft 
wurden, um Produktivitätssteigerungen 
zu erzielen. Auch die Technikfolgen sind 
sichtbar geworden. Die menschliche Ar-
beitskraft füllt in diesem Szenario die 
verbleibenden Lücken, reflektiert aber 
nicht die Kohärenz bei der Ausübung die-
ser Resttätigkeiten. Szenario 2 hat sich 
bislang noch nicht raumgreifend entfal-
ten können, weil es eine andere Denk- 
und Herangehensweise erfordert. Es 
birgt aber großes Wachstumspotenzial 
für die Zukunft, das schließlich auch mit 
einer menschenzentrierten Entwicklung 
der Arbeitsplätze korrespondiert. Durch 
die Nutzung der KI für Aufgaben im TQM 
und in der systemübergreifenden Prozes-
sregulation kann die Expertise-Rolle der 
Arbeitskräfte gestärkt und eine über die 
Einzelfähigkeit von Technik oder Mensch 
hinausgehende Leistung erbracht wer-
den, die auf hybrider Intelligenz basiert. 
Wenn diese Richtung der KI-Nutzung ge-
stärkt wird, kann die deutsche Industrie 
in eine andere Dimension von Qualitäts-
wettbewerb eintreten und auch Arbeits-
plätze an hiesigen Standorten reintegrie-
ren. Dies setzt eine sozio-technische Sys-
temgestaltung voraus, bei der Technolo-
gieentwicklung und Arbeitssystemge-
staltung unmittelbar Hand in Hand gehen 
und Technologie nicht als „fertig“ gege-
bene, extern bezogene Komponente be-
trachtet wird, auf die das soziale System 
anzupassen ist. Dann sind die Probleme 
der Technikakzeptanz verständlicher-
weise vorprogrammiert und letztlich 
kann ein Technikpotenzial aufgrund der 
unausgereiften grundsätzlichen Heran-
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bei geht es in den folgenden Überlegun-
gen nicht darum, dem aktuellen Stand 
der KI-Entwicklung und KI-Integration 
in der Industrie Rechnung zu tragen, 
sondern antizipierende Gestaltungsop-
tionen für die Zukunft auszuloten. Gera-
de da arbeits- und organisationspsycho-
logische Forschung in der Vergangenheit 
die Auswirkungen technologischer Ent-
wicklungen in der Arbeitswelt mit gro-
ßer Zeitverzögerung untersucht hat [30], 
kann nun das frühe Entwicklungsstadi-
um der KI-Entwicklung genutzt werden, 
um antizipierende Gestaltungsforschung 
aus arbeits- und organisationspsycholo-
gischer Perspektive anzuregen. Eine ge-
lenkte KI-Entwicklung kann Potenziale 
freisetzen, um Arbeitsgestaltung konse-
quent am Menschen auszurichten. Das 
Zusammenspiel von Mensch und KI kann 
durch neue Ansätze der Arbeitsgestal-
tung so organisiert werden, dass Arbeits-
ausführungen an Güte und Verlässlich-
keit gewinnen. Dies kann die soziale Ak-
zeptanz steigern. Dieses Methodenspek-
trum der KI-Entwicklung, KI-Implemen-
tierung und KI-Nutzung gilt es jedoch 
erst zu entwickeln.

Eine Option besteht darin, KI-Lösun-
gen von vornherein im Sinne eines 
Mensch-KI-Teamings zu entwickeln. Un-
ter Mensch-KI-Teaming verstehen wir 
eine aktive und interdependente Kolla-
boration zwischen Menschen und KI um 
ein gemeinsames Ziel zu erreichen [31]. 
Zum Teaming gehört eine Möglichkeit 
zur Kommunikation zwischen Mensch 
und KI, gegenseitige Unterstützung, ge-
meinsamer Aufbau eines Situationsver-
ständnisses, ein gegenseitiges Erkennen 
von Absichten, transparente Reaso-
ning-Prozesse, die in einer Entschei-
dungsfindung münden und Back-up Be-
havior (im Falle des „Versagens“ von 
Mensch oder KI) und das Auffangen po-
tentieller Fehler durch den jeweils ande-
ren Part [32, 33].

Als generelle Heuristik für eine verant-
wortungsbewusste Mensch-KI-Arbeits-
gestaltung eignet sich der Denk- und Ge-
staltungsrahmen des SMART-Work De-
signs [Stimulating, Mastery, Agency, Re-
lational, Tolerable demands, 34, 35, 36, 
37]. Das Akronym SMART setzt sich zu-
sammen aus den Konzepten humaner 
Arbeitsgestaltung, welche in Bild 1 dar-
gestellt sind. Im SMART-Denkrahmen 

seherangehensweisen voneinander über 
Rückkoppelungsschleifen lernen, sich 
gegenseitig herausfordern und sich ge-
genseitig als Informationsquelle nutzen. 
Im Sinne des oben bereits beschriebenen 
systemischen KI-Problemlöseassisten-
ten, schätzen Mensch und KI die Unter-
schiedlichkeit der anderen Partei wert.

Insbesondere die vierte Perspektive 
verdeutlicht, dass KI zu besseren Ar-
beitsbedingungen beitragen könnte: 
Nach dieser Perspektive substituiert die 
KI nicht den Menschen, sondern KI und 
Mensch arbeiten interdependent – ähn-
lich wie ein Team – zusammen [20, 22]. 
KI kann dabei zur Steigerung der Effi-
zienz, Genauigkeit und Qualität einer 
Arbeitsausführung dienen, da in Situatio-
nen mit mehrdeutiger Informationslage 
hohe Anforderungen an die Genauigkeit 
und Fehlervermeidung in Entscheidungs-
prozessen gestellt werden [23 – 25]. Der 
Mensch bringt sein explizites und impli-
zites Domänenwissen ein, beispielsweise 
zur konkreten Materialbeschaffenheit 
oder bezüglich zu beachtender Umge-
bungseinflüsse [23 – 25]. Dementspre-
chend ergeben sich neue Potenziale für 
die Geschäftsfeldentwicklung in der In-
dustrie [26] oder Qualitätssicherung [27, 
28]. Hier zeigen sich Vorteile der verteil-
ten Intelligenz [21] zwischen maschinel-
len und menschlichen Aufmerksamkeits-
prozessen, um zu elaborierten Lösungen 
zu gelangen [29]. Die Herausforderung in 
der Forschung besteht darin, Antworten 
auf die Frage zu finden, wie Arbeitsplätze 
ausgestaltet werden können, um von ver-
teilter und hybrider Intelligenz zu profi-
tieren [29].

Verantwortungsbewusste 
sozio-technische Systemgestal-
tung für Mensch-KI-Teaming 

Es ist eine Frage des sozio-technischen 
Systemdesigns, in welche Richtung und 
in welcher Art und Weise das Potenzial 
zur Gestaltung von Arbeit genutzt wird 
[20].

Da wir mit den Entwicklungen und de-
ren flächendeckenden Einführungen von 
KI-Lösungen noch relativ am Anfang 
stehen, haben wir jetzt die Gelegenheit, 
die entwickelten Wertvorstellungen hu-
maner Arbeit in die Entwicklung von 
Mensch-KI-Systemen einzubringen. Da-

den letzten Jahren sind die Erwartungen 
der Beschäftigten hinsichtlich der ästhe-
tischen, affektiven und motivationalen 
Aspekte der Arbeit deutlich gestiegen 
[13 – 15]. Erste Feldstudien zeigten be-
reits, dass sich Funktionalität, User Ex-
perience und hohe Motivation nicht 
mehr ausschließen [4, 16, 17]. Es wird 
dementsprechend notwendig, menschli-
che Bedürfnisse in der Arbeit noch ganz-
heitlicher zu betrachten, indem nicht 
nur die kognitiven Prozesse einer zu er-
füllenden Aufgabe in die menschzent-
rierte Gestaltung einbezogen werden, 
sondern auch Anforderungen an lang-
fristige Motivation und Affekt. So kön-
nen nachhaltig interessante und heraus-
fordernde Arbeitsplätze geschaffen wer-
den. Für die KI-Entwicklung ergeben 
sich mit Blick auf Szenarien von Mensch-
KI-Teaming Potenziale, Assistenzsyste-
me zu entwickeln, die positive affektive 
und motivationale Zustände – wie bei-
spielsweise Flow – unterstützen. Flow 
beschreibt die angenehme Erfahrung, 
sich voll und ganz mit einer Aufgabe zu 
beschäftigen [12, 18, 19]. Im Flow-Zu-
stand wird alle Aufmerksamkeit auf eine 
Aufgabe gerichtet, während gleichzeitig 
die Aufmerksamkeit von irrelevanten 
Reizen abgeschirmt wird, was zu einem 
Erlebnis mühelosen Handelns führt. Das 
entwickelte Konzept von Peifer et al. [12] 
beruht auf der Idee, Flow mithilfe von 
physiologischen Daten (z. B. Arousal, 
EEG, Herzrate, Augenbewegungen, Pu-
pillengröße, Hautleitfähigkeit) in Echt-
zeit zu messen. Auf Basis maschinellen 
Lernens erkennt der Flow-Assistent, 
wann ein/e Beschäftigte/r im Flow Zu-
stand arbeitet. Das intelligente System 
kann daraufhin die Aufgabenschwierig-
keit einer Tätigkeit jeweils so anpasst, 
dass ein individueller Flow-Zustand für 
die Beschäftigten erreicht werden kann. 

Perspektive 4 (potenzialorientiert)
Im Sinne einer hybriden Intelligenz ar-
beiten Mensch und KI kollaborativ und 
interdependent in gegenseitiger Abhän-
gigkeit in Bezug auf die Aufgaben und 
das Ergebnis zusammen, lernen vonein-
ander und verstärken ihre Vorteile [20, 
21]. Arbeitssysteme mit hybrider Intelli-
genz ermöglichen es, dass Menschen und 
KI in Bezug auf die kreativen kombinato-
rischen oder algorithmischen Problemlö-
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besprechen. Mixed-initiative Interak-
tionsformen sind eine flexible Interak-
tionsstrategie, in der Mensch und KI ori-
entiert an den jeweiligen Stärken zu der 
Aufgabe beitragen können. Die Rollen 
von Mensch und KI sind nicht im Voraus 
festgelegt, sondern werden während der 
Problemlösung flexibel und situativ aus-
gehandelt. Eine im Vorhinein fixe und 
nicht veränderbare Aufteilung der Auf-
gaben und Prozesse in der Mensch-KI-
Zusammenarbeit erfüllt dieses Kriteri-
um nicht.

Relational
Die Gestaltung des Mensch-KI-Arbeits-
systems muss auch die Bedürfnisse 
nach befriedigenden Arbeitsbeziehun-
gen berücksichtigen. Dazu gehört der 
Austausch mit den Vorgesetzten und 
Kolleg:innen. Schon etablierte Konzep-
te, wie z. B. der aufgabenorientierte In-
formationsaustausch oder Qualitätszir-
kelansätze, können hier integriert wer-
den. In diesem Rahmen können sich die 
Instandhalter:innen, die mit dem Pro-
blemlöseassistenten arbeiten, über die 
Güte der Lösungen austauschen und zu-
sammen mit den KI-Entwickler:innen 
Optimierungsansätze erarbeiten. Aber 
auch die Interaktion zwischen Mensch 
und KI kann unterschiedlich „sozial“ 
gestaltet werden. Aus der Forschung zur 
Mensch-Technik Interaktion ist der An-
thropomorphismus [45] bekannt. An-
thropomorphismus beschreibt die Ten-
denz, reales oder imaginäre Verhalten 
nichtmenschlicher Agenten (z. B. einer 
KI) mit menschenähnlichen Eigenschaf-
ten („jetzt ist er störrisch“), Motiva
tionen („jetzt will er nicht“), Absichten 
(„warum tut er das?“) oder Emotionen 
(„jetzt ist er sauer“) zu erklären. Glikson 

Mastery
Das Mensch-KI-Arbeitssystem muss dem 
Menschen eine relevante Rolle zuweisen 
und ihm immer wieder die Möglichkeit 
einräumen, Teiltätigkeiten als vollstän-
dig zu erleben. Im Sinne eines Mensch-
KI-Teamings des Problemlöseassistenten 
wäre denkbar, dass die Teiltätigkeiten 
von Mensch und KI zusammengenom-
men die Vollständigkeit (Setzen von Zie-
len, Handlungsvorbereitung, Auswahl 
der Mittel, Prozessfeedback und Resulta-
te Feedback) erzeugen und die Vollstän-
digkeit nur im Team erreicht werden 
kann. Mensch und KI können sich gegen-
seitig Feedback geben, ihre Lösungen be-
werten und diesbezügliche Kriterien vor-
schlagen. Sie können sich gegenseitig 
(höflich) korrigieren und so im gegensei-
tigen Verständnis weiterentwickeln. 
Eine „Out-of-the-Loop“-Lösung, in der die 
KI alles alleine macht und die eigene Lö-
sung abschließend präsentiert, erfüllt 
dieses Kriterium nicht. 

Agency
Mensch-KI-Arbeitssysteme mit hoher 
Agency sind so gestaltet, dass der arbei-
tende Mensch aktiv auf die Arbeits- und 
Tätigkeitsausführung Einfluss nehmen 
kann. Die Einflussnahme kann sich da-
bei auf die konkreten Arbeitsmethoden 
oder auf die Art, der von den Mensch-KI-
Arbeitssystemen zu treffenden Ent-
scheidungen beziehen. Einflussnahme 
kann sich beim Mensch-KI-Teaming an 
die „Mixed-initiative“-Ansätze aus der 
Mensch-Computer -Interaktion-For -
schung anlehnen [44]. Ein gut gestalte-
tes Mensch-KI-Arbeitssystem ermög-
licht es dem Menschen und dem KI-Sys-
tem, initiativ zu werden und im Prozess 
Vorschläge für das weitere Vorgehen zu 

lassen sich die inzwischen als „common 
ground“ geltenden Annahmen [38 – 40] 
der arbeitspsychologisch und arbeitswis-
senschaftlichen fundierten humanen Ar-
beitsgestaltung einordnen [34, 41, 42]. 
Zentrale Aspekte der Arbeitsgestaltung, 
die in dem SMART-Model integriert wur-
den, sind zum Beispiel die Einflussnah-
me auf die Tätigkeit, die erlebte Bedeut-
samkeit der Tätigkeit, der Gestaltungs-
spielraum, die Tätigkeitsvielfalt, das Fee-
dback/Leistungsmonitoring, die Mög-
lichkeit zum Fertigkeitserwerb zur Per-
sönlichkeitsentwicklung sowie sozialer 
Kontakt [38, 39, 40].

Bei der Einführung von Mensch-KI-Ar-
beitssystemen sollte vorausschauend mit-
bedacht werden, wie sich eine angedachte 
Mensch-KI-Lösung auf die SMART-Krite-
rien auswirkt. 

In Bezug auf Mensch-KI-Arbeitssyste-
me wäre die Übertragung wie folgt denk-
bar:

Stimulating
Das Mensch-KI-Arbeitssystem sollte so 
gestaltet werden, dass es die kognitiven, 
methodischen, sozialen und Problemlö-
se-Fähigkeiten und Fertigkeiten des 
Menschen langfristig stimuliert und ent-
wickelt. Das KI-System sollte zusammen 
mit dem Menschen Probleme lösen und 
diesen beim Problemlösen mit einbezie-
hen. Mit Bezug zum systemisch denken-
den Problemlöseassistenten wird Stimu-
lation ermöglicht, wenn Mensch und KI 
sich im Hinblick auf ein Teaming beim 
Hypothesentesten gegenseitig unterstüt-
zen, Vorschläge unterbreiten sowie die 
Lösungsgüte aus unterschiedlichen Be-
wertungsmaßstäben gegenseitig in Frage 
stellen und kritisieren. Eine KI als Black 
Box erfüllt dieses Kriterium nicht. 

Bild 1.  Anspruch an Mensch-KI-Arbeitsgestaltung (i. A. an das SMART Work Design [37, 43])
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und Woolley [46] sprechen hier von 
„emotional trust“ in der Zusammenar-
beit mit einem KI-System. Es könnte da-
bei für Forschung und Praxis von Inte-
resse sein, zu prüfen, inwieweit die oh-
nehin durch Menschen stattfindende 
Anthropomorphisierung genutzt wer-
den kann, um eine Mensch-KI-Arbeits-
beziehung befriedigend zu gestalten 
[47]. Eine menschzentrierte KI-Arbeits-
gestaltung sollte dabei im Auge behal-
ten, wie sich soziale Beziehungen und 
die Beziehungspflege qualitativ und 
quantitativ verändern. 

Tolerable
Das Mensch-KI-Arbeitssystem muss so 
gestaltet sein, dass es für den Menschen 
schädigungslos ausführbar bleibt – auch 
über lange Zeiträume (Jahre). Auch wenn 
diese Kriterien aus einer Zeit mit einem 
deutlich höheren Anteil an manuellen 
und körperlichen Tätigkeiten stammen, 
gilt auch bei kognitiven Tätigkeiten das 
Prinzip der Ausführbarkeit, Erträglich-
keit und Zumutbarkeit. Im Zusammen-
spiel von Mensch und KI kann sich das 
zum Beispiel auf die Zeitspanne bezie-
hen, innerhalb der vom Mensch-KI-Team 
eine Lösung erwartet wird. Andere Bei-
spiele sind die Informationsverarbei-
tungsmenge (mental workload) oder psy-
chische Belastungen durch eine KI, die 
den Menschen bei der Arbeit degradieren 
könnten. Eine KI, die bevormundend au-
toritär auftritt oder aber in kritischen Si-
tuationen aufgibt und dem Menschen 
unerwartet zumutet riesige Informati-
onsmengen selber zu verarbeiten, erfüllt 
dieses Kriterium nicht. 

Insbesondere bei dem Kriterium „Tole-
rable“ wird deutlich, dass die SMART-
Kriterien nicht unabhängig voneinander 
betrachtet werden können. Ob die Zu-
sammenarbeit von Mensch und KI er-
träglich ist, hängt auch von den Ausprä-
gungen der anderen Kriterien ab.

Wie kann sich ein Unterneh-
men auf ein Mensch-KI-
Teaming vorbereiten?

In Anlehnung an Parker und Grote [36] 
schlagen wir folgende vier Gestaltungs-
strategien für die Einführung von men-
schzentrierten Mensch-KI-Arbeitssyste-
men in der Fabrik vor (Bild 2):

Interventionsschritt 1
Erarbeitung und Implementierung einer 
unternehmenseigenen Grundsatzstrategie 
(„Policy“), in der menschzentrierte Arbeits-
gestaltung einen zentralen Stellenwert bei 
allen fertigungsbezogenen und techni-
schen Entscheidungen erhält
Diese Grundsatzstrategie beinhaltet, 
dass bei Entscheidungen zur Nutzung 
von KI-Systemen die Auswirkungen auf 
die Arbeitstätigkeiten (im Hinblick auf 
die SMART-Kriterien) antizipierend hin-
sichtlich Chancen und unerwünschter 
Konsequenzen durchdacht werden (ver-
gleichbar mit einer Technologiefolgenab-
schätzung).

Interventionsschritt 2
Proaktive Gestaltung der Arbeitsrollen bei 
der Einführung eines Mensch-KI-Arbeits-
systems
Soll zum Beispiel ein systemisch denken-
der Problemlöseassistent eingeführt wer-
den, dann sollte im Rahmen der proakti-
ven Gestaltung noch vor der Einführung 
überlegt werden, wie die Zusammenar-
beit von Mensch und KI gestaltet werden 
kann (z. B. KI schlägt Hypothesen vor, 
aber Mensch hat die Möglichkeit diese 
abzu lehnen, anstatt dass KI den Lö-
sungsansatz bestimmt). Ziel sollte dabei 
die Einnahme von Perspektive 4 sein, bei 
der die KI in der Zusammenarbeit mit 
den Menschen das jeweilige Potenzial 
von Mensch und KI im Sinne einer hybri-
den Intelligenz auf ein neues Level hebt.

Interventionsschritt 3
Beachtung und Anwendung von mensch-
zentrierter Entwicklung von Mensch-KI-Ar-
beitssystemen
Wenn Mensch und KI zusammenarbeiten 
sollen, muss es Möglichkeiten der Kom-
munikation und Interaktion geben. Am 
Beispiel des systemisch denkenden Pro-
blemlöseassistenten können dies – wie 
oben erläutert – Formen der Mixed-Ini-
tiative sowie Kooperations- und Koordi-
nationsformane bis hin zu Umgangsfor-
men sein, die man aus der menschlichen 
Zusammenarbeit kennt (z. B. gegenseiti-
ges Einverständnis oder Rückversiche-
rungen einholen).

Interventionsschritt 4
Strategische Personalentwicklung und 
Training von digitalen Kompetenzen
Der Mensch sollte Wissen zu KI-Syste-
men und Fertigkeiten im Umgang mit 
KI-Systemen und Agilität erwerben. Es 
sollten Kompetenzen zur menschzen-
trierten Arbeitsgestaltung und der 
Wirkungen von schlecht bzw. gut ge-
stalteten Arbeitssystemen trainiert 
werden. Sowohl Mensch als auch KI 
müssen in geschützten Lern- und Si-
mulationsumgebungen Erfahrungen 
im Hinblick darauf sammeln, wie eine 
Zusammenarbeit gelingen kann und 
wieviel man übereinander wissen 
muss, welche Entscheidungsregeln der 
jeweils andere nutzt und welche Logik 
dahintersteckt. 

Bild 2.  Interventionsstrategien für die Einführung von menschzentrierten Mensch-KI-Arbeitssyste-
men in der Fabrik (i. A. an Parker und Grote [36])
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Aus arbeitspsychologischer Sicht muss 
der zunehmende Einsatz von KI-Syste-
men in der Arbeitswelt und den Fabriken 
von morgen also nicht bedeuten, dass 
Menschen künftig mit dem Hammer zur 
Arbeit erscheinen. Die „potenzialorien-
tierte“ menschzentrierte KI-Gestaltung 
kann durch organisationale Gestaltungs-
schritte erreicht werden, die die Potenzia-
le und Risiken bereits bei der Implemen-
tierung von KI-Systemen antizipierend 
mitdenken. Dabei sollten Auswirkungen 
von KI-Lösungen auf die Arbeitsgestal-
tung betrachtet werden. Die Kriterien 
SMART-er Arbeitsgestaltung können hel-
fen, Mensch-KI-Teaming so zu gestalten, 
dass Menschen nicht nur bereit sind mit 
den Maschinen gemeinsam ins Rennen 
zu gehen, sondern dass sie dieses Rennen 
auch antreten wollen. Ein Zitat von Elon 
Musk lautet “AI will be the best or worst 
thing ever for humanity”. Dieses schwarz-
weiß gezeichnete Szenario muss keine 
Schicksalsentscheidung sein. Unterneh-
men haben es in der Hand die Arbeitswelt 
der Zukunft jetzt proaktiv zu gestalten. 
Mit der Entwicklung von Strategien für 
hybride Intelligenz und Mensch-KI-Tea-
ming kann heute der Grundstein für eine 
menschzentrierte Arbeitswelt gelegt wer-
den, welche Wertschöpfung für Individu-
um und Organisation bedeutet. 
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Abstract
The use of artificial intelligence (AI) in produc-
tion and manufacturing is rapidly and radically 
changing our working world. In this article, we 
address the question of how AI in the work-
place can be designed in human interest. For 
this purpose, different perspectives on human-
centered AI are presented. Subsequently, the 
SMART work design model is introduced [37, 
43]. Based on the model, we discuss criteria for 
the development of human-centered hybrid in-
telligence. Finally, five design steps are derived 
that can help organizations design human-cen-
tered human-AI teams. 
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