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Abstract: Initial-boundary value problems for the one-
dimensional linear advection–dispersion equation with
decay (LAD) are studied by utilizing a unified method,
known as the Fokas method. The method takes advantage
of the spectral analysis of both parts of Lax pair and the
global algebraic relation coupling all initial and boundary
values. We present the explicit analytical solution of the
LAD equation posed on the half line and a finite interval
with general initial and boundary conditions. In addition,
for the case of periodic boundary conditions, we show that
the solution of the LAD equation is asymptotically t-peri-
odic for large t if the Dirichlet boundary datum is periodic
in t. Furthermore, it can be shown that if the Dirichlet
boundary value is asymptotically periodic for large t, then
so is the unknown Neumann boundary value, which is
uniquely characterized in terms of the given asymptotically
periodic Dirichlet boundary datum. The analytical pre-
dictions for large t are compared with numerical results
showing the excellent agreement.

Keywords: advection–dispersion equation; convection–
diffusion equation; initial-boundary value problem; spec-
tral analysis.

1 Introduction

In this paper, we study initial-boundary value problems for
the one-dimensional linear advection–dispersion equation
with decay (LAD) [1]

qt � Dqxx − cqx − rcq, (1)

where D > 0, c ≥ 0 and rc ≥ 0 represents the dispersion,
advection coefficients and the first order decay rate. This
equation is also known as the convection–diffusion
equation with a reaction, according to scientific contexts
[2]. The LAD equation is a combination of the linear

dispersion and advection equations plus the decay, but
which is also an analytical model, describing physical,
chemical or biological diffusive transport phenomena in
science and engineering [3–6]. For example, it describes a
mathematical model for one-dimensional contaminant
transport in porousmedium systemswith first-order decay.
The LAD equation without the decay term was formally
solved in [7, 8]. Analytical solutions of the LAD equation,
including the decay term, have been developed in several
literatures [1, 3, 6] (see also [9] and references therein). It
should be noted that most proposed analytical solutions
are for the LAD equation with relatively limited initial and
boundary conditions, such as homogeneous, constant or
exponential boundary conditions in time. Moreover, these
solutions can be involved with the complementary error
functions. A few explicit analytical solutions are available
if more general or complicated initial and boundary con-
ditions are prescribed.

We propose here explicit analytical solutions for initial-
boundary value problems of the LAD equation with general
boundary conditions by utilizing a unified method, also
known as the Fokas method [10, 11] (see themonograph [12]
and thepedagogical literature of themethod [13]). The Fokas
method has been introduced to analyze boundary value
problems for nonlinear integrable systems, which can be
considered as a significant extension of the inverse scat-
tering transform. Moreover, it has been shown that the
method can be extensively applicable to a large class of
partial differential equations (PDEs); for example, nonlinear
integrable systems and linear evolution equations [11, 14–
16] and linear and nonlinear elliptic PDEs [17–21] as well as
linear and integrable nonlinear discrete equations [22, 23].

The presented method has several advantages. For
linear cases, the Fokas method is relatively simple, but very
effective, to implement. Themain steps of the Fokasmethod
can be summarized as follows: (i) simultaneous analysis of
the both parts of Lax pair, which can be considered a novel
type of separability [24]; (ii) analysis of the global relation
which is an algebraic equation that involves all initial and
boundary values. This global relation can be used to
determine the unknown boundary values, known as the
generalized Dirichlet-to-Neumannmap [25] (see also [26, 27]
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for the recent application of the global relation). Moreover,
the Fokas method presents an integral representation of the
solutionwith explicit exponential (x, t)-dependence. Thus, it
enables to characterize the asymptotic behaviors of the so-
lution and the unknown boundary values for large t [28–33].

The purpose of the work is to present new explicit
analytical solutions for initial-boundary value problems of
the LAD equation with general initial and boundary condi-

tions. More specifically, letting t � t′/D and dropping prime
for simplicity, we consider the following rescaled equation

qt � qxx − bqx − aq, a,  b ≥ 0. (2)

Note that one can reduce LAD equation (2) to the LAD
equation without decay term by changing variable
q(x, t) � e−atu(x, t). The equation without decay term has
been studied and solved by using the Fokas method in [34].
However, the form of equation (2) has the advantage of
studying periodic asymptotics of the solution and boundary
values for large t. We will derive the explicit integral rep-
resentation of the solution for the Dirichlet boundary value
problem of equation (2) posed on half line via the Fokas
method. In addition, we will discuss the asymptotic be-
haviors of the solution and boundary values for large t. We
will show that if the Dirichlet boundary value is periodic,
the solution of the LAD is asymptotically t-periodic as
t → ∞. Moreover, it can be shown that if the Dirichlet
boundary value is asymptotically periodic as t→∞, then so
is the unknown Neumann boundary value, which can be
uniquely characterized in terms of the asymptotically peri-
odic Dirichlet boundary value. It should be noted that the
Fokas method can be effectively applicable to solve
boundary value problems with more general and compli-
cated boundary conditions. In this respect, we will further
address the explicit solutions for equation (2) posed on the
half line with the Neumann and Robin boundary conditions
as well as the solution of equation (2) formulated on a finite
interval. In addition, we will present several examples
including comparison of the analytical and numerical re-
sults, as applications.

2 The LAD equation on the half line

In Section 2, we first study the Dirichlet boundary value
problem for the LAD equation posed on the half line

qt � qxx − bqx − aq, x > 0, t > 0, (3)

with the initial condition q(x,  0) � q0(x) and the Dirichlet
boundary condition, denoted by

q(0,  t) � g0(t).
Also, we denote the unknown Neumann boundary

value by qx(0,  t) � g1(t). We assume that q0(x) is suffi-
ciently smooth and decays rapidly as x → ∞ and g0(t) is
sufficiently smooth.

The LAD equation can bewritten as an overdetermined
linear system, known as a Lax pair

μx − ikμ � q, (4a)

μt + ω(k)μ � (ik − b)q + qx, (4b)

where μ � μ(x,  t,  k) is the eigenfunction with the spec-
tral parameter k ∈ C and the dispersion relation is given
by

ω(k) � k2 + ibk + a.

Indeed, the LAD equation (2) is the compatible condi-
tion of the Lax pair equation (4) in the sense that μtx � μxt
implies that q solves equation (2) if the spectral parameter
k is independent of x and t. Note that Reω(k) �
k21 − k22 − bk2 + a for k � k1 + ik2 ∈ C (k1,  k2 ∈ R). We intro-
duce the region D � {k ∈ C|Reω(k) < 0} and we decompose
the region D into D � D+ ∪ D−, where D+ � {k ∈ C|
Reω(k) < 0 and Im z > 0} and D− � {k ∈ C|Reω(k)
<0 and Im z < 0} (see Figure 1). The Lax pair equation (4)
can be written in the divergence form

(e−ikx+ω(k)tq)
t
� (e−ikx+ω(k)tQ)

x
, (5)

where Q(x,  t,  k) � (ik − b)q + qx. To analyze equation (5),
we introduce the Fourier transform pair:

q̂(k,  t) � ∫
∞

0

dx e−ikxq(x,  t), Im k ≤ 0,

and

q(x,  t) � 1
2π

∫
∞

−∞
dk eikxq̂(k,  t).

Then, taking ∫ ​∞
0
dx in equation (5) yields

(eω(k)t q̂(k,  t))
t
� −eω(k)tQ(0,  t,  k). (6)

Let q̂(k,  0) � q̂0(k) and we define the t-transform as

ĝj(k,  t) � ∫
t

0

ds eω(k)s ∂j
x q(0, s), j � 0,  1. (7)

Applying ∫ ​t
0
ds in equation (6), we find the global

relation given by

eω(k)t q̂(k,  t) � q̂0(k) − Q̂(k,  t), Im k ≤ 0, (8)
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where

Q̂(k,  t) � (ik − b)ĝ0(k,  t) + ĝ1(k,  t). (9)

Employing the inverse Fourier transform in equation
(8), the solution q(x, t) can be recovered as

q(x,  t) � 1
2π

∫
∞

−∞
dk eikx−ω(k)t q̂0(k) − 1

2π
∫
∞

−∞
dk eikx−ω(k)tQ̂(k,  t).

(10)

Since the integrand in the second integral of equation
(10) is analytic and bounded in the region, where Im k > 0
and Reω(k) > 0, by the Cauchy theorem, we deform the
contour (−∞, ∞) to ∂D+ (see Figure 1). Thus, we find the
reconstruction formula for the solution q(x, t) as

q(x,  t) � 1
2π

∫
∞

−∞
dk eikx−ω(k)t q̂0(k) − 1

2π
∫
∂D+

dk eikx−ω(k)tQ̂(k,  t).

(11)

Note that the representation of the solution equation
(11) involves the unknown function ĝ1(k,  t) via the un-
known Neumann boundary value qx(0, t). Thus, for the
explicit representation of the solution, it is necessary to
determine this unknown boundary value. To this end, we
use the global relation equation (8), which couples all
initial and boundary values.

Note that if ω(k) � ω(ν(k)), the transformation
k → ν(k) leaves ω(k) invariant. As a consequence, ĝj(k,  t)

(j � 0,  1) is invariant under this transformation. The equa-
tion ω(k) � ω(ν(k)) has a trivial root ν(k) � k and a
nontrivial root ν(k) � −k − ib. Note that if k ∈ D+, then
−k − ib ∈ D−. Hence, replacing k → −k − ib in equation (8)
and solving the resulting equation for ĝ1(k,  t), the un-
known boundary value is given by

ĝ1(k,  t) � q̂0(−k − ib) + ikĝ0(k,  t) − eω(k)t q̂(−k − ib,  t).
(12)

Substituting equation (12) into equation (9), we find

Q̂(k,  t) � q̂0(−k − ib) + (2ik − b)ĝ0(k,  t)
− eω(k)t q̂(−k − ib,  t). (13)

The right-hand-side of equation (13) contains the
unknown function q̂(−k − ib,  t), which is the transform of
the solution q(x, t). However, when this term is inserted
into equation (11), the integrand is analytic and bounded
in D+. Hence, the integral of the term involving
q̂(−k − ib,  t) over ∂D+ vanishes by the Cauchy theorem.
Finally, the explicit representation for the solution of
equation (3) is given by

q(x,  t) � 1
2π

∫
∞

−∞
dk eikx−ω(k)t q̂0(k)

−
1
2π

∫
∂D+

dk eikx−ω(k)t[q̂0(−k − ib)

+ (2ik − b)ĝ0(k,  t)]. (14)

Remark 2.1. We can derive the unknown Neumann
boundary value directly from equation (12) as

g1(t) � −
1
2iπ

∫
∞

−∞
dk ke−ω(k)t q̂0(k)

+ 1
2iπ

∫
∂D+

dk ke−ω(k)t[q̂0(−k − ib) + (2ik − b)ĝ0(k, t)].
(15)

Indeed, the effective portion of ĝ1(k,  t) in equation (12) is
given by ĝ1(k,  t) � q̂0(−k − ib) + ikĝ0(k,  t). Taking the
inversion formula for the t-transform equation (a.3) dis-
cussed in Appendix, we find

g1(t) � 1
2iπ

∫
∂D+

dk e−ω(k)t(2k + ib)q̂0(−k − ib)

+ 1
2iπ

∫
∂D+

dk e−ω(k)tk(2ik − b)q̂0(−k − ib). (16)

Note that letting k → −k − ib (and then −k − ib ∈ D− for
k ∈ D+), we find

Figure 1: The region D � D+ ∪ D− (shaded) in the complex k-plane,
where Reω(k) < 0 with ω(k) � k2 + ibk + a and the vertices at
k � i(−b ±

�������
b2 + 4a

√
)/2. The steepest descent contour Cs passing

through the point k = −ib/2. Efficient contour L � L1 ∪ L2 for
numerical scheme (see the text for some details).
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1
2iπ

∫
∂D+

dk e−ω(k)t(k + ib)q̂0(−k − ib) � 1
2iπ

∫
∂D−

dk ke−ω(k)t q̂0(k).

Then, we deform the contour ∂D− to (−∞, ∞) in the nega-
tive direction by using the Cauchy theorem. Thus,
substituting the resulting equation into the first integral of
equation (16), we find the unknown Neumann value g1(t)
given by equation (15). Note that equation (15) is identical
with the expression obtained from differentiating equation
(14) with respect to x and evaluating the resulting equation
at x = 0.

The representation of the solution given in equation
(14) has the explicit (x, t)-dependence of the exponential
form. Thus, it is possible to study the appropriate asymp-
totics of the solution for large t. Below, we will show that
the solution for the LAD equation with a periodic Dirichlet
boundary datum is asymptotically periodic for large t. The
similar result of the Proposition 2.1 also can be found in [33]
for the linearized Korteweg–de Vries equation.

Proposition 2.1. Let q(x, t) be the solution given by equa-
tion (14). Assume that q0(x) ∈ S[0,  ∞) and
g0(t) ∈ L∞[0,  ∞), where S denote the space of Schwartz
functions. Suppose that g0(t) is a periodic function with
period τ. Then for any x > 0,

lim
n→∞

q(x,  nτ + t) � q∞(x,  t), (17)

where q∞(x,  t) is a periodic function with period τ and
q∞(0,  t) � g0(t). In particular, for any x > 0, q(x, t) is
asymptotically periodic such that

q(x,  τ + t) − q(x,  t) � O(e−at), t →∞. (18)

Proof. Note that e−ω(k)t q̂0(−k − ib) is analytic and bounded
in the region, where Imk > 0 and Reω(k) > 0. Also note that
by integration by parts, (2ik − b)ĝ0(k,  t) � O(1/k) as
k → ∞. Thus by the Cauchy theorem, we can deform the
contour ∂D+ to (−∞,∞) in the second integral of equation
(14) and hence, we write the representation of the solution
given in equation (14) as the sum of three integrals
q(x,  t) � Q(1)(x,  t) + Q(2)(x,  t) + Q(3)(x,  t), where

Q(1)(x,  t) � 1
2π

∫
∞

−∞
dk eikx−ω(k)t q̂0(k),

Q(2)(x,  t) � −
1
2π

∫
∞

−∞
dk eikx−ω(k)t q̂0(−k − ib),

Q(3)(x,  t) � −
1
2π

∫
∞

−∞
dk eikx−ω(k)t  (2ik − b)ĝ0(k).

We will estimate each integral in the above equations. For
Q(1)(x,  t), we write

Q(1)(x,  t) � 1
2π

∫
∞

0

dy q0(y) ∫
∞

−∞
dk eik(x−y)−ω(k)t .

Then, using the following identity,

∫
∞

−∞
dk eikx−ω(k)t �

��
π
t

√
exp[− at −

(x − bt)2
4t

], (19)

we find ∣∣∣∣Q(1)(x,  t)∣∣∣∣ ≤M1
e−at�
t

√ ‖q0‖L1[0,∞) (20)

for some constant M1 > 0. For Q
(2)(x,  t), we write

Q(2)(x,  t) � −
1
2π

∫
∞

0

dy q0(y) ∫
∞

−∞
dk eikx+(ik−b)y−ω(k)t .

From the identity,

∫
∞

−∞
dk eikx+(ik−b)y−ω(k)t �

��
π
t

√
exp[− at

−
(x − bt)2 + 2(x + bt)y + y2

4t
].

it follows that ∣∣∣∣Q(2)(x,  t)∣∣∣∣ ≤M2
e−at�
t

√ ‖q0‖L1[0,∞) (21)

for some constant M2 > 0.
Regarding Q(3)(x,  t), we write Q(3)(x,  t) as

Q(3)(x,  t) � −
1
2π

∫
t

0

ds g0(s)Φ(x,  t − s),

where

Φ(x,  t) � ∫
∞

−∞
dk eikx−ω(k)t(2ik − b).

Note that since ω′(k) � 2k + ib,

Φ(x,  t) � 1
it

∫
∞

−∞
dk eikx

d
dk

(e−ω(k)t)
� −

x
t
∫
∞

−∞
dk eikx−ω(k)t .

Then using equation (19), we find

Φ(x,  t) � −
x

��
π

√
t3/2

exp[− at −
(x − bt)2

4t
]. (22)

In order to derive equation (17), let {qn(x,  t)}∞1 be the
sequence given by

qn(x,  t) � q(x,  nτ + t)
� Q(1)

n (x,  t) + Q(2)
n (x,  t) + Q(3)

n (x,  t), (23)
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where Q(j)
n (x,  t) � Q(j)(x,  nτ + t) for j = 1, 2, 3. From equa-

tions (20) and (21), it follows that

∣∣∣∣Q(1)
n (x,  t) + Q(2)

n (x,  t)∣∣∣∣ ≤ (M1 +M2) e
−a(nτ+t)�����
nτ + t

√ ‖q0‖L1[0,∞).

Hence, we find

lim
n→∞

[Q(1)
n (x,  t) + Q(2)

n (x,  t)] � 0.

For Q(3)
n (x,  t), we consider the following series

∑
∞

m�1
[Q(3)

m+1(x,  t) − Q(3)
m (x,  t)]. (24)

Since g0(t) is a periodic function with period τ, we know
that

Q(3)
m+1(x,  t) − Q(3)

m (x,  t) � −
1
2π

∫
(m+1)τ+t

mτ+t
ds g0(t − s)Φ(x,  s),

which implies that by equation (22),

∣∣∣∣Q(3)
m+1(x,  t) − Q(3)

m (x,  t)∣∣∣∣ ≤M3e−a(mτ+t)

(mτ + t)3/2‖g0‖L
∞[0,∞)

for some constantM3 > 0. Thus, the series given in equation
(24) converges and so does the sequence Q(3)

n (x,  t) as
n→∞. Thus, the limit of the sequence {qn(x,  t)} given in
equation (23) exists for any x > 0 and we denote this limit by
q∞(x,  t). Note that

q∞(x,  τ + t) − q∞(x,  t) � [q∞(x,  τ + t) − qn(x,  τ + t)]
+ [qn+1(x,  t) − q∞(x,  t)].

Then, taking n → ∞ in the right-hand-side of the above
equation, we find q∞(x,  τ + t) � q∞(x,  t). Thus, q∞(x,  t) is
a periodic function with period τ. Moreover,
qn(0,  t) � g0(t) yields q∞(0,  t) � g0(t). ▫

Next, we study the asymptotically periodic boundary
data for large t. We assume that the Dirichlet boundary
value is asymptotically periodic for large t in the sense that
[29]

g0(t) � g̃0(t) + O(t−7/2), t →∞,

where g̃0(t) is a periodic function with period τ. Without
loss of generality, we consider the case of τ = 2π. In what
follows, we will show that the unknown Neumann bound-
ary value qx(0,  t) is also asymptotically periodic for large t
with the same period τ.

We first note that by integration by parts, we write the
function ĝ0(k,  t) as

ĝ0(k,  t) � 1
ω(k) (eω(k)tg0(t) − g0(0))
−

1
ω(k)∫

​t

0
ds eω(k)sġ0(s)ds.

Deforming the contour ∂D+ to pass to the right of the

singularity k � i
2 (−b +

�������
b2 + 4a

√
), which is denoted by ∂D+

0,

Equation (14) can be written as

q(x,  t) � 1
2π

∫
∞

−∞
dk eikx−ω(k)t q̂0(k)

−
1
2π

∫
∂D+

dk eikx−ω(k)t q̂0(−k − ib)

+ g0(t) + 1
2π

∫
∂D+

0

dk eikx−ω(k)t  
2ik − b
ω(k)

×[g0(0) + ∫
​t

0
ds eω(k)sġ0(s)],

(25)

where we have used the identity: by the residue theorem,

1
2π

∫
∂D+

0

dk eikx  
2ik − b
ω(k) g0(t) � −g0(t).

Then, differentiating equation (25) with respect to x
and evaluating the resulting equation at x = 0, the function
g1(t) is given by

g1(t) � −
1
2iπ

∫
∞

−∞
dk ke−ω(k)t q̂0(k)

+ 1
2iπ

∫
∂D+

dk ke−ω(k)t q̂0(−k − ib)

−
1
2iπ

∫
∂D+

0

dk e−ω(k)t  
k(2ik − b)

ω(k)

×[g0(0) + ∫
t

0

ds eω(k)sġ0(s)].

(26)

Proposition 2.2. Assume that g̃0(t) is a smooth periodic
function with period τ � 2π and q(0,  ⋅) − g̃0 ∈ S[0,  ∞).
Suppose that g̃0(t) has the Fourier series given by

g̃0(t) � ∑
∞

n�−∞
aneint , t ≥ 0, (27)

where an ∈ C with a0 � 0. Then, there is a unique periodic
function g̃1(t) with period τ such that

qx(0,  t) − g̃1(t) � O(t−1), t →∞, (28)

and its Fourier series is given by
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g̃1(t) � ∑
∞

n�−∞
(iknan)eint , (29)

with

kn �
⎧⎪⎪⎪⎨⎪⎪⎪⎩

−
ib
2
−
1
2
κneiΘn/2, n > 0,

−
ib
2
+ 1
2
κneiΘn/2, n < 0,

(30)

where

κn � ((b2 + 4a)2 + 16n2)1
4

and Θn � Arg(−b2 − 4a − 4in) is the principal value of the
argument.

Proof. Let q(x, t) be the solution given in equation (25) with
g0(t) � g̃0(t). We first prove equation (28). We write
equation (26) as the sum of three integrals
g1(t) � I1(t) + I2(t) + I3(t), where

I1(t)�− 1
2iπ

∫
​∞

−∞
dk ke−ω(k)t q̂0(k),

I2(t)� 1
2iπ

∫
∂D+

dk ke−ω(k)t q̂0(−k− ib),

I3(t)�− 1
2iπ

∫
∂D+

0

dk e−ω(k)t  
k(2ik−b)
ω(k) ×[g0(0)+∫t

0

ds eω(k)sġ0(s)].
Note that using integration by parts, we find

I1(t) � 1
2π

∫
∞

−∞
dk e−ω(k)tq0(0) + 1

2π
∫
∞

0

dx q̇0(x) ∫
∞

−∞
dk e−ikx−ω(k)t

� 1
2

��
πt

√ e−at[e−b2 t4 q0(0) + ∫
∞

0

dx e−
(x+bt)2

4t q̇0(x)],
which implies that I1(t) � O(e−at) as t→∞. For the integral
I2(t), we write I2(t) as

I2(t) � 1
2iπ

∫
∞

0

dx q0(x) ∫
∂D+

0

dk ke(ik−b)x−ω(k)t .

By the Cauchy theorem,we deform the contour ∂D+
0 to (−∞,

∞) in the above equation, that is,

∫
∂D+

0

dk ke(ik−b)x−ω(k)t � ∫
∞

−∞
dk ke(ik−b)x−ω(k)t

�
��
π
t

√
exp[− at −

(x + bt)2
4t

].
Thus, we know that I2(t) � O(e−at) as t → ∞.

Regarding the integral I3(t), by integration by parts,
we write I3(t) as

I3(t) � −
1
2iπ

∫
∂D+

0

dk 
k(2ik − b)

ω(k) × [g0(t)

− ω(k)∫
t

0

ds e−(t−s)ω(k)g0(s)]. (31)

Then, substituting the Fourier expansion (27) into (31), we
find

I3(t)�− 1
2iπ

∫
∂D+

0

dk k(2ik−b)× ∑
n≠0

an( eint

ω(k) −∫
t

0

ds e−(t−s)ω(k)+ins)
�− 1

2iπ
∫
∂D+

0

dk k(2ik−b)× ∑
n≠0

an( eint

ω(k) −
eint−e−ω(k)t

ω(k)+ in ).
(32)

For each n ∈ Z, kn defined in equation (30) solves the
equation ω(k) + in � 0 in ∂D+. Thus, before we split the
integral equation (32), we deform the contour ∂D+

0 to pass to
the right of the singularities k = kn, denoted by ∂D̂

+
0. As a

consequence, equation (32) can be written as

I3(t) � −
1
2iπ

∑
n≠0

aneint ∫
∂D̂

+
0

dk k(2ik − b)

×( 1
ω(k) −

1
ω(k) + in

)
−

1
2iπ

∑
n≠0

an ∫
∂D̂

+
0

dk e−ω(k)t
k(2ik − b)
ω(k) + in

.

(33)

Note that as k → ∞

k(2ik − b)( 1
ω(k) −

1
ω(k) + in

) � −
2n

k2
+ O(1/k3).

Thus, by the residue theorem, we evaluate the first integral
in equation (33) as

−
1
2iπ

∑
n≠0

aneint ∫
∂D̂

+
0

dk k(2ik − b) × ( 1
ω(k) −

1
ω(k) + in

)
� ∑

n≠0
iknaneint � g̃1(t).

For the second integral in equation (33), we use the steepest
descent method for asymptotics of integrals. Note
that −ω(k) has a critical point at k = −ib/2 and

k(2ik − b)
ω(k) + in

� O(k + ib
2
), k → −

ib
2
.

Hence, we introduce the steepest descent contour CS,
where CS is the line passing through the point k = −ib/2 and
parallel to the real k-axis (depicted in Figure 1). Deforming
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the contour ∂D̂
+
0 to the contour CS and using the steepest

descent method, we know that

∫
∂D̂

+
0

dk e−ω(k)t
k(2ik − b)
ω(k) + in

� O(t−1), t →∞.

Therefore, g1(t) � g̃1(t) + O(t−1) as t → ∞. Moreover, the
uniqueness of g̃1(t) follows from the fact that
u(0,  ⋅) − g̃0(t) ∈ S[0,  ∞) (see [31] for somedetails). ▫

Remark 2.2. It should be noted that the Fokas method can
be applied effectively well to solve boundary problems
with more general boundary conditions, such as the Neu-
mann and Robin boundary conditions, namely, (i) Neu-
mann boundary: qx(0, t) � g1(t); (ii) Robin boundary:
αq(0, t) + qx(0, t) � h(t), α ∈ R.

Neumann boundary condition. Solving equation (12) for
ĝ0(k,  t), the effective portion of the function ĝ0(k,  t) is
given by

ĝ0(k,  t) � −
1
ik
[q̂0(−k − ib) − ĝ1(k,  t)]. (34)

Thus, substituting equation (34) into equation (9), we find
Q̂(k,  t) for equation (11) as

Q̂(k,  t) � −
1
ik
[(ik − b)q̂0(−k − ib) − (2ik − b)ĝ1(k, t)].

Robin boundary condition. The Robin boundary value can
be expressed in terms of the transforms

αĝ0(k,  t) + ĝ1(k,  t) � ĥ(k,  t), (35)

where ĥ(k,  t) � ∫
​t

0
ds eω(k)sh(s). Substituting eqauation (12)

into equation (35), the effective portion of ĝ0(k,  t) is given
by

ĝ0(k,  t) � −
1

ik + α
[q̂0(−k − ib) − ĥ(k,  t)],

and then

ĝ1(k,  t) � 1
ik + α

(αq̂0(−k − ib) + ikĥ(k,  t)).
Using the above equations in equation (9), the effective
portion for Q̂(k,  t) is given by

Q̂(k,  t) � −
1

ik + α
[(ik − b − α)q̂0(−k − ib)

− (2ik − b)ĥ(k,  t)].

3 The LAD equation on a finite
interval

In Section 3, we discuss the Fokas method to solve the LAD
equation posed on a finite interval, namely,

qt � qxx − bqx − aq, 0 < x < L,  t > 0. (36)

We denote the initial and boundary values as

q(x,  0) � q0(x), q(0,  t) � g0(t), q(L,  t)
� f 0(t), qx(0,  t) � g1(t), qx(L, t) � f 1(t).

We assume that the boundary values g0(t) and f 0(t)
are given, while the boundary values g1(t) and f 1(t) are
unknown. We introduce the Fourier transform pair and the
t-transform as

q̂(k,  t) � ∫
L

0

dx e−ikxq(x,  t),

q(x,  t) � 1
2π

∫
∞

−∞
dk eikxq̂(k,  t)

and

f̂ j(k,  t) � ∫
t

0

ds eω(k)s ∂jx q(L,  s), j � 0,  1.

Taking ∫ ​L
0
dx in equation (5) and employing ∫ ​t

0
ds in the

resulting equation, equation (5) yields the following global
relation

eω(k)t q̂(k,  t) � q̂0(k) − Ĝ(k,  t) + e−ikLF̂(k,  t), (37)

where

F̂(k,  t) � (ik − b)f̂ 0(k,  t) + f̂ 1(k,  t), (38a)

Ĝ(k,  t) � (ik − b)ĝ0(k,  t) + ĝ1(k,  t). (38b)

Applying the inverse Fourier transform, we find

q(x,  t) � 1
2π

∫
∞

−∞
dk eikx−ω(k)t q̂0(k) − 1

2π
∫
∞

−∞
dk eikx−ω(k)tĜ(k,  t)

+ 1
2π

∫
∞

−∞
dk eik(x−L)−ω(k)t F̂(k,  t).

(39)

By the Cauchy theorem, we deform the contour (−∞,

∞) to ∂D+ for the integral involving the term Ĝ(k,  t) and to

− ∂ D− for the integral involving the term F̂(k, t) (noting
x − L < 0), respectively. Then the reconstruction formula for
q(x, t) is given by
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q(x,  t) � 1
2π

∫
∞

−∞
dk eikx−ω(k)t q̂0(k) − 1

2π
∫
∂D+

dk eikx−ω(k)tĜ(k,  t)

−
1
2π

∫
∂D−

dk eik(x−L)−ω(k)t F̂(k,  t).

(40)

Note that it requires to determine the unknown func-

tions ĝ1(t) and f̂ 1(t) in the representation of the solution
equation (40). As before, the global relation equation (37)
plays a crucial role. For simplicity, we write equation (37)
as

ĝ1(k,  t) − e−ikLf̂ 1(k,  t) � N(k,  t) − eω(k)t q̂(k,  t), (41)

where

N(k,  t) � q̂0(k) − (ik − b)ĝ0(k,  t) + e−ikL(ik − b)f̂ 0(k,  t).
Replacing k → −k − ib in equation (41), we find

ĝ1(k,  t) − e(ik−b)Lf̂ 1(k,  t) � N(−k − ib,  t) − eω(k)t q̂(−k − ib,  t).
(42)

We solve the linear system of equations (41) and (42)

for ĝ1(k,  t) and f̂ 1(k,  t). As discussed in Section 2, note that

the terms involving eω(k)t q̂(k,  t) and eω(k)t q̂(−k − ib,  t) in
equations (41) and (42) do not contribute in equation (40)
thanks to the Cauchy theorem. Thus, the effective portions

for the unknown functions ĝ1(k,  t) and f̂ 1(k,  t) can be
expressed as

ĝ1(k,  t) � 1
Δ(k) [e−ikLN(−k − ib,  t) − e(ik−b)LN(k,  t)], (43)

f̂ 1(k,  t) � 1
Δ(k) [N(−k − ib,  t) − N(k,  t)], (44)

where Δ(k) � e−ikL − e(ik−b)L is the determinant of the cor-
responding linear system. Finally, substituting equations
(43) and (44) into equation (38), we find the functions
Ĝ(k,  t) and F̂(k,  t) in equation (40) given by

Ĝ(k,  t) � (ik − b)ĝ0(k,  t) + 1
Δ(k)

×[e−ikLN(−k − ib,  t) − e(ik−b)LN(k,  t)]
F̂(k,  t) � (ik − b)f̂ 0(k,  t) + 1

Δ(k) [N(−k − ib,  t) − N(k,  t)].
(45)

Remark 3.1. Since the function Δ(k) has simple zeros at

km � mπ
L

−
ib
2
, m ∈ Z,

the functions F̂(k,  t) and Ĝ(k,  t) given in equation (45) have

singularities at these points, which can be used to obtain an
alternative series representation of the solution [16].

4 Examples

In Section 4, we consider the following Dirichlet boundary
value problem

qt � qxx − qx − q, x > 0,  t > 0, (46)

with the given initial and boundary values q(x,  0) � q0(x)
and q(0,  t) � g0(t).

Example 4.1. It iswell-known that the function q(x, t) � et−x

solves equation (46). In this case,

q(x,  0) � e−x, q(0,  t) � et .

We will derive the form of the solution directly from the
above conditions. In terms of the transforms, we find

q̂0(k) � 1
ik + 1

,

ĝ0(k,  t) � e(ω(k)+1)t − 1
ω(k) + 1

,

whereω(k) � k2 + ik + 1. From equation (14), it follows that
the solution is given by

q(x,  t) � 1
2π

∫
∂D+

dk eikx−ω(k)t( 1
ik + 1

+ 1
ik − 2

)
−

1
2π

∫
∂D+

dk eikx(2ik − 1) e
t − e−ω(k)t

ω(k) + 1
, (47)

wherewehave deformed the contour (−∞,∞) to ∂D+ by the
Cauchy theorem. Note that the integrand of the first inte-
gral in equation (47) has a simple pole at k = i in D+, while
the integrand of the second integral has a removable sin-
gularity at k = i inD+. Thus, by the residue theorem, we find
q(x,  t) � et−x, as desired.

Example 4.2. We consider the case

q(x,  0) � 0, q(0,  t) � C, (48)

where C is a real constant. The function ĝ0(k,  t) is given by

ĝ0(k,  t) � C(eω(k)t − 1)
ω(k) ,

which yields

q(x,  t) � −
C
2π

∫
∂D+

dk eikx(2ik − 1) 1 − e−ω(k)t

ω(k) . (49)
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The integral in equation (49) can not be computed explic-
itly, so we evaluate integral numerically. To this end, we
use the efficient analytical-numerical scheme proposed in
[34]. By the Cauchy theorem, we deform the contour ∂D+ to
L � L1 ∪ L2 (depicted in Figure 1), where

L1 � {k � reiπ/6|r ≥ 0},
L2 � {k � re5iπ/6|r ≥ 0}.

Note that along this contour L, the exponential terms in the
integral decay rapidly for large k and hence numerical
integration converges quickly. The accuracy and order of
convergence for this hybrid analytical-numerical scheme
has been discussed in [34]. Analytical and numerical

solutions are shown in Figure 2 with C = 1. The analytical
solution in Figure 2 (as blue solid curve) has been obtained
by integrating equation (49) numerically along the contour
L via the adaptive Gauss-Kronrod quadrature method with
|k| � 100 (or equivalently r = 100). The numerical solution
displayed in Figure 2 (as red open dot) has been found by
using MATLAB’s build-in function pdepe with x = 100.
Figure 2 shows that the analytical solutions are in excellent
agreement with numerical results.

Example 4.3. We consider the case of the periodic bound-
ary value

q(x,  0) � 0, q(0,  t) � 2 sin 2 πt. (50)

In this case, the solution is given by

q(x,  t) � −
1
2π

∫
∂D+

dk eikx−ω(k)t(2ik − 1)ĝ0(k,  t), (51)

where

ĝ0(k,  t) � 2[2π + eω(k)t(ω(k)sin 2 πt − 2π cos 2 πt)]
ω2(k) + 4π2

.

The integral in equation (51) can be computed by a similar
way as discussed in Example 4.2. Figure 3a, b show that the
analytical solution (shown in the figure as blue solid curve)
is asymptotically periodic for large t and is again in excel-
lent agreement with the numerical results (marked in the
figure as red open dots).

Example 4.4. We consider the case that the Dirichlet
boundary value is asymptotically periodic, namely,

q(x,  0) � 0, q(0,  t) � cos 2 πt −
1

t4 + 1
. (52)

From equation (29), it follows that

g̃1(t) � ik1
2
e2iπt + ik−1

2
e−2iπt , (53)

where

k±1 � −
i
2
∓
1
2
(25 + 64π2)1/4e i

2Θ±1

with Θ±1 � Arg(−5 ∓ 8iπ). The asymptotic Neumann
boundary value given in equation (53) is shown in Figure 4
by a blue solid curve.Wehave also compared theNeumann
boundary value in this figure as a red dashed curve, which
has been numerically obtained by the forward-difference
derivative.
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Figure 2: Comparison of analytical solution (blue solid curve) and
numerical solution (red open dot) with C = 1 and the initial and
boundary values given in Equation (48). (a) Analytical and numerical
solutions versus x when t = 0.2, 0.6 and 1.4 (from lower curve to
upper one, respectively). (b) Analytical and numerical solutions
versus t when x = 1, 2 and 4 (from upper curve to lower one,
respectively) (color online).
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Example 4.5. We consider the LAD equation posed on the
finite interval,

qt � qxx − qx − q, 0 < x < 1,  t > 0 (54)

with

q(x,  0) � 0, q(0,  t) � 2sin2πt, q(1,  t) � 0.

In this case, N(k,  t) � −(ik − 1)ĝ0(k,  t), and hence

F̂(k,  t) � 1
Δ(k) (2ik − 1)ĝ0(k,  t),

Ĝ(k,  t) � 1
Δ(k) (2ik − 1)e−ikĝ0(k,  t),

where Δ(k) � e−ik − eik−1 and ĝ0(k,  t) is given in Example
4.3. From equation (40), we find

q(x,   t) � −
1
2π

∫
∂D+

dk eik(x−1)−ω(k)t
2ik − 1
Δ(k) ĝ0(k,  t)

−
1
2π

∫
∂D−

dk eik(x−1)−ω(k)t
2ik − 1
Δ(k) ĝ0(k,  t).

Using change of variable k→ −k − i for the second integral,
the solution q(x, t) can be written as

q(x,  t) � −
1
2π

∫
∂D+

dk e−ω(k)t(eik(x−1) − e−(ik−1)(x−1))
× 2ik − 1

Δ(k) ĝ0(k,  t). (55)

The solution q(x, t) given in equation (55) is shown in
Figure 5(a). We also have displayed the solution curves in
Figure 5(b) as blue solid curves for x = 0.1, 0.5 and 0.8,
which are in excellent agreement with the numerical so-
lutions (red dashed curve).

5 Concluding remarks

We have demonstrated the Fokas method to solve initial-
boundary value problems for the LAD equation posed on
the half line and a finite interval with general boundary
conditions. In addition to solving the LAD equation, we
have discussed the case of periodic boundary conditions,
which commonly appears in physics and engineering. In
particular, we have characterized the long time asymptotic
behaviors of the solution and the unknown boundary
value, which can be uniquely determined by the known
asymptotically periodic boundary datum. These analytical
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Figure 3: Comparison of analytical solutions (blue solid curves) and
numerical solutions (red open dots) versus t with the initial and
boundary values given in equation (50), where x=2 in (a) and x=4 in
(b), respectively (color online).
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Figure 4: Comparison of numerically obtained Neumann boundary
value (red dashed curve) and asymptotic formula (blue solid curve)
given in equation (53) (color online).
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predictions have been compared with numerical results
showing the excellent agreement.

It should be noted that the presented method is rela-
tively simple, but remarkably effective, to implement,
finding an explicit integral representation of the solution.
The method works equally well for boundary value prob-
lems for linear and nonlinear integrable systems. In
contrast to classical transformmethods such as the Fourier
and Laplace transforms, the Fokas method has several
advantages. The integral representation of the solution
involves explicit (x, t)-dependence of the exponential form,
and hence it allows to study the long time asymptotics of
the solution. Also, from the integral representation of an-
alytic functions, it makes possible to compute effectively
the numerical solution [12, 20, 34]. More importantly, the
method can be nonlinearizable in the sense that it is

successfully used for analyzing nonlinear integrable PDEs
as well as nonlinear lattices [35]. Recently, the method has
been extended to study well-posedness, regularity and
controllability of PDEs [36–38].

The LAD equation can be considered as a generaliza-
tion of the heat equation and hence we expect that it could
be possible to study boundary value problems with more
complicated boundary data as shown in [39–43]. Also, note
that the explicit representations of the solutions in finite
and infinite domains can be used to analyze the effect of
the exit and inlet boundary conditions for small Péclet
number as discussed in [44]. We will address regarding
these issues in the near future.
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Appendix A
The inversion formula for the t-transform. The inversion
formula for the spectral function equation (7) can be
derived by performing spectral analysis of equation (4b).
We consider the following spectral problem

μt + ω(k)μ � g(t), 0 < t < T , (A.1)

where μ � μ(t,  k) and ω(k) � k2 + i bk + a. Multiplying by
the integrating factor eω(k)t, we found the Jost solutions
given by

μ1(t,  k) � ∫
t

0

ds e−ω(k)(t−s)g(s),

μ2(t,  k) � −∫
T

t

ds e−ω(k)(t−s)g(s).

Note that μ1 and μ2 are analytic and bounded in C \ D
and D, respectively. Also, the jump condition, also known
as a scalar Riemann-Hilbert problem, is given by

(μ2 − μ1)(t,  k) � −e−ω(k)t ĝ(k,  T), (A.2)

where ĝ(k,  t) � ∫
​t

0
ds eω(k)sg(s). By integration by parts, we

find μ1,2 � O(1/k2) as k→∞, and hence the solution of the
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Figure 5: (a) Analytical solution of equation (54) given in equation
(55). (b) Comparison of the analytical solution (blue solid curve) and
the numerical solution (red dashed curve) for x = 0.1, 0.5 and 0.8.
(color online).
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Riemann-Hilbert problem equation (a.2) can be solved by
the Plemelj formula [12]

μ(t,  k) � −
1
2iπ

∫
∂D

dζ  e−ω(ζ)t ĝ(ζ ,  T)
ζ − k

,

where ∫
∂D

dζ � ∫
∂D+

dζ + ∫
∂D−

dζ . Substituting the above equa-

tion into equation (a.1), we find

g(t) � −
1
2iπ

∫
∂D

dζ  e−ω(ζ)tω(k) − ω(ζ )
ζ − k

ĝ(ζ ,  T)
� 1
2iπ

∫
∂D

dζ  e−ω(ζ)t(ζ + ib + k)ĝ(ζ ,  T).
Letting k→ −k − ib in the integral over ∂D− (and noting

that if k ∈ D−, then −k − ib ∈ D+), we know that

∫
∂D−

dζ  e−ω(ζ)t(ζ + ib + k)ĝ(ζ ,  T)
� ∫

∂D+
dζ  e−ω(ζ)t(ζ − k)ĝ(ζ ,  T).

Thus, the reconstruction formula for g(t) can be found as

g(t) � 1
2iπ

∫
∂D+

dζ  e−ω(ζ)t(2ζ + ib)ĝ(ζ ,  T).
Note that we can replace ĝ(ζ ,  T) by ĝ(ζ ,  t) in the above

equation. Indeed, the difference between these terms

∫
∂D+

dζ  ∫
T

t

ds e−ω(ζ)(t−s)(2ζ + ib)g(s)
vanishes by the Cauchy theorem, since t − s < 0 and the
integrand is analytic and bounded inD+. Therefore, we find
the following inversion formula for the spectral function
ĝ(k,  t) as

g(t) � 1
2iπ

∫
∂D+

dk e−ω(k)tω′(k)ĝ(k,  t). (A.3)
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