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Abstract: Different forms of linear and non-linear field
equations, so-called ‘phase-field’ equations, are studied
in relation to the de Broglie-Bohm double-solution pro-
gram. This defines a framework in which elementary par-
ticles are described by localised non-linear wave solutions
moving by the guidance of a pilot wave, defined by the
solution of a Schrodinger-type equation. First, we con-
sider the phase-field order parameter as the phase for
the linear pilot wave, second as the pilot wave itself, and
third as a moving soliton interpreted as a massive particle.
In the last case, we introduce the equation for a super-
wave, the amplitude of which can be considered as a par-
ticle moving in accordance to the de Broglie—-Bohm the-
ory. Lax pairs for the coupled problems are constructed in
order to discover possible non-linear equations that can
describe the moving particle and to propose a framework
for investigating coupled solutions. Finally, doublons in
1+ 1 dimensions are constructed as self-similar solutions
of a non-linear phase-field equation forming a finite space
object. Vacuum quantum oscillations within the doublon
determine the evolution of the coupled system. Applying a
conservation constraint and using general symmetry con-
siderations, the doublons are arranged as a network in
1+ 1+ 2 dimensions, where nodes are interpreted as ele-
mentary particles. A canonical procedure is proposed to
treat charge and electromagnetic exchange.
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1 Introduction

Since the emergence of quantum theory, physicists have
tried to understand the physical world as a dual phe-
nomenon of waves and particles. A very promising con-
cept, but almost forgotten today, is the double-solution
program of de Broglie and Bohm (dBB) [1-4]. The concept
is based on two coupled wave equations. The so-called
‘pilot wave’ corresponds to the probability wave, i, in
the Copenhagen interpretation of quantum mechanics and
evolves according to a linear Schrédinger-type equation.
This pilot wave couples to the u wave (in de Broglie’s nota-
tion [3]), which shall describe physical ‘particles’. Doing
this, it is possible to interpret e.g. the famous ‘double-slit’
experiment in a picture where the particle remains as such
from the moment of emission until the moment of absorp-
tion, but is ‘informed’ about the probability of different
paths by the pilot wave (i.e. it is guided by the pilot wave)
[5]. The path of the particle within the period between
emission and absorption is unknown (if no additional
measurement is performed that would spoil the experi-
ment), that is why the particle itself is termed ‘hidden’
during the experiment. The theory is ‘non-local, realistic’
along the classification of Bell [6]. Non-local means that
physical observables are represented by gradient opera-
tors acting on fields in space and time. Realistic means that
physical observables have well-defined values (not nec-
essarily ‘exact’, but subject to Heisenberg’s uncertainty)
independent of a measurement. This contrasts to ‘local,
realistic’ classical theories; Newton’s mechanics and gen-
eral relativity; and the ‘non-local, probabilistic’ Copen-
hagen interpretation of quantum mechanics.

de Broglie, the father of the wave interpretation of
elementary particles, presented his ideas — how to con-
struct stable elementary particles and their interaction
as wave phenomena - first at the Solvay conference
1927. For a recent review and details, see [7]. The solu-
tion of a linear Schrodinger-type wave equation couples
to the solution of a non-linear wave equation that has
localised amplitudes interpreted as massive particles, the
u wave. Both waves are connected by their phases, which
is why the pilot wave can guide the particle. According
to Bohm’s work, the Schrédinger equation for the i) wave
can be decomposed into two equations, for the amplitude
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(R in Bohm’s notation) and for the phase (S in Bohm’s
notation). The probability of finding a particle (P = R?)
relates to the probability in the Copenhagen interpreta-
tion. Using the phase S, the velocity of the particle can be
found asvp = ¢*rS/0:S. This can be seen in analogy to
the particles in water waves, which make loops that grad-
ually advance in the direction of wave propagation [8].

Why treat matter as coupled waves? Why not sim-
ply accept the existence of elementary particles as point
masses? The most prominent opponent of the dualism of
mass and space was Einstein, who worked for long on
a ‘unitary’ or ‘monistic’ view of the physical world, as
reported in [7]:

‘[...] Einstein [...] had a very similar objective in the
framework of his theory of general relativity in the 20s:
the postulate of geodesics would not be an extra hypothe-
sis, but would be obeyed, de facto, by peaked solutions of
Einstein’s non-linear equations moving on a weakly vary-
ing metric background. This idea presents many deep sim-
ilarities with de Broglie’s guidance equation, which lies at
the heart of the de Broglie—-Bohm hidden variable theory
[1, 2]. In fact, Bohm—de Broglie trajectories are the counter-
part of geodesic trajectories in Einstein’s unitarian version
of general relativity ....”

Today, it is almost fully accepted that elementary par-
ticles cannot be considered as point masses and a non-
local theory, such as the dBB double-solution program,
is needed. An appropriate quantum field theory that is
based on elementary space quanta with finite dimensions,
e.g. strings [9] or branes [10], had not been worked out
at that time and is still missing in a concise form today.
The double-solution program offers an elegant solution
to this problem because it combines a linear Schrédinger-
type wave equation for a i) wave with a non-linear wave
equation for a u wave describing the particle.

The main difficulty, the reason why the theory did
not prevail, was the construction of the u wave represent-
ing the particle, or other quantum-mechanical objects.
Although de Broglie’s primary idea had been the descrip-
tion of matter as a wave phenomenon, the double-solution
program is based on the traditional understanding of ‘par-
ticles’ and ‘space’ as separate elements of matter. Recently,
the second author developed a monistic view of matter,
called ‘quantum-phase-field (PF) concept’ [11] (The term
‘phase-filed’ denotes a special ‘soliton’ solution in mate-
rial physics and pattern formation, see [12-14]), treating
space—time and mass as two manifestations of matter with
dualistic character. In the quantum-PF concept, a spe-
cial field solution, which we will call ‘doublon’ in the
following, forms the elementary building block of matter.
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It unifies the aspects of particles and space. Only after
publication, his attention was called to the similarity with
the dBB double-solution program, which shall be elabo-
rated in the present article.

Here, we have to link to another development, which
began in the 1960s in the analysis of non-linear wave
equations that are related to a completely different phe-
nomenon: shallow water waves in channels and ocean
shores. The problem has been described by Korteweg and
de Vries (KdV) in 1896 [15]. Solutions of this type of non-
linear wave equations are characterised by a self-similar
shape of wave packets, nowadays known as ‘solitons’
(for review, see [16, 17]). The soliton solutions had been
unknown to de Broglie and Bohm in the beginning of the
1960s.

Today, the ‘soliton’ appears in a new application,
the PF theory [12-14], which is based on a soliton solu-
tion of a special non-linear wave equation derived from a
Ginzburg-Landau functional. The PF theory is applied to
investigate pattern formation in condensed matter physics
and materials science. The pattern here is the morphol-
ogy of a ‘phase’ in real space and its evolution, therefrom
the name. A phase is identified by an order parameter ¢,
called PF variable. It is a state of matter with a discontin-
uous property relation to the other phases in the sense of
Landau [18]. We shall not confuse this interpretation of a
‘phase’ with the phase of a wave, although we will show
that, indeed, it can have a similar formal meaning if we
speak about localised wave solutions, i.e. solitons.

One distinguishes primarily two sets of ’solitons’, as
depicted in Figure 1, with the eigen-coordinate ¢, space
coordinate x, time coordinate ¢, size 7, and velocity v.

Figure 1a depicts the classical soliton as an excitation
against a homogeneous background. Besides numerous
applications in wave mechanics (see [16] for an exhaus-
tive review at its time), it has been proposed as a template
to describe elementary particles [17]. The original soliton
is a 1-dimensional or planar 2-dimensional solution of a
spatial non-linear wave equation. True 3-dimensional real-
isations have been shown to be mathematically impossible
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Figure 1: Soliton in 1+ 1 dimension. (@) Symmetric soliton.
(b) Half-sided soliton as an integral form of the symmetric soliton.
n is the characteristic size of the wave.
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[19]. The construction of ‘particles’ then is only possible
in a spherical symmetric approximation (see, e.g. [20]),
which, by construction, prevents investigating scattering
events. It has also been realised early on that the intrin-
sic length scale of the soliton, its size 7, leads to a ‘natu-
ral mode of quantisation’ [21]. The latter statement leads
back to the dBB program. This connection has been little
addressed in the literature, but is clearly pointed out by
Colin and Durt [7].

Figure 1b shows a solution of an integral form of the
classical KdV-type equation, which introduces parity in
the space coordinate. We will later, in Section 6, com-
bine two of these ‘half-sided solitons’, a ’right-moving
soliton’ and a ‘left-moving soliton’, to an antisymmetric
pair, which we call ‘doublon’ (The expression ‘doublon’
has been coined originally by Ihle and Mueller-Krumbhaar
[22] in the context of a pair morphology in pattern forma-
tion). The doublon will serve (i) to define massive particles
with positive energy by gradient operators and (ii) define
‘space’ as the distance between the particles, attributed by
negative energy.

We will proceed as follows:

— Describe the relation of the PF equation to the dBB
double-solution program.

— Present Lax pairs that couple two wave functions simi-
lar to the dBB program.

— Construct ‘doublons’ from an antisymmetric pair of
half-sided left-/right-moving solitons from the PF equa-
tion.

— Construct a ‘doublon network’ in 1+ 1+ 2 dimensions
that embeds massive particles.

— Propose a generalisation of the concept to charged par-
ticles and fields.

— Discuss limitations and perspectives of the current
approach.

2 PF as a Toy Problem for the dBB
Double-Solution Program

2.1 PF Equation for the Phase of a Wave
Function

The PF order parameter ¢ can be considered in analogy
to the phase S in the dBB double-solution program [4]. de
Broglie and Bohm derived equations for the phase and for
the amplitude, taking the pilot wave in the form 1) = Re®
and substituting it into the Schrédinger equation. Here, we
solve the inverse problem and seek for an equation for a
1) wave, whose phase evolves according to a PF equation.
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In order to be consistent, we define ¢ as the phase of a
wave function y with an amplitude ay, as

P = aye. 1)

Then, we consider the linear PF equation as an evolu-
tion equation for the phase:

101 = N’ duxp + P + nedxp, @

where 0 = %, Ox = % and Oxx = a—xzz.

Here, 7 is a Kinetic parameter with dimension of time;
n is a characteristic length to be identified with the size
of the resulting soliton solution (see Fig. 1), which is also
called ‘interface width’ in the PF model; and e is a dimen-
sionless parameter related to the velocity of transport.
The simple solution of this equation is ¢ = e with § =
XVt and the velocity vy = . For this kind of solution,
the PF equation can be separated into two equations: the
advection equation d¢¢p = v0x¢ and the equation for the
self-similar shape of the soliton.

From the equation for the phase, we can reconstruct
the equation for 1. The following relations can be useful
as parts of the sought equation:

2 = dulaye™) = ";‘:W i)

_ at(azlp)
2
261¢

Y+ i)y,

Ox
a

deth = 2i z‘” (Ox )P + 2(0x )2

+ i@up + XMy
ay

(ax(p)z + M P
ay

Oxa
+i2 ;f (Ox) + Oxd V.

€)

With these relations, the following form of the evolu-
tion equation for 1 can be suggested:

10 = n°0xth + i + ineo(xp)p,  (4)
where ey is a parameter to be defined. By the substitution
of the solution (1) in this equation and collecting the neces-
sary imaginary terms, we obtain the equation for the phase
(2) with e = eq.
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The equation for the amplitude is the collection of the
remaining terms, i.e.

di(ay) Oxxa
T = (0, + P XY
Zalp
. 2 0xay
+ 2in (0x®). (5)
ay
After substitution ax;a"’ = a’;(i“’) (a‘a;”)z,we obtain
v @ @
today) = n"oulay) 2n*(xp)’aj, 2n°(9xay)’
+ 4in* ay(0xay)(0x ). (6)

As this equation can be considered a PF-like equation,
it can be divided into two equations:

10((ay,) = 2in° (9x$)ox(ay), )

oxay
n*oulay) = 2’ xp)’ay +2n° =2 aj.  (8)

Equation (7) is the advection equation
at(azlp) = Va.,,ax(ai) ©)

with the velocity

2in?
Va, = 1

. (10)

Equation (8) defines the self-similar shape and can be
written as

rlgl,,axx(ai): ai (11)
with
2!
1 oxa
Na, = 5 Oup)? + —% 12)

a4y

A solution of this equation is ay,(x,0) = eXMay oy
al[l(x’ O) — eiX/(zﬂa,p).
Using the advection equation (7), we obtain a total

solution for the amplitude ai(x, ) = e'% with 6, =
X+vg t
ay

rla‘p

Assuming that the velocity of the amplitude vq, =
20x¢
. %’
substituting atcl) = ¢ \ve can define the characteristic

T’
=

_CT
C~
B~

and

@ 0x@ is equal to the particle velocity vy = ¢

length n from n* = e+ For the mean value ¢ =

15%. The particle velocity is then defined as vq, =
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B = vp, and the velocity of the phase ¢ is defined as
Ox a¢ i
anw

vy = cpe Moreover, by substitution in (12)

and ox¢p = n ,we getna, = 1.

According to our results, the particle velocity
decreases with increasing e, whereas the phase velocity
increases. Both velocities approach ¢ when e decreases.
Moreover, va, vy = c? in accordance with the dBB theory.

In quantum mechanics, the momentum (i.e. the parti-
cle velocity) should be inversely proportional to the wave-
length, identified with the characteristic lengthp  1/n,
and directly proportional to the particle velocity. Hence,
if we assume T = Tge, n will be proportional to = e and
p as well as va, will be proportional to 1/° e according
to expectations. Based on that result, the characteristic
length can be definedas n = cto e.

In summary, the particle is described by the amplitude
function a,/,(x, t) as a I-dimensional singularity of size n
moving with the velocity Vays which is the solution of the
PF-like equation (6). This amplitude corresponds to the u
wave in the dBB theory and ¢ is the pilot wave for the
amplitude. Meanwhile, the dynamics of ¢ is governed by
(2). Finally, we show that (2) can be transformed to the
Schrodinger equation with a constant potential. Dividing
the two first terms on the right-hand side of (2) by 2i (this
is allowed because the PF equation can be separated into
two different equations), we get

Tat¢) - iaxx(p + ¢ + neax¢ (13)

Then, by substitution 79 = e and ox¢ = , we
obtain the Schrodinger-type equation:
iU

o = 5o+ 10, (14)

with Up = mc? 1 ie .Here, mis the mass of the particle
and ~ is Plank’s constant.

2.2 PF Equation for the Pilot Wave

In this section, we consider the transformed PF equation
(14) as a Schrodinger-type equation with a given potential.
The PF order parameter ¢ will be now considered as the
pilot i wave. We rewrite (13) as

TOtY = n—axxlp + l'b + nedxy (15)
and define i = ay e’ with § = 2! and Vy % =
Then, we assume that the pilot wave  is th phase of a
superwave

D= a(pei"l'. (16)
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From (15), we can reconstruct the equation for @.
Using the terms (3) (where we replace ¥ by @, ay, by ao,
and ¢ by ¥), i.e.

0@ = 299 ¢ 4 (3,0,
(o)
0xx®@ = (axl/))z + M D
ao

+ i

oxa
2722 (0xth) + 0 @, (17)
ao
the following form of the evolution equation for @ can be
suggested:

qaqua Yo f(aq))db

®=
7ot 2i 2 2i

oxa
axd)q)’
ao

+ ineg(0xyP)D + ne (18)
where eg and e{ are parameters responsible for the motion
of ¥ and ag, respectively, which have to be defined. The
term [a2)® (a‘b)q) is added by analogy to ) ®. By substituting the
@ wave (16) in this equation and collecting the imaginary
terms in (17), the equation for ¥ (15) can be reconstructed
with

Oxag

eo in (19)

ag

The equation for the amplitude is the collection of the
real terms in (17), i.e.

- ot _ Tﬁ Oxxdo

ao 2i ao

+ flage)
2i

axaCD

n (axlp) + neg (20)

This equation can be treated as a set of two equations:

10iap = neloras + (axlp) 9 ovap, Q1)
axacp
NaoOxxde = dof(as), 2

where 14, = 1. By assumption f(agp) = 1, a solution of

(22) reads ag(x, 0) = e/ Substituting —";‘;“’ = ﬁ we

can rewrite the advection equation (21) in the form

0tdd = Vau,0xdd, (23)
with vg, = "e and
e
e’ =ef + 7(6)(1!’)2- (24)
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The full solution for the amplitude is aq(x, t) = e'%

with 6, = X Vapl The amplitude can be interpreted as
a particle moving with the velocity vq, = vp = ¢? g g

From this, we can define the characteristic length as &

e e“ The particle velocity is then defined as vq, = ¢ %,
and the velocity of the wave 1 is defined as vy = ¢ eza
Here, we have restriction for the particle velocity e® e
By substituting ax““’ = -1 in (19), we obtain e = ey +

Nag
N/Mao = €0 + 1.

Note that the phase and the amplitude of the wave ¢
ay e' evolve according to dBB equations [4], which are the
Hamilton-Jacobi equation for the phase and the contin-
uous equation for the amplitude. The difference between
the dBB program and our solution is that in the present
variant, the amplitude of the superwave a¢ is representing
the particle that was previously considered as the u wave.
The guidance occurs as before by the dBB quantum force,
which acts on the phase S, which then changes the particle
velocity. Hence, the function i is the pilot wave for ae.

Finally, we can rewrite (15) in physical units. By sub-
stitution T = 19e, T¢9 = and n = 1ovy, we obtain

mc??’
2

axx’,b + 7’,0 + V¢6x¢ (25)

0 t ll) =
Then, multiplying the two first terms on the right-hand
2
side by (2zv2 and using oxy = 17 we get the Schrédinger-

type equatlon

o= 5 b + i%0y, 26)

. In the limit vy, ¥ oo, Up

2
y)
2v¢

3 Lax Method for the Solution of
Wave Equations

The solution of a scattering problem in quantum mechan-
ics is associated with the linear Lax operators L and A,
called Lax pair, which satisfy the Lax equation [23]:
L;+[L,A]=0. 27)

This equation should reproduce a partial differential
equation (PDE) for a function ¢, whereas the Lax opera-
tors are applied to a function i, which is the solution of
the Schrddinger-type equations. Therefore, the function y
is coupled to the function ¢ by the Lax pair. Hence, the Lax
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method can describe the coupling of two wave functions in
the dBB double-solution theory [4].

In order to find the solution of the PDE, one should
solve the forward and inverse scattering problems. The
forward problem is solved by the first and second Lax
equations with the eigenvalue A:

Ly = Ay, (28)

op = AY. (29)

The inverse scattering problem is solved by calcu-
lating the Gelfand-Levitan—-Marchenko integral (31). The
function .. is constructed from the formula

0

P, )= 2 S

K(x, x, t), (30)
where K(x, y, t) is the solution of the linear integral equa-
tion
z-oo
Kx,y)+ Fx+y)+ K, 2)F(y+2z)dz=0, (31

X

defined for a fixed time ¢t and F is the function that is based
on the solution of the Lax equations for 1.

3.1 Lax Pair for the Phase and Amplitude
Equations

Now we show that the phase equation (2) can be recon-
structed by the Lax method applied to a function ) whose
evolution equation is described by the second Lax equa-
tion.

We choose the Lax operators as

L =1nox + 1¢ + 0iox + 1ih,

(32)

2
A=Ton i i1, 4.
T T T

The non-zero components of the Lax equation (27)
have the terms

(¢, 0l = PYxx  Oxx(@¥)
= PYxx  Ox(Pxp + P1hx)
= dxx  (Px) + Pxhx + Pxhx + Phxx)
= o) 2¢xhx,
[0x, Pl = ox(PY)  Phx = Px1p,
[0x, Pl = Prxp. (33)

Using ¢ = ¢oe® and = oel®, we can substi-
tute ¢x = (log P)x¢ and Px = (log P)xy and get P =
i0xpxp, Pxp = i0xPpY, and PxPx = iOxpxp. Then, we
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assume 6y = 1/n. The components of the Lax equation
including real and imaginary terms become

N°[p, ol = 20" pxihx

= o 2in¢xp,

?lig, ol = in>puath  2in Pt

= i’ Pt + 2ndx,
nlox, il = ingxp = @y,
nliox, igplp = nopxp = iy,

n’eolox, ipxlh = in*eopxth = neopxP,
n’eolidx, ipx]th = nleoduxthp = ineopxip.

(34)
After substitution in (27), we obtain
TP ="+ p+(e0 2)N0xh,
iT01p = in*dxx + ih + i(eo + 2)ndxp.  (35)

These equations recover the PF equation (2) for e =
€o 2.

The first Lax equation for the i function with the
eigenvalues A; and A, is

noxy + @Y + noxy +ipy = My +ikxy, (36)
and the second Lax equation is
o) = n°0xxth + iph + ineo(xplp,  (37)

which recovers (4) for the i) wave one to one.

The Lax pair can also be found for the waves in
Section 2.1in the form ¢ = e and i = ay e'?, where ¢ is
the phase of the pilot wave 1. Doing so, we deviate from
the Lax method, which requires that the phase of both
functions should be equal and time independent. How-
ever, we use again the assumption that 8, = 1/5. We show
now that the following Lax pair can reproduce (2) and (6):

L=mnox+1p+71 + Tniox

2ay(x, t)
ay

2ay(x, t)

+ Tigp + i 4
¥

38)

2
A= Laxx + l9 + 1.7'160 ax¢
T T T
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The non-zero components of the Lax equation have
the terms

[, oxlh = n’uth 21 Prthx
outh  2in ()Y
Ox

W b,

Y

a
inpxh = ¢y,

in2€0¢xxl[) =

Oxxa

,2xx1/;

in"——1
ay

2)]2

n”eoldx, ipxlh =

2

Z—w[ialp(x), el th

neopxy,

oxa
21'1]2 - 'l’ll)x
ay

d 2
21'112( X;zw) Y
14

Oxxa

0

+21n° (39)

a

N .
Y

Here, we used x = a;#lp + i¢xy and normalised
the ay, operator by ay. We also do not write the similar
complex conjugate terms to be compact.

Substituting all non-zero components in (27) and col-
lecting imaginary and real terms, we obtain two equations:

Ta[(p = rlzaxx(l) + ¢ + eoﬂ(ax¢),
an(axq.'))zai

0
+4in’al ==L (o)
Uz

Tatai = nzaxxai 2112(6,(6111,)2

(40)

which for e = eq lead to (2) and (6) for the phase and the
amplitude, whereas the evolution equation for the wave
is in the same form as before [see (37)], i.e. recovers (4) for
the i wave. Hence, we have shown that the Lax method
can be used also for the coupling of three functions, one of
which is the function of two others. Note that in this case,
¢ is the pilot wave for R.

The Lax pair for (15)-(20) can be found in the same
manner by adding the necessary terms in the operators
L and A. Thus, for the ansatz ) = eis, D= aqaei‘p, and
0xS = 1/n, the Lax pair for (15)-(20) have the form

L=mnox+1Yp+r71

2ae(x, t) )
— 7+ 1nio
ao M1ox

+ripp + 7i 2200
ao
n* iy
A= O+ =
2it ¥ 2ir
a
+ flao) | neg oxan
2it T do

(41)

Finally, the Lax equation (27) recover (15) and (20) for
Y and ag, and first and second Lax equations [(28) and
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(29)] recover (18) for @. Note that, in this case, the function
Y is the pilot wave for ag.

3.2 Lax Pairs for the Non-Linear PF Equation

We consider a non-linear wave equation for a wave ¢, also
known in material physics as the ‘PF equation’ with double
obstacle (DO) potential [13]:

1319 = N0 fp(P) + nedx, 42)

where f(¢) is a non-linear scalar function in ¢, which is
the first derivative of the DO potential:
1. .

fi¢)= i1 ) )

The non-linearity is hidden in the break points ¢ = 0

and ¢ = 1. We will argue later that this ansatz is responsi-

ble for the localisation of the wave solution. One can use
here, without loss of generality, the functional form:

fo(@)= = ¢ signum(p(1 ¢)), (44)
which means f3(¢p) = (3 ¢)for0 ¢ 1andfy(¢) =
(¢ 3)otherwise.

A solution of (42) with the potential (43) is, e.g.
_1 . x vt 1
P(x, t) = 5 sin " + 3 (45)

for 1 vt<x<21 vtfora half-wave traveling with
velocity v = ’7T—e (see also [11]). We see that the non-linear
absolute operator, j.j, cuts out one localised half wave from
the periodic sinus wave. Although the solution is known,
we will investigate the possibility to find a solution of this
PDE by the ‘inverse scattering method’ and demonstrate
connections between two wave functions ¢ and i. For this
aim, we will find the Lax pairs and show that (42) can be
reproduced by the Lax representation.

3.2.1 Variant|

We choose the Lax operators in the form

L = mnox + 1¢,
n’ V(x) | eo

A = 76)()( + — + 7¢; (46)
T ™ T

R
where V(x)= * fe(¢)dx and eo is a constant to be
defined. This type of equation was suggested first by
Zakharov and Shabat [24].
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The non-zero components of the Lax equation are

[0x, VOOl = ox(VO)Y)  V(x)x
=9Pox V) + V)x  V(X)x
= fo(P)s
(@, 00 = Puxtp  2¢x9h;
[0x, Pl = ox(@Y)  Pphx = Pxip. (47)
After substitution in (27), we obtain
1Y + fp( @) N omph
21 0xpoxtp + eondxdyh = 0. (48)

Then, we use Yx = (log P)xy, define a wave number
k = (log Y)x, and obtain the PF equation in the form

T0ip = N0 fp(d) +(Qnk eondxp,  (49)

which recovers the PF equation (42) with e = 2nk  eo).

Now, we solve the forward scattering problem. The
first Lax equation (28) after substituting the operators and
assuming A = tnk becomes

oY + p/n = ky. (50)

Assuming the asymptotic behaviour ¢ ¥ 0 at x ¥
oo, we get

oxp = kyp. (51)
The solution of this equation reads
¥ = ok, D', (52)

where the amplitude o(k, t) is a function of wave number
and time.

Substituting 1 in the second Lax equation (29), we
obtain

2
o= "o+ %()xp + Loy, (53)

This equation describes the time evolution of the scat-
tering amplitude o(k, t). Using the asymptotic V(x) ¥ 0

atx ¥ oo, we obtain
’12 2
ook, t) = Tk Yolk, t) (54)
and
kZ 2
olk, ) = Po(k, 0)e * * (55)
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Hence, the solution of the forward problem has the
form

P(x, ) = Polk, 0)e"e,

k2n2
T

(56)

where v =
Using the solution of (56), we solve the inverse scatter-
ing problem. First, we define the function F(x, t) as

F(x, t) = Foe’®e?"t (57)

and search the solution of (31) in the form K(x,y,t) =
M(x, t)e*. After substitution, we get

M(x, )’ + Foek) et

Z-oo
+  M(x, e’ FoefV I+t q, = o,

then
M(X, t) + Foekx+2\)l’

7x
+ M(x, OFpe?™t  e®dz=o,

and finally

2kx
M(x, t) + Foe ™" + M(x, t)Foez“tez—k =0.

Hence

2kF kx—+2vt
M(X, t) = L
2k + Foezkx+2vt

and from (30), we obtain

¢lx, t) = 2k%*sech’( kx vt 6), (58)

where 6 = 1/21og(Fo/2k). This solution has the form of
the known solution of KdV equation. The difference is in
the dependency of v on k, which is quadratic. The compar-
ison with the solution of (45) gives k = %, v=1yv=1,
e = 1, ep = 1. The functions are compared in Figure 2 for
n= 2andt=0.

3.2.2 Variant Il

The second variant of the Lax operators reads

L =1nox + 19,
T ™ T
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Figure 2: Comparison of the functions 2 sin(%) + 2 (top, blue) and
2k?sech’( kx  3) (bottom, red) for k = #5 and n = P,

The non-zero components of the Lax equation are

[0x, VOIIY = fo (s
[p, 0x]p = dYpx  Pxp  Ppx =
[ax, (,bx]l,b = ¢xxl/)-

¢xll);
(60)

After substitution in (27), we recover the PF equation
(42) with arbitrary e:

10t = N0 fp(ep) + nedxe. (61)
The first Lax equation has the same form as (50):
noxyp = P +kny. (62)
with the solution (52). The second Lax equation reads
_ne V(x) n
o = - oxh + o Y - (0xP)P. (63)

Using the asymptotic V(x) ¥ O and ¢ ¥ O at x ¥
oo, we obtain

Polk, 0 = Lepo(k, 0), (64)
which has the solution
olk, £) = Po(k, 0)e * .. (65)

Hence, the solution of forward problem in the second
variant is

Y(x, ) = Wo(k, 0)e e F. (66)
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Here, we obtain a linear dispersion relation, i.e. the
frequency is proportional to k, v = k%
The procedure of the solution of the inverse scattering

problem is similar to variant I. Finally, the solution is

¢(x,t) = 2ksech’( kx vt 6). (67)

Comparison with the sin-solution (45) gives k = %,
v=~Eandv=}="1

It can be shown that (67) is the solution of PF equa-
tion (42) with the potential f(¢) = 2¢>(1  ¢). It is also
interesting to mention here that with this potential, the PF
equation can be easily transformed to the KdV equation
by taking the space derivatives of the two first terms on the
right-hand side of the PF equation. This kind of potential is
not stable, because it is unbounded from below and offers
an infinite energy for a very large ¢. To overcome this dif-
ficulty, we suggest using the absolute value j1  ¢j, which
produces the second minimum and allows to get a stable
soliton. Figure 3 shows the moving soliton solved numeri-

cally by the PF equation (42) with f(¢p) = 2¢%j1  ¢j, the
derivative of which is
z , : (¢ 1)
() =2¢ 2 j+ 2 . (68)
fo(@ o 2jp 1j 5 1]

The parameters of the model are n =20, e =1,
T=0.5, At =1, Ax=1. The numerical solution in
Figure 3 sketches the analytical traveling wave solution

t

¢(x, t) = sech? (69)

Note that the solution of (69) defines a symmetric soli-
ton. Such kind of solitons are typically derived from a KdV
type of equation, which is third order in the space deriva-
tive, while (69) is derived from a second-order PF equation.

N
0.8

0.6

Sech? (x)

04+

0.21-

Yoo

X/A X

Figure 3: Traveling wave solution for the functions
sech?( x/n t/7) with periodic boundary conditions.
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The important difference in the type of soliton solutions,
symmetric or antisymmetric, thereby seems to lie in the
parity asymmetry of one operator, either the differential
operator or the potential. Here, more future work is neces-
sary. The form (68) opens a new class of symmetric soliton
solutions.

3.2.3 Variantlll

The third variant of the Lax operators is
L = tnox + 1¢,

n Y
Tax¢+ T’

A=+ Ly (70)
T ™

where vy is added to variant II for the normalisation of the

scattering data (see [25]).

Now, we consider the imaginary forms of Lax equa-
tions. Substituting the operators and taking A = tnk, we
get the first equation:

i0xy +ipyp/n = k. 71)

Assuming an asymptotic behaviour¢p ¥ Oatx ¥ oo,

we obtain

ioxth = kyp (72)
with the solution
p=e M+ bk ™ forx ¥ oo,
Y =alk, e ™ forx ¥ oo, (73)

This solution describes scattering from the right of the
incident wave e ** on the potential ¢, b(k, t) represents
areflection coefficient, and a(k, t) is a transmission coeffi-
cient. The second Lax equation with the same asymptotic
becomes

i0ap = %eaxzp + 1. (74)

By substitution of y = ikne and a(k, 0) = 0, we obtain

i2kne
=t

b(k, t) = b(k, 0)e (75)
Hence, the solution of the forward problem has the
form

Y(x, t) = b(k, 0)e e (76)

kne

where v =
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To solve the inverse scattering problem, we define
F(x, t) as follows:

F(x, ) = Fge U 20, 77)
We search for a solution in the form
K(x,y,t) M(x, e ™. (78)
Substituting it in (31) results in
M(X, t)e iky + iFoe i/((x+y)eZi\)t
Z—oo
+i  Mx, e "Fye b+ 204, — o
X
M(X, t) +F0€ i(kx 2vt)
. Z_oo
+ M(x, Foe™ e ¥4z =o. (79)

X

Thelast term cancels by adding the complex conjugate
(c. c.) function. Hence,

M(X t) — F()e itkx 2vt)

K(x,x,t) = Foe @Gk 20,

As a result, we obtain from (30):

¢(X, t) — &.Oke i2kx 2vt) — &e i rlvt) , (80)
i in
where
1 e v _ ne
= —, = —, = _ = -, 1
2n VTV Tk T (81)

By adding the c. c. function and normalising, a real
solution can be found in the form of (45).

3.3 Lax Pair for the Relativistic Case

The PF equation for the relativistic singularity can be writ-
ten as

1o =n" duxdh C*lzattfl) + fo (@) + neoxd. (82)

This equation has the form of the Klein—Gordon equa-
tion with advection. Using the solution that the singular-
ity moves with the velocity v = e/t according to advec-
tion equation, we can replace ¢ by vy [11]. Then, the

equation becomes
101 = Ny 0P + f(p) + nedxgp, (83)

b
wheren, =n 1 vZ/c2.
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The Lax pair can be chosen based on the second vari-
ant (59)

L=1nox+ 19,

=1 + iV(x) ﬂcpx_
T ™y T

(84)

With this choice, the equations for the pilot-wave func-
tion become

NvoxPx = P + 4, (85)
VO pvoxd. (86)

TOr) = neypx + ——
Nv

4 Quantum-PF Concept

Let ¢ be a scalar quantum field that acts on a quantum
state ) = ae  of a vacuum oscillation. The Hamilto-
nian of such a system, which formally corresponds to a
free energy of a closed thermodynamic system, can be
expanded in the non-relativistic case (for the general case,
see [11]):

Z

H=U, hy'jhjypidx,
o

2
h@) = T-(0:9)” + f(@) (87)

as the integral over the domain Q of the free energy den-
sity, which is defined as the expectation value of the non-
linear soliton operator fl((;b) acting on the pilot wave 1. The
first term can be calculated as

hpjoxpoxitpi
= 0x(@P")ox(PY)
= P oxp+ o’ Woxp + poxy)
= Yip (0x)” + ¢* 0xpoxth’
+ Poxd Yo' + Yo .

The integration of the last term gives 0. Then, by the
relaxation dynamics

(88)

1 6H

PPl = o (89)
we obtain
pYiTop = 2 Ylond  nPdoxplox
+ PP fy (). (90)

Substituting oxy'oxyp = (0)* Yy’ and fr =¢ 1
as defined in (44), we get the PF equation with the DO
potential:

10 =0 +fp N0, (91
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where n?(6x)? is a quantum driving force. Using the
complex function ¢ = e 100 with 6y = 1/ n, (91) can be
rewritten as

iT0rp = n°xxp + fp + iNOx¢p. (92)
Equation (90) has the similar meaning as (48), which
is obtained by means of the Lax pair method. The function
Yy is an analogy of the function 1 in Section 3. Hence,
using the Lax method, we can find the Lax equations for i
and l,bT. For (92), we can choose the following Lax pair:

L =1nox + 1¢,
2 .

A=To,+ Y0 1y (93)
T ™ T

where V(x) = fo(@)dx. The non-zero components of
the Lax equation are

[0x, VOOIY = fo()yps
[P, 0xx]) = Pxxp
[0x, D1 = Pxp.

2¢xax’,[)§
(94)

This is also valid for l/)*. Then, we can reproduce the
PF equation (92) for the field ¢ by the Lax equation iL; +
[L,A] =0.

The corresponding Lax equation for the complex func-
tion 1 (or ") have the form iy, = Ay, i.e.

V(x)

T = 2Oy + Tl/) + ipip. (95)

An alternative method to obtain the evolution equa-
tion for a state function is the relaxation dynamics:
1 6H
Up 6yt

’12 2 ’12 2
=L ¢%00p LprY fp.  06)

iTatl/) =

From this equation, we can see that the i function
exists only in the region where ¢p > 0 and it is bounded

?,

0

Figure 4: Doublon ¢ as a combination of a left- and a right-moving
soliton defines the box for vacuum fluctuations ¢, which determine
the spatial energy of the doublon.
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by the potential f(¢), which tendstoOat¢ ¥ 0, 1. There-
fore, the problem is similar to the Schrodinger equation for
a particle in a box potential (see below, Fig. 4).

5 The Doublon in 1+ 1 Dimensions

Having the solution for the wave ¢ in the form of the so-
called half-sided ‘soliton’ with spinor character regarding
parity in space, we easily construct a double-sided ‘soli-
ton’, which we will call ‘doublon’ as an antisymmetric
pair of two half-sided solitons and the ‘space’ in between
them:

8
1 1 .onalx  xp+vt)
~—+>- sin ———M——~
2 2 n
n n
for - x xi+vt<—
2 ! 2
1 1
11 a(x x; vit)
p=_2 2 n
for 1 t<ﬁ
5 X X2 Vv 5
1 for x; vt+E XxX<xy+vt 1
2 2
"0 otherwise.

(97)
The solution is depicted in Figure 4 in 1 dimension
neglecting time. The doublon consists of an antisymmetric
pair of two half-sided solitons and a finite space, attributed
by to a 1-dimensional line coordinate x, where ¢p(x) 1.
This space is bounded by the non-local transition regions
of width n where a%(;b(x) & 0, the right- and left-moving
soliton, which we identify with particles moving with rel-
ative velocity v = vp. Thereby, the doublon forms a 1
dimensional box for vacuum fluctuations . Regions out-
side the doublon, i.e. regions on the line coordinate x with
¢(x) 0, have no physical meaning. The doublon forms
the elementary building block of the physical world in
the present concept. It unifies space—time and mass in a
monistic structure. ‘Mass’, attributed by positive energy, is
related to 12, while space is attributed by negative energy
e. The latter is easily calculated from quantum fluctua-
tions with discrete spectrum p and frequency wp = %,
where Q = jx;  x;j is the size of the doublon. According
to Casimir [26], this has to be compared to a continuous
spectrum. This yields the negative energy e of space:

2 oo 3

p pdpS = «a he

—, 8
48Q (98)
where «a is a positive, dimensionless coupling coefficient.
We have used the Euler-MacLaurin formula in the limit
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€ ¥ 0 after renormalisation p ¥ pe ®P. The quantum
fluctuations are the Schroedinger-type solutions of the
wave in the dBB picture. Here, we have to note one impor-
tant difference in the approaches (see also the discussions
in Section 8). In the dBB program, the pilot wave is the pri-
mary object that lives in a given environment and drives
the u wave in the form of a soliton as the object of investi-
gation. In the present concept, the ¢ wave in the form of
the doublon defines the environment for the 1 wave. Up
to now, only the ‘quasi-static’ limit has been worked out,
i.e. that the doublon solution is kept fixed for the quantum
solution (98). The direct coupling of both waves by their
phase in the transition region 0 < ¢ < 1 may be investi-
gated using the Lax formalism. We leave a closer investi-
gation of the coupling between the ¢ and 1) waves and a
dynamic coupled solution to future work.

6 The Doublon Networkinl1+1+2
Dimensions

To proceed towards a multi-dimensional (in the space

coordinate) case, we have to

— define a set of doublons ¢I ,I=1...N with a number
N > 6 for a 3-dimensional space filling network,

— define the interaction between doublons, and

— embed the description in 3 + 1-dimensional space
time.

The second item will follow canonically from the postulate
that the set of doublons is closed in itself, i.e.

(99)

Using (87) for the free energy of an indivilgpal field I,
H ¥ H!, we define the total free energy H = _, y H'.
Then, conserving (99) (see [27] for details), we end up with
the equation of motion for the doublons:

ol = L xX 6 8 o
t - X7 i 7]
N]=1...N 6¢"  6¢/7Uo

- L7 o,

N
J=1..N

(100)

The last expression defines an antisymmetric object
of dual character, the pair-exchange operator ®” between
two doublon fields I and J. This beautiful result is a
mere consequence of the system being closed in itself
and leads to a natural decomposition of the multi-body
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interaction between the doublons into pair-wise contri-
butions. Knowing the structure of doublons consisting of
two antisymmetric solitons and the space between them,
it is obvious that the interaction of doublons only hap-
pens in the soliton regions where 0 < ¢! < 1 with size .
This size is estimated in [11] to be <10 ® m, i.e. in the
range of elementary particles in the classical sense. We
will call this region ‘quasi-local’, meaning that we have a
non-local theory with highly localised states. Within the
quasi-local position of an elementary particle where all
N doublon fields may interact, the particle is understood
as a junction between doublons. Although doublon fields
are constructed along a 1-dimensional line coordinate, we
may argue that the junctions form 0-dimensional object.
Later, when introducing charges in Section 7, we will also
discuss a finite width of the doublons to allow for opti-
cal excitations. Each pair-exchange operator ®” carries an
orientation from the half-sided soliton at the endpoint of
the doublon ¢, considered as a spinor. Due to the isomor-
phism of spinors with the 3-dimensional SU(2) group, we
therefore may embed the doublons into a 3-dimensional
spatial environment within the quasi-local environment
of a particle and a small surrounding. Here, we define
the 3 + 1-dimensional field variable &)I (x, t) for which a
standard PF description in 3-dimensional space is appli-
cable. Outside this local environment, the field collapses
to the space like part of a doublon. We formally define
the doublon as the trajectory, or path, of a classical flow
between the endpoints of the doublon in space time. The
advancing flow corresponding to doublon I, £} ;, and its
time reversed equivalent, the retarded flow £%,,, connects
space—time events (x1, t1) and (x3, t»). This path is deter-
mined from a minimum action condition E((i)l ) =0 (see
[28, 29]):

él(x, t) = EIAdv(’i)I(‘le tl);

@' (t, %) = Eherd'(x2, £2). (101)

The doublon then follows the probability P to find
non-zero values of the field ¢'(x, ) at space point x and
time t in 3 + 1 dimensions:

h i Z h i

P ¢'ex,t),'(x1,t1) = D@ 8p E@), (102
where 6p is the Dirac functional delta function.

Any event (x, t) laying of the doublon connecting the
events (xq, t1) and (x3, t) can be reached either via the
action of advancing operator on (x1, t;) or equivalently the
retarding operator on (x», t,).

The doublon network is schematically depicted
in Figure 6 for six interacting doublons forming a
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Figure 5: Sketch of a doublon represented by the 3 + 1-dimensional
field @' (x, f).

Figure 6: Doublon network for six interacting doublons @*. . . ¢
forming a 3-dimensional space filling environment with four
particles P1. .. P4. The junctions of size i are stretched out by
a minimum of three doublons ¢’ defined on linear independent
directions in 3-dimensional space.

3-dimensional space filling environment with four par-
ticles. As indicated, we define around the particles a
3-dimensional environment of size n, corresponding to
the (inverse) gradient of the fields (;bl, which interact
in this quasi-local junction. As each doublon ¢’ carries
a different orientation in the 3-dimensional space it is
embedded in, we define here the 3-dimensional field
$'(x, t). As indicated by the solid end-segments of the
doublons, the volume of the junctions can uniquely be
divided into volume segments assigned to the volumet-
ric fields J)I . Outside the junctions, these volume fields
collapse to tube-like objects along the definition (102), as
indicated by the dashed lines representing the space part
of the doublon.
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7 PF Equation in Electromagnetic
Field

We will proceed here in the canonical way along the
Ginzburg-Landau free energy functional for a superfluid
phase defined by a doublon 1;7)1 in electromagnetic field.
The energy functional (87) now reads:
Z
H' =U, K@ A dx,
Q

(103)

where

1 A
Hg =2 n'ns v L g

#

] 1 (I"Yls) I B?

+ nsj¢ (1 ¢)+ . (q,'>)+yTO
(104)

Here, A is the vector potential, B is the magnetic field,
u is the magnetic permeability, x is the space vector, g
is the charge, Uy = mc? is the energy of a superfluid,
= 1" is the concentration of a superfluid, n = = is
the interface width, and
magnetic field.
Using relaxation dynamic (89), we obtain the evolu-
tion equation for a phase in an electromagnetic field:

% is the energy density of the

g =rt v B G g

1 (rns)
4 ns

é'. (105)

In order to derive the kinetic equation for the super-
fluid, we minimise the functional H' with respect to A.
First, we rewrite functional to collect all terms depending
on A as

qns

Uoh'(¢", A) = Uphi(¢p) ——"Ad're’
L4 nsA , B?
KR o (106)

By substitution ¥ A = B, the variation of the last
term with respect to A gives

ojr Aj 5

6B> = §jr Aj*= S A) (r A)
=2(r A)(r A)
= 2r((r A) GS6A)+2(r r A)SA, (107)

where the integral of the first term is 0 by Gauss’ theorem.
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Finally, the minimisation of H' gives
SH' ~qns z1 a1, ¢°nsA-, r B
—-—— = —¢r¢ + + =0. (108
= eyl T (108)

Substituting r B = ujs, we obtain the second Lon-
don equation:

2
qns
m

A (109)

js =

for the case of the uniform ¢’ = 1.

8 Discussion and Conclusion

The dBB double-solution program sets a framework of
coupled wave equations to represent ‘particles’ that are
guided by a probability wave function in order to be
consistent with observations of the quantum statistical
behaviour of these particles. Let us recall the famous
double-slit experiment: particles (photons or electrons or
even fullerenes [30]) emitted on one side of a double slit
form an interference pattern at the absorber screen. It must
be stated clearly that an individual particle has only one
strike on the absorber screen. The interference pattern,
however, also appears if the objects are recorded with
some time delay, i.e. that the events can be treated uncorre-
lated. The situation is depicted in Figure 7a and b. An indi-
vidual particle only has one strike at the absorber screen,
while a number of particles form the interference pattern.
In the dBB picture, the pilot wave replaces the probabil-
ity wave in the Copenhagen interpretation. From a ratio-
nal point of view, these waves can be seen as kind of a
Fourier-transformed snapshot of the experimental setup.
The time needed for transport is not included in this inter-
pretation. Also, the scale on which interference is observed
only depends on the relation between the distance of the
slits and the characteristic wavelength of the pilot wave,
i.e. the dominating Fourier component. This solution is a
classical wave solution negating the existence of discrete
objects, the particles. It can be obtained by solving the
differential wave-mechanical equation for given bound-
ary conditions, which represent the environment: emitter,
absorber screen, and double-slit barrier. Thus, it is not
astonishing that the slit experiment can be repeated with
water waves and small cork particles in the classroom, or
in a more sophisticated setup with oil droplets in the labo-
ratory [31, 32]. Compare also the hydrodynamic interpreta-
tion of quantum mechanics by Madelung in the 1920s [33]
and see [M. Hatifi, R. Willox, S. Colin and T. Durt, Entropy
20, 780-32(2018)] for further details.
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Figure 7: Double-slit experiment: (a) probability wave with one
individual particle, (b) probability wave with many particles, and
(c) path integral for a single particle trajectory.

Now, we must recall one major criticism of Einstein
(and others) on these interpretations of quantum mechan-
ics: that they anticipate an instantaneous knowledge of
the situation in the experiment. The time needed for trans-
port is not considered. An elegant solution to this problem
is given by Feynman'’s path integral theory [34] (Fig. 7c).
The probability to detect a particle at a special position
at the absorber screen is determined by the action of the
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particle along different paths. A global wave within the
whole experimental setup does not exist and the time of
transport is consistently considered. Also, the scale on
which quantum interference can be observed is deter-
mined by the action in comparison to Planck’s quan-
tum. Thus, one can clearly distinguish between quantum
effects and classical hydrodynamic effects [31, 32].

The path integral picture leads us directly to the
doublon-network model in Section 6, where the doublon
represents a kind of elementary space quantum connect-
ing emitter and absorber. The doublon connects these
points by a flow of quantum fluctuations. Elementary par-
ticles by themselves are defined from gradient contribu-
tions, half-sided solitons, on both ends of the doublon.
The concept is consistent with the approach of dBB but dis-
tinct in several aspects, the most important of which is the
topology of space and the definition of particles.

As we can see from Section 2, the PF formalism allows
to treat both forms of the particle representation: the sym-
metric solution and the half-sided solution (Fig. 1). Due to
their parity, one may identify the symmetric solution with
a bosonic particle and the antisymmetric, or half-sided,
solution with a fermionic particle. We state that fermionic
particles always have to come in pairs and that there is
a conservation constraint. For bosonic particles, however,
no conservation is expected as their creation or annihila-
tion does not change the global wave solution apart from
the individual position of the bosons. We may speculate
that the space doublons 1])1 possess a transverse width
that may be determined by a bosonic wave solution in
transverse direction according to (68) and (69). In this
transverse direction, optical excitations are possible cor-
responding to electromagnetic waves. More future work is
needed to investigate such solutions.

In Section 2, we have considered several variants of
PF equations within the framework of the dBB double-
solution program. Special equations are found that define
particle-like wave solutions. More technically, we have
separated the real parts of the PF equation, which are
responsible for the phase evolution, and the imaginary
parts for the amplitude evolution. A promising variant
seems to be the definition of the particle velocity as the
velocity of an amplitude of a superwave whose phase is
the probability wave function (see Section 2.2). Both the
amplitude and the phase are solutions of Schrédinger-
type equations, which have the form of the transformed
PF equation. Hence, the particle is defined as a wave
function that is coupled to the probability wave function
through the superwave. If the state function changes due
to a quantum or other forces, then the particle will change
its velocity, which depends on the phase of the probability
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function, whereas the quantum force is defined by the
amplitude of the probability function. Therefore, the prob-
ability function works as the pilot wave in analogy the dBB
theory.

Finally, we have demonstrated the potential of the Lax
formalism with the given explicit forms of the Lax oper-
ators to trace the coupling of the particle wave i and
the probability wave ¢ in Section 2, as well as the cou-
pling of the quantum oscillations l]) and the doublon ¢I
in Section 4.

In conclusion, our findings provide a new interpreta-
tion of particles in quantum mechanics and new opportu-
nities for the formulation of the quantum wave equations.
Our treatment goes significantly beyond the original dBB
program by establishing a consistent set of wave equa-
tions derived by variational principles. Further, it allows
predictions (see [11]) regarding structure formation in the
universe and its accelerating expansion [35].
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