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AI REGULATION: COMPETITION, ARBITRAGE AND 
REGULATORY CAPTURE

Filippo Lancieri*, Laura Edelson** & Stefan Bechtold***

The commercial launch of ChatGPT in November 2022 and the fast development 
of large language models have catapulted the regulation of artificial intelligence 
to the forefront of policy debates. A vast body of scholarship, white papers, 
and other policy analyses followed, outlining ideal regulatory regimes for 
AI. The European Union and other jurisdictions have moved forward by 
regulating AI and LLMs. One overlooked area is the political economy of 
these regulatory initiatives—or how countries and companies can behave 
strategically and use different regulatory levers to protect their interests in 
the international competition on how to regulate AI.

This Article helps fill this gap by shedding light on the tradeoffs involved in 
the design of AI regulatory regimes in a world where (i) governments compete 
with other governments in using AI regulation, privacy, and intellectual 
property regimes to promote their national interests; and (ii) companies 
behave strategically in this competition, sometimes trying to capture the 
regulatory framework. We argue that this multilevel competition to lead 
AI technology will force governments and companies to trade off risks of 
regulatory arbitrage versus those of regulatory fragmentation. This may 
lead to pushes for international harmonization around clubs of countries 
that share similar interests. Still, international harmonization initiatives will 
face headwinds given the different interests and the high-stakes decisions at 
play, thereby pushing towards isolationism. To exemplify these dynamics, we 
build on historical examples from competition policy, privacy law, intellectual 
property, and cloud computing. 

Introduction
The impressive capabilities of recent artificial intelligence systems, in particular 
large language models, have taken the general public by surprise and triggered 
a global debate among policymakers on whether and to what extent artificial 
intelligence needs to be regulated. Potential targets of these regulatory regimes 
include protecting the privacy interests of consumers, preserving the incentives of 
creators and writers, avoiding biases and discrimination, ensuring free speech and 
democratic discourse, defending the interests of nation-states, and even ensuring 
the survival of humankind.
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Governments, however, do not regulate in a vacuum. Regulatory interventions by 
one country may prompt other governments to adapt their own legal frameworks. They 
may also induce companies to adapt their business strategies to evade governmental 
mandates. These potential company responses trigger a dynamic interaction between 
different governments and companies to protect their interests in the face of a fast-
moving regulatory landscape. 

This Article explores the determinants and potential outcomes of such a regulatory 
“game,” looking in a forward manner to the case of AI technologies. It is divided into 
two parts. Part I.A. starts by developing a simple, three-step “model” of strategic 
interactions between governments and technology companies. This naïve model 
focuses only on local considerations; in other words, players cannot influence the 
regulatory regime in other jurisdictions. In step one, a government decides whether 
to regulate technology companies’ local conduct, which the government perceives 
as harmful to its citizens. In step two, depending on how drastically this regulation 
impacts business strategies, companies may decide to (i) adapt their products 
and services to comply with the legal mandates from step one or (ii) try to evade 
these obligations by engaging in regulatory arbitrage. In step three, the regulating 
government may either accept a certain level of company evasion, or it may ramp up 
its regulatory intervention by switching to a cross-jurisdictional regulatory regime. 
This game yields different outcomes that range from no regulation at all to compliance, 
successful evasion, or even companies’ exit from a given jurisdiction altogether. 

Part I.B allows participants in this regulatory game to engage with one another. This 
has the effect of relaxing two assumptions of the baseline “model.” First, companies 
can now capture regulators by sharing some of the rents of this corporate arbitrage 
with local jurisdictions, inducing the formation of low-regulation regimes. Second, 
certain technological advancements can trigger zero-sum international disputes 
between countries, prompting national governments to enact policies that place 
them ahead of the international competition, potentially triggering similar tit-for-
tat reactions that lead to isolationism. These strategic interactions may ultimately 
lead to four different international governance arrangements, all with different 
welfare implications: (i) multiple local regimes; (ii) international harmonization; (iii) 
unilateral imposition (“Brussels effect”); or (iv) fragmentation (Splinternet). We use 
examples from the recent history of technology regulation—from the Google Books 
copyright dispute to antitrust policy, data protection policy, and cloud computing—to 
showcase what these different equilibria may mean in practice.

Part II applies this framework to the current global regulatory game of governing 
artificial intelligence. It starts by providing a short overview of the key building blocks 
of today’s foundational AI models, discussing how the most important bottlenecks 
are likely to shift from computational capacity to access to high-quality data. It then 
considers what this shifting landscape means for international attempts to regulate 
AI. Our framework indicates that jurisdictions such as the United States and the 
European Union will not succeed in either fully harmonizing their AI regulatory 
regimes or unilaterally imposing their rules on AI regulation (a “Brussels effect” 
of AI regulation). There is simply too much at stake for other countries to allow 
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foreign jurisdictions to dominate the global AI regulatory arena. Rather, we envision 
a global regime for artificial intelligence that results in a mixture of fragmentation 
and occasional bursts of cooperation, with countries potentially opting to lower the 
overall quality of their endogenous AI models in exchange for relative superiority 
in this international fight.

I.	 The “Model”: A Dynamic Game of Policy Decisions in 
(Digital) Regulation

There is increasing attention to the regulatory competition between governments 
and companies present in digital markets. For example, Anu Bradford’s book Digital 
Empires describes an international regulatory game that is played on two different 
levels.1 First, governments (or empires) compete among themselves horizontally for 
the supremacy of their regulatory systems. Second, governments struggle to enforce 
their national laws against increasingly powerful and sophisticated technology 
companies—a process described as vertical, intra-jurisdiction competition.2 Other 
scholarship on this regulatory game focuses on understanding how platforms 
exploit the legal and regulatory environment to promote their agendas,3 or how 
regulators use different tools and respond to different societal pressures when 
enforcing digital laws.4 

However, this growing literature lacks a more solid understanding of how 
governments and companies play this “regulatory game”: What regulatory tools do 
they employ, and how do these tools impact the likelihood that different outcomes 
will materialize? In the following, we explore how governments and companies 
actively exploit or generate gaps in public regulation to win strategic regulatory 
battles. We outline a dynamic, repeated game of local regulatory choices that unfolds 
in three sequential steps: (i) governments impose narrow regulation; (ii) platforms 
decide whether to comply or evade/arbitrage; and (iii) governments close loopholes, 
in our case by increasing the reach of their regulatory jurisdiction. In subsequent 
rounds of the game, other governments can react, with different equilibria arising. 

Part I.A below describes a local version of these dynamics, where companies and 
governments do not behave strategically to advance their agendas vis-à-vis other global 
actors, but instead solely focus on considerations within their jurisdiction. Part I.B 
then adds global dynamics to this game, focusing on how international competition 
and regulatory capture alter interactions and lead to different regulatory outcomes.

1	 Anu Bradford, Digital Empires: The Global Battle to Regulate Technology (2023).
2	 Id.
3	 Julie E. Cohen, Between Truth and Power (2019).
4	 Filippo Lancieri, Digital Protectionism? Antitrust, Data Protection, and the EU/US Transatlantic Rift, 7 

J. Antitrust Enf’t 27 (2019). 
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A.	 A “Local” Game of Regulatory Choices

In this “local” game, regulators and companies focus on the national dimension. 
They are aware of how the global environment is shaped by competition between 
countries but treat it as something that they cannot influence through their actions. 
We take this first step for simplicity, as it allows us to better outline the factors that 
can influence decisions on the scope of regulations. 

1.	 Step 1: Regulating a Local Jurisdiction
Imagine that a given government must decide whether to regulate a new technology, 
reflecting its citizens’ beliefs about the potential benefits and harms posed by that 
technology. This government may decide that the new technology does not pose 
significant risks or that any intervention will be more harmful than the status quo, 
and therefore choose not to regulate it. If it decides to regulate, it must design the 
scope of the regulatory response. 

In a normal first step, such a government would create a regulatory regime 
targeting behavior that takes place within their jurisdiction, aiming to modify the 
local impact of that new technology. For example, most environmental regulations 
are country-specific (tackling the sources of local air pollutant emissions in a given 
country),5 and so are most criminal laws, labor laws, intellectual property regimes, 
or laws impacting freedom of expression. With some exceptions, the coverage of 
such regulations ends where a country’s borders end.

There are many reasons why a locally targeted approach is an optimal starting 
point for regulatory design:

i.	 Governments have a primary duty to protect their own citizens;
ii.	 The enforcement costs of country-specific regulations are typically lower, as 

governments have a monopoly over the use of force in their own jurisdiction, 
as well as local agencies, staff, and other resources to effectively produce and 
process information on what is happening on the ground. Violations are therefore 
easier to detect and prosecute;

iii.	Most conduct can be effectively regulated at the domestic level without much 
loss to the effectiveness of the regulation; and

iv.	 Extraterritorial application and enforcement of laws can be costly. 

To understand these latter two points, we need to understand companies’ potential 
reactions—step 2 of this framework.

2.	 Step 2: Companies React: Compliance, Withdrawal, or Evasion
By definition, governmental regulations that impose local limits on the deployment 
of a new technology should require changes in how target companies conduct their 
businesses in that country, with a potential negative impact on such companies’ 
profits. In response, companies must decide whether to comply with or evade the 

5	 E.g., the Clean Air Act, focused on the United States. 
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new obligations resulting from these regulations (or a mix of both).6 Evasion is 
defined here as the act of moving company activities to another jurisdiction with 
less onerous regulations for that given activity, still with the hope of supplying the 
product to customers in the original country.7 

For now, let us assume the existence of a foreign country in the global environment 
with less onerous regulations. The corporate decision to comply with the new 
regulations imposed by country A, or to evade them by moving operations to country 
B, should be a function of how onerous the new regulation is to the company’s 
operations given the available evasion alternatives. Holding the onerous nature of 
the regulation constant, the costs for a company to evade regulation can depend on 
the production structure of a given good, including the costs of adapting the product 
to meet the new regulatory needs.8 It also depends on how a product is delivered.

The costs of evasion may be higher, or even insurmountable, for companies 
providing goods or services that rely on large physical, indivisible assets located 
within a given country’s jurisdiction. That is because this physical presence increases 
companies’ exposure to the state’s police powers and potential forfeiture of the asset: 
some companies supplying physical goods might be able to move production elsewhere, 
but that would still require local imports. As governments can seize assets at ports 
or borders, evasion becomes mostly a function of the capacity of governments to 
identify and seize these physical goods. In this context, evasion may be profitable 
for small, easily disguised, and highly profitable goods such as drugs, but more 
difficult for bulkier, easily identifiable goods such as cars or construction materials.9 

6	 For simplicity, we assume here that the targeted companies cannot lobby against the regulation. On the 
role of corporate lobbying for governmental actions, see infra Section I.B.3. 

7	 That is, after the government of country A imposes regulations on good X, company J moves the production 
of good X to a foreign country with weaker rules, still with the intent of supplying country A. Evasion 
can also take place within a jurisdiction by masking the service/product the company sells (e.g., if the 
regulation targets shoes but not sandals, the company renames its product as a sandal). This triggers 
a separate question regarding the optimal level of monitoring and enforcement within a country—an 
important question, but not addressed here. This Article focuses on international regulatory frameworks.

8	 These include, for example, the labor and capital needs of their operations A relatively small number of 
companies have large enough pools of workers with advanced science and technology skills, and even 
fewer companies have the infrastructure and expertise to support the manufacturing of technology 
equipment. For example, a shortage of highly qualified computer scientists around the world can 
encourage companies to move operations to the U.S., leading to the concentration of human capital in 
some large players. See Nur Ahmed et al., The Growing Influence of Industry in AI Research, 379 Science 
884 (2023).

9	 An example of these dynamics can be the requirement that all cars sold in country A have preinstalled 
airbags. Car producers based in country A can either accept the new regulation and start installing 
airbags in all their newly produced vehicles, or they may move production to another country B that 
does not require airbags, exporting their cars to country A. Country A’s authorities then have to try and 
seize the non-airbags cars at the port or inside the country.

In these stylized examples, we are considering single-good companies. However, conglomerates 
that supply a mix of physical and digital goods also have arbitrage decisions limited by their physical 
presence in a given jurisdiction, as countries can and will seize the assets of a conglomerate for 
disputes that do not necessarily impact the good/service in question. For example, Brazil put a senior 
Facebook executive in jail over the company’s refusal to provide authorities with WhatsApp data. 
See Brad Haynes, Facebook Exec Jailed in Brazil as Court Seeks WhatsApp Data, Reuters (Mar. 
1, 2016), https://www.reuters.com/article/idUSKCN0W34WA/. This dynamic increases the 
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The costs of evasion, however, are much lower for the growing class of intangible 
goods and services characterized by low marginal reproduction costs and nonrival 
use.10 These digital products or services can rely on the decentralized, difficult-to-
control nature of the Internet to be supplied at a distance, facilitating decisions to 
engage in evasion.11 There are multiple examples of this type of arbitrage. Companies 
have long offered gambling services online, even in jurisdictions where the practice 
is illegal—and while blocking these websites is not impossible,12 it is difficult to 
implement and may have side effects (such as a need to centralize Internet provision 
to enable such blocking).13 Google Books is another interesting example: when 
launching the product, Google ensured that the scanning of the books takes place 
in the U.S. so that Google could rely on the fair-use defense that U.S. copyright law 
provides against claims of copyright infringements. This strategy proved successful. 
The company successfully defended Google Books against copyright infringement 
claims in the U.S. under the fair-use doctrine,14 while evading copyright liability 
in the EU: as the potentially copyright-infringing acts did not take place in the 
European Union, Google avoided EU copyright liability due to copyright’s territoriality 
principle.15 While the service itself—Google Books—was accessible from the EU, it 
was only the “training” of the service (here: book scanning), not the deployment of 
the service (here: display of book snippets), that could have triggered EU copyright 
liability. Google arguably managed to evade that liability by engaging in product 
development location arbitrage.16 

Sometimes regulations are so onerous and the costs of evasion so high that 
companies withdraw from a market. We explore this reaction in more detail in 
Part I.B below.

All in all, companies have differing economic incentives to engage in evasion 
when a new regulation significantly impacts their business. However, evasion seems 
to be a relatively rare scenario: firms—even those that deliver digital goods—do not 

effectiveness of local, conduct-based regulations against digital goods. It also provides an economic 
explanation for why local, conduct-based regulations usually prevail: they are less costly to enforce 
and cover most economic activity.

10	 Examples include software, digital works protected by intellectual property, designs, etc. 
11	 Companies move physical operations abroad while still offering their services to domestic consumers 

via the Internet. Think of online piracy or gambling. which are widely available even in countries where 
they are prohibited, being offered by companies located in fiscal paradises or low-regulation jurisdictions. 

12	 An interesting example is the so-called “Black Friday of Poker,” when the U.S. federal government cracked 
down on websites offering illegal poker services based in Antigua. For a summary of the dispute, see United 
States v. Scheinberg, Wikipedia (2024), https://en.wikipedia.org/wiki/United_States_v._Scheinberg.

13	 E.g., IP blocking, or the great firewall of China, etc.
14	 Authors Guild, Inc., v. HathiTrust, 755 F.3d 87 (2nd Cir. 2014); Authors Guild, Inc., v. Google, 804 

F.3d 202 (2nd Cir. 2015). Matthew Rimmer, The Foxfire of Fair Use: The Google Books Litigation and the 
Future of Copyright Laws, Oxf. Res. Encycl. Commc’n. (2017), https://oxfordre.com/communication/
display/10.1093/acrefore/9780190228613.001.0001/acrefore-9780190228613-e-274?rskey=TIoEk5&result=1.

15	 See Maurizio Borghi & Stavroula Karapapa, Non-display Uses of Copyright Works: Google Books and 
Beyond, 1 Queen Mary J. Intell. Prop. 21, 31-32 (2011); Rita Matulionyte, 10 Years for Google Books 
and Europeana: Copyright Law Lessons That the EU Could Learn from the USA, 24 Int. J. Law Inf. Tech. 
44 (2016).

16	 On the question whether history will repeat itself under the EU AI Act, see infra text accompanying 
note 73.
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always shift production to different jurisdictions whenever a new regulation is passed. 
As step 3 outlines, that is partially because firms understand that governments have 
powerful tools at their disposal that can make such evasion strategies even costlier. 

3.	 Step 3: Regulators React to Evasion, Including by Adopting Extraterritorial 
Regulations

If companies choose to evade regulation, governments must then subsequently 
choose whether to tolerate this evasion or respond in kind by ramping up the 
regulatory regime.17 

Detecting and addressing evasion at the local level may itself be costly. Building 
on the above example, identifying illegally imported drugs can be a difficult task that 
requires scanning the millions of products entering national ports (among others), 
making enforcement expensive. Technology can sometimes make it easier for 
authorities to detect violations—for example, AirBnB is prohibited from operating in 
some jurisdictions, and because its business model requires disclosing the locations 
of the rental homes it offers, regulators can rely on automated tools to detect and 
thwart evasion. But often there is no technological silver bullet to ensure appropriate 
enforcement. 

An alternative (or complement) can be to expand the scope of the legal regime: 
governments—especially those of large countries18—may discourage entities from 
moving their operations abroad by establishing that their regulations also cover 
activities taking place outside of their direct jurisdiction. This cross-border shift 
helps close some simple loopholes, as companies can no longer escape regulation 
by simply moving certain activities to a different geographic location (as in the 
Google Books example). 

Antitrust laws and the U.S. Cloud Act exemplify how corporate evasion can 
justify an extraterritorial shift. Antitrust laws began by covering solely violations 
that took place within a given country’s jurisdiction. The growth of international 
commerce and international cartels, however, led authorities in the U.S. and the 
EU to move towards an extraterritorial application of their laws, which they called 
an “effects-based approach.”19 This new system allowed jurisdictions to prosecute 
cartel agreements whenever the net result of such agreements was an increase in 

17	 The initial calculation that governments must perform in step 1 to decide whether or not to regulate a 
new technology is driven by the perceived costs and benefits of the underlying technology. However, 
once an evasion strategy is revealed in step 2, jurisdictions must also factor in the costs and benefits of 
policing the evasion itself when deciding how to react in step 3. 

18	 Small countries often struggle to impose their rules on large, international digital platforms. See Toby 
Phillips et al., Digital Technology Governance: Developing Countries’ Priorities and Concerns (Dig. Pathw. 
Oxf. Paper Series, paper no. 3, 2020).

19	 See Anu Bradford, Antitrust Law in Global Markets, in Research handbook on the Economics of 
Antitrust Law 283, 287 (Einer R. Elhauge ed., 2012). This “effects-based” label can be seen as a legal 
device that governments use to fight claims that they are enforcing their laws in an extraterritorial 
manner: countries claim that they are policing activities taking place in their own jurisdiction, even if 
the key conduct took place elsewhere. This transition makes sense from a regulatory design perspective. 
Otherwise, companies could execute a cartel agreement in country Y to sell products in country X at 
higher prices, and the authorities in country X would not be able to prosecute the cartel.
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domestic prices, no matter where the actual violation of the law (in this case, the 
agreement to raise prices) took place. Similarly, the U.S. CLOUD Act requires U.S.-
based companies to provide American law enforcement agencies with any data they 
have stored in their servers—if so requested by a warrant or subpoena—no matter 
where the data/server is geographically located.20 Congress passed the CLOUD Act 
in 2018 as an explicit anti-evasion measure, motivated by a 2nd Circuit court ruling 
that Microsoft was not required to provide the FBI with emails that were stored in 
data centers in Europe. 

Figure I: The Different Steps of the Local Regulatory Game

End-States of the Local Regulatory Game
The local regulatory game we have outlined so far is an iterative regulatory game: 
actors may proceed through these three steps multiple times until a local equilibrium 
is established. Still, there are only a limited number of outcomes:

Outcome 1: No local regulation – Governments decide not to regulate at step 
1, either because they believe the technology is not harmful or because they believe 
that the costs of policing evasion are not worth the gains. 

Outcome 2: Locally compliant products – Companies comply with local 
regulations, either because the absolute costs of evasion are too high in step 2 or 
because they understand that governments can successfully prevent evasion by 
expanding their regimes beyond their own territory in step 3.

20	 Stephen P. Mulligan, Cross-Border Data Sharing under the CLOUD Act (2018).
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Outcome 3: Mix of evasion and/or compliance – Some companies comply 
with regulations while others successfully evade them (depending on business 
structures). Governments are uncapable of fully blocking evasion by investing in 
enforcement efforts or by reforming the legal regime in step 3, so they accept the 
existence of noncomplying products.

Outcome 4: Local withdrawal – Companies decide to withdraw from the market, 
either because the business costs of evasion are too high in step 2, or because they 
believe governments will successfully block evasion in step 3.

B.	 A Global, Multiplayer Scenario: Corporate Capture and Strategic Behavior

Part I.A presented a baseline local scenario in which governments act in response 
to the policy demands of their own citizens and the realities of regulation, ignoring 
whether other governments from other countries would make simultaneous moves. 
In this local scenario, companies cannot directly influence the decisions of different 
governments to set stricter or laxer regulatory regimes, and governments are not 
particularly concerned with international competition. 

This scenario is useful for understanding the basic moves available to our “players.” 
Yet, it provides limited insights as to what equilibria will emerge at the global level, 
as international interactions between countries create additional incentives for 
strategic behavior. These are important: in their absence, most governments would 
have an incentive to adopt extraterritorial regulatory regimes to make corporation 
evasion costlier. Extraterritorial laws, however, are the exception, not the rule. Part 
I.B helps explain why by also outlining a three-step game with four end-states. 

1.	 Step 1: Governments Again Start with Local Regulations
Regulators still decide whether to regulate a new technology based on their perceptions 
of whether or not the new product is harmful. The incentives here are largely the 
same: countries start by regulating local conduct through local laws, because if such 
local regulation is successful, they can receive the benefits of the regulatory regime 
without incurring the costs of having to police evasion. 

However, regulators must also consider that other jurisdictions are simultaneously 
making the same determinations.

2.	 Step 2: Companies Comply or Evade. Regulatory Capture Influences Decisions.
As in the local regulatory game presented in Part I.A, companies are now faced with 
the choice of compliance or evasion. However, international competition between 
countries allows companies to influence the regulatory rules of other jurisdictions 
by sharing part of the arbitrage rents these companies gain when they move their 
operations to other “low-regulation” jurisdictions. This is a form of regulatory capture,21 
but one that allows low-regulation countries to generate negative externalities to 

21	 See, e.g., the foundational or corporate capture by George J. Stigler, The Theory of Economic Regulation, 
2 Bell J. Econ. Mgmt. Sci. 3 (1971).
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other countries, as they appropriate part of the evasion gains. Ireland, for example, 
has historically pitched itself as a low-tax, low-regulation jurisdiction within the 
EU. As more tech companies settled there—employing locals at high salaries and 
increasing Irish exports—Ireland was increasingly encouraged to cater to the local 
industry by further lowering taxes and regulatory requirements while externalizing 
the costs to other EU countries.22 This has prompted other countries, such as 
Luxembourg and The Netherlands, to match incentives.23

The relative positions between countries start mattering more. As a result, the 
possibility of capture increases the likelihood of arbitrage, as companies can now 
directly induce the formation of low-regulation regimes around the world from 
where they can base their operations.

3.	 Step 3: Governments React: Extraterritorial Regulations, Harmonization, or 
Increased Fragmentation

The fact that capture is a possibility does not mean that it always happens.24 
Governments continue to have the ability to resist capture or arbitrage by increasing 
enforcement against companies that do not comply with their laws or by adopting 
extraterritorial regulations.

In other words, in the regulatory game we outline, regulators also behave strategically 
in at least two ways. First, they can continue to transition to an extraterritorial regime 
that diminishes the incentives for companies to move their operations abroad—the 
gains from arbitrage have to be very large for the evasion to be profitable. Second, 
capture can also lead to an inverse result,25 that is, regulators shift their local laws to 
drive fragmentation, hindering international imports and favoring local industries.

To understand these dynamics better, one needs to consider the importance of 
scale for a given industry. If multiple countries employ extraterritorial regulations, 
a product or service relying on this technology might be subject to multiple (and 
often conflicting) overlapping obligations that companies cannot evade by moving 
the location of their operations. 

This conflict of laws creates costs for companies in at least three different ways: 
(i) companies must spend resources and time to simply understand the different 
legal requirements (transaction costs); (ii) companies may be forced to adapt their 
product/service offerings to the requirements of the different jurisdictions, losing 

22	 See, Filippo Lancieri, Narrowing Data Protection’s Enforcement Gap, 74 Maine L. Rev. 15 (2022). There 
are many other similar cases—probably the largest is the taxation of multinational corporations, with 
companies actively shifting the location of their intellectual property to avoid paying taxes. See also, 
Samuel Brazys & Aidan Regan, The Role of Corporate Tax in Ireland’s Foreign Direct Investment Growth 
Model: Research Report prepared for Irish Delegation to the Greens/EFA group (2021) (unpublished 
manuscript) (on file with the author). 

23	 See, e.g., OxFam, Tax Battles: The Dangerous Global Race to the Bottom on Corporate Tax, (2016), https://
policy-practice.oxfam.org/resources/tax-battles-the-dangerous-global-race-to-the-bottom-on-corporate-
tax-620159/ (describing the practice).

24	 Lancieri, supra note 22.
25	 Because of strong local demand or because the government sees international competition as a zero-sum 

game, for example.
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economies of scale typically associated with the supply of a homogenous good; and (iii) 
companies may lose benefits from network externalities, as overlapping regulations 
may force them to create regional versions of their services. For simplicity, we will 
refer to those costs as the loss of economies of scale, and we assume that losing 
economies of scale will make the underlying products that are regulated worse in 
quality and/or more expensive to supply. The more divergent the regulations across 
countries, the less scale a given company can achieve.

As discussed in Part I.A, different business models are differently impacted 
by losses in economies of scale. For the purposes of the regulatory game, what 
matters is the interaction between the business model and the level of regulatory 
divergence. Sometimes, regulatory divergences are small and scale is not important 
for the delivery of the underlying product, so the overall “tax” on a given company 
that tries to offer products in both jurisdictions is small. The U.S. and Europe, for 
example, have different consumer protection rules,26 but many similar products are 
still sold across borders with changes in warranties and disclosures. 

At other times, regulations differ significantly, forcing major product 
restructurings—multinationals engaged in international mergers are regularly required 
to divest specific assets in specific jurisdictions to appease local requirements from 
antitrust authorities.27 Ultimately, extreme divergences in regulations may induce 
companies to exit a jurisdiction altogether—Google and Meta, for example, left 
China because they did not want to comply with some of the regulatory requirements 
imposed by the Chinese government.28 

Importantly, the opposite dynamics can also happen. That is, if scale is very 
important to business models, large companies may voluntarily adopt strict standards 
or lobby countries to harmonize their regulatory regimes through international 
agreements.29 We further explore these outcomes below.

As governments decide whether to adopt extraterritorial or local laws, they 
balance these considerations, and their perceptions reflect the different forms of 
lobbying they are subject to. 

Figure 2 depicts the different steps of this game.

26	 Oren Bar-Gill & Ben Ben-Shahar, Regulatory Techniques in Consumer Protection: A Critique of European 
Consumer Contract Law, 50 Common Mark. Rev 109 (2013).

27	 See, e.g., the takeover of SAB-Miller by AB Inbev, which required merger filings in more than 30 jurisdictions 
and local divestitures in more than ten of those 30. Case Study: AB InBev-SABMiller, Freshfields (last 
visited Feb. 6, 2025), https://www.freshfields.com/capabilities/case-studies/ab-inbev-case-study/. 

28	 For an interesting discussion of the Google case, see Matt Sheehan, How Google Took on China—and 
Lost, MIT Tech. Rev. (2018), https://www.technologyreview.com/2018/12/19/138307/how-google-
took-on-china-and-lost/. On the role of costs of differentiation more generally, see Jens Frankenreiter, 
Cost-Based California Effects, 39 Yale J. Reg. 1155, 1166, 1169-70 (2022).

29	 Interestingly, the likelihood of conflict and the costs should increase as a function of how internationally 
available the targeted good/service is, meaning that conflicts are likely to be more common for products 
that require significant scale to be produced efficiently. However, these are exactly the ones that benefit 
the most from the type of international availability allowed by integrated international markets (such 
as many digital goods or goods reliant on large investments in intangible properties such as R&D).

https://www.technologyreview.com/author/matt-sheehan/
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Figure 2: The Steps of the International Multiplayer Regulatory Game

4.	 Four Potential End-States
The ultimate result of the global regulatory game we have outlined depends on 
how much countries diverge in their initial policy preferences and how important 
scale economies are for companies’ operations. Figure 3 depicts the four most likely 
outcomes, mapping them on more traditional international governance arrangements: 
(i) the prevalence of multiple local regimes; (ii) international harmonization; (iii) 
unilateral dominance; and (iv) global fragmentation. 

Which of these outcomes emerges for a particular case of technology regulation 
will depend on the relative benefits and costs to governments that stem from 
regulating the technology locally or globally, and to companies from abiding by or 
evading these regulations. These governance arrangements also have potentially 
different welfare outcomes. 
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Figure 3: Four Governance Outcomes

More specifically:

1.	 Multiple local regimes are the good version of a multipolar world. In this 
equilibrium, multiple local regimes coexist because (i) countries accept some 
levels of arbitrage to avoid a tit-for-tat war, and (ii) the costs of adapting products 
to local requirements are not high enough for businesses to voluntarily export 
stricter standards. 

This system preserves sovereignty and potentially high levels of welfare, 
as it enables some differentiation according to national preferences without 
significant losses as to scale. Consumer protection rules are good examples of 
multiple local regimes coexisting.30 

2.	 International harmonization occurs when countries and companies recognize 
that fragmentation is costly, pushing societies to bridge differences in regulatory 
preferences to safeguard economies of scale. The likelihood of harmonization is 
a function of how costly the fragmentation is vis-à-vis how different countries 
perceive the best mitigation strategies for the harms generated by the new 
technology.

Assuming that harmonization decisions are voluntary and well-informed, 
this should be a mostly welfare-enhancing outcome, as it preserves national 
sovereignty and scale. One example of this process is the evolution of antitrust 
policy. The rise of antitrust regimes around the world after the fall of the Soviet 
Union led to increasing conflict between different jurisdictions. These conflicts 
became increasingly costly—in particular in merger review. As a solution, countries 
like the U.S. started sponsoring the expansion of international bodies focused on 
coordinating antitrust policy, such as the International Competition Network and 

30	 Bar-Gill & Ben-Shahar, supra note 26.
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the OECD Committee on Antitrust Policy.31 These were attempts by a leading 
jurisdiction to foster international harmonization by “educating” developed 
and developing jurisdictions on what a sound antitrust policy was supposed to 
look like.32 Similar beliefs that harmonization would be more beneficial than 
a tit-for-tat war led to the expansion of the World Trade Organization and the 
lowering of trade barriers.33 In related fashion, the EU actively uses bilateral and 
multilateral trade agreements to extend its regulations to other jurisdictions.34

3.	 Unilateral imposition of a regulatory regime (Brussels effect): In some cases, 
policy divergences prevent international harmonization through governmental 
cooperation. An alternative outcome, then, is for companies to sponsor this 
harmonization by adopting a single product/service in all the jurisdictions where 
they do business, regardless of the local requirements. This is the so-called “Brussels 
effect,” which takes place when a large country with significant regulatory capacity 
adopts a strict regulatory regime that governs a mostly inelastic and indivisible 
asset.35 Companies, then, decide that economies of scale are more important 
than regulatory fragmentation and voluntarily adopt the stricter regulation in a 
way that leads to a de facto leader in international regulation. The divergence in 
policy preferences, however, is not so high that other countries force companies 
to adhere to their own laxer national regulatory standards. One example of the 
“Brussels effect” in action is Apple’s voluntary worldwide adoption of USB-C 
type connectors for all its iPhones from model 15 onwards, which took place 
after the EU imposed the use of such chargers inside the bloc. Apple could have 
maintained its Lightning chargers elsewhere but voluntarily decided not to.36 As 
other countries did not express a strong preference for the Lightning charger, 
the EU standard became the de facto global standard.

The welfare impacts of this process are ambiguous. If economies of scale 
trump the losses generated by the lack of regulatory divergence, then welfare 
goes up, while the opposite can also be true. 

31	 See Eleanor M. Fox, Mergers in Global Markets: GE/Honeywell and the Future of Merger Control, 23 U. 
Pa. J. Int’l Econ. L. 457, 466 (2002). The ICN, for example, was born in 2002 after the EU blocked 
GE’s acquisition of Honeywell, a merger between two U.S. companies that had been approved by U.S. 
authorities.

32	 Interestingly, while U.S. antitrust policy is certainly influential abroad, there remains a lot of differentiation 
in national laws. See Anu Bradford, Adam S. Chilton & Filippo Lancieri, The Chicago School’s Limited 
Influence on International Antitrust, 87 Univ. Chic. Law Rev. 297 (2020); Anu Bradford et al., The Global 
Dominance of European Competition Law over American Antitrust Law, 16 J. Empirical Legal Stud. 
731 (2019).

33	 Gene M. Grossman & Henrik Horn, Why the WTO? An Introduction to the Economics of 
Trade Agreements (2012).

34	 Bradford, supra note 1. Other examples include international agreements to limit the expansion of 
nuclear arsenals and many others.

35	 Anu Bradford, The Brussels Effect, 107 Nw. U. L. Rev. 1 (2012). On a related “California effect” concerning 
California’s motor vehicle emission standards, see David Vogel, Trading Up: Consumer and 
Environmental Regulation in a Global Economy, 24, 68-70 (1995).

36	 See The Conversation, Why Apple’s Switch to USB-C for its New iPhone 15 Models is such a Big Deal, Fast 
Company (Sept. 17, 2023), https://www.fastcompany.com/90953265/apple-iphone-15-usb-c.
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4.	 Fragmentation (Splinternet): A final potential outcome is pure fragmentation, 
with countries insisting that their rules must apply to their own jurisdiction no 
matter the losses to economies of scale that are generated by global convergence.37 

For this outcome, welfare implications are again ambiguous. There are many 
good reasons why countries may determine that certain goods must be produced 
within the country and require that they comply with local laws, regardless of 
the costs to businesses. Companies, however, may lose so much scale by having 
to adapt their products to local requirements that they may end up pulling out 
of the market altogether. This can lead to higher prices and/or lower quality. The 
welfare outcomes will depend on whether the gains from the imposition of the 
national law trump the losses in scale caused by the regulatory fragmentation. 
Content moderation laws (broadly defined) provide a good example of these 
dynamics. Google and Meta, for example, have pulled their services out of 
jurisdictions such as Russia, China, Spain, Australia, and even Canada rather 
than comply with local regulatory requirements.38 Meta is also being forced to 
change part of its business model in Europe, adopting a subscription model in 
response to local regulatory requirements regarding privacy.39 

It is worth noting that these four “outcomes” are not categorical or permanent—they 
are a stylized representation that should help us better understand the dynamics that 
may arise as a result of an iterative process of regulatory competition and evasion. Many 
regulatory regimes in the real world will be mixed: a certain level of harmonization 
combined with a certain level of fragmentation. It is also possible that the increasingly 
costly nature of fragmentation will push countries to harmonize certain aspects of 
their regulatory regime or accept some levels of unilateral imposition, among others. 
For our framework, this increasingly costly nature of fragmentation over time can 
be understood as either countries or companies acquiring better information on 
the costs and benefits of their positions, or as an external shock that disrupts the 
equilibrium and induces players to rearrange their positions (like the adoption of 
a new technology that resets the original game).

II.	Applying this Framework to AI Regulation

A.	 A Shifting Landscape for Foundational AI Models:  
From Computing Power to Data

To understand the implications for regulation and opportunities for arbitrage in 
the area of artificial intelligence, we must define some terms and briefly review how 

37	 See Mark A. Lemley, The Splinternet, 70 Duke L.j. 1397 (2021).
38	 For a detailed list and description, see Bradford, supra note 1.
39	 For the dispute, see Case C-252/21, Meta Platforms Inc. v. Bundeskartellamt, ECLI:EU:C:2023:537 (July 

4, 2023), https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A62021CJ0252; ‘Consent or 
Pay’ Models Should Offer Real Choice, European Data Prot. Bd. (Apr. 17, 2024), https://www.edpb.
europa.eu/news/news/2024/edpb-consent-or-pay-models-should-offer-real-choice_en.

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A62021CJ0252
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the technology works and is used. This Part briefly introduces artificial intelligence 
concepts and then proceeds to an overview of the large language models and AI 
systems that use them.40 Understanding the underpinnings behind the technology 
helps us understand how regulatory games may evolve in the future, and in particular 
what policy tools governments and companies will employ to push their respective 
agendas. 

The term ‘AI’ has become something of a buzzword, so it is important to begin by 
defining what AI systems are. The OECD defines an AI system as “a machine-based 
system that, for explicit or implicit objectives, infers, from the input it receives, how 
to generate outputs such as predictions, content, recommendations, or decisions that 
can influence physical or virtual environments.”41 This definition is intentionally broad 
and also encompasses simple rules-based systems that are not at the focus of current 
regulation. Beyond this structure of an agentic system that generates outputs based 
on inputs and an objective, the AI systems that are currently at the focus of regulation 
have two other key features that are relevant to the regulatory context: development 
of the models via a machine learning process, and knowledge representation.

Broadly speaking, machine learning is simply the process of allowing an algorithm 
to learn patterns from a corpus of data.42 The process of learning is sometimes 
referred to as ‘training.’ In this process, a piece of software is given some goal, 
represented as an objective function, that it is asked to maximize. By looking at 
many data points, more complex patterns can be learned. There is a roughly linear 
relationship between the size of the training dataset and the time required to extract 
the most information from the training data; this means that the more data you 
have, the longer it may be useful to train an algorithm on that corpus.43 Because of 
this somewhat linear relation between data, time, and training capacity, the amount 
of compute used to train a model, typically measured in Floating Point Operations 
(FLOPs), has become a benchmark measure of foundational models.44 

A second key feature that distinguishes AI systems from other algorithmic processes 
is their knowledge representation, typically encapsulated in their models (although 
not exclusively). Foundational models are ones with knowledge representation that 
is both large and broad. For example, GPT-4 is a foundational, general-purpose large 
language model (LLM) that contains a broad representation of human language 

40	 This part is partially based on Laura Edelson, A Primer on AI Technologies, Cybersecurity for 
Democracy, https://cybersecurityfordemocracy.org/a-primer-on-ai-technologies (last visited Feb. 18, 
2025); Paul Ohm, Focusing on Fine-Tuning: Understanding the Four Pathways for Shaping Generative AI, 
25 Colum. Sci. & Tech L. Rev. 214 (2024).

41	 See OECD, Explanatory Memorandum on the Updated OECD Definition of an AI System (OECD, 
Artificial Intelligence Papers No. 8, 2024), https://www.oecd.org/en/publications/2024/03/explanatory-
memorandum-on-the-updated-oecd-definition-of-an-ai-system_3c815e51.html.

42	 Arthur L. Samuel, Some Studies in Machine Learning Using the Game of Checkers, 3 IBM J. Res. Dev.  
210 (1959).

43	 Jordan Hoffmann et al., Training Compute-Optimal Large Language Models (Mar. 29, 2022) (unpublished 
manuscript), https://arxiv.org/abs/2203.15556. 

44	 David J. Kuck, Computer System Capacity Fundamentals (1974).



2025]	 AI Regulation: Competition, Arbitrage and Regulatory Capture	 255

usage, particularly in English.45 It is not focused on any specific purpose, which is 
both a strength and a limitation. Such foundational models are trained on enormous 
amounts of data using a correspondingly large amount of computational resources. 
The AI system Chat-GPT uses a version of GPT-4 (as well as other GPT models) that 
has been fine-tuned, or further trained for a specific application, for good performance 
on conversation tasks. But these specifically tuned models alone will not perform 
well for the many tasks that users wish to use Chat-GPT for. Therefore Chat-GPT 
and the fine-tuned models that back it have additional knowledge representation of 
several additional areas, like which topics are or are not offensive in the course of a 
conversation, basic facts that a user might ask about (perhaps stored in a knowledge 
graph), what topics Microsoft Open AI wants Chat-GPT to avoid as a matter of 
policy, and the history of that user’s prior interactions in the conversation. 

There are currently two major barriers that face any company that wishes to 
train foundational models. The first is training data. Much of the improvement in 
performance of the latest general-purpose models such as GPT-4 over earlier models 
has been driven by the increase in the data the model was trained on.46 The second 
barrier is graphical processing units (GPUs), the type of chip that is most commonly 
used to efficiently train the deep-learning models that have become most performant. 
It has been estimated that current models are somewhat undertrained, meaning that 
if they had been trained on the same data but for more cycles, they could perform 
better.47 This is likely due to the current extremely restricted availability of GPUs 
(at least as of the time of this writing). These limitations impact what models can 
be built and how well they can perform in different ways.

Of the two limiting factors, a lack or inaccessibility of training data is the most 
fundamental. Even the largest AI systems can only replicate and generalize from 
patterns found in their training dataset.48 This means that if a type of data is missing 
from the training dataset or some portion of the training data is systematically biased, 
those areas of content will similarly be missing from or biased in the system’s outputs. 
This is why companies developing LLMs have invested significantly in labeling 
their existing data to better harness the information it contains, and in creating 
new, proprietary datasets to fill in the gaps of sparse data, such as images of racial 
minorities. Augmenting training datasets in this way is a slow and labor-intensive 
process, but there is no alternative for foundational models that seek to encapsulate 
a broad range of knowledge and offer good performance on a broad range of tasks. 
To achieve the best results, model trainers must also prune their training data. 
Significantly duplicated data (i.e., many copies of the same document or image) 

45	 Josh Achiam et al., GPT-4 Technical Report (Mar. 4, 2024) (unpublished manuscript), https://arxiv.org/
abs/2303.08774. 

46	 The best of the current crop of large language models (LLMs) used as their training data a majority of 
the accessible internet, in addition to large corpora of books, news articles, and other digitized writings.

47	 Hoffmann et al., supra note 43. 
48	 Steve Yadlowsky et al., Pretraining Data Mixtures Enable Narrow Model Selection Capabilities in 

Transformer Models (Nov. 1, 2023) (unpublished manuscript), https://arxiv.org/abs/2311.00871.
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causes memorization and harms general performance.49 And of course, aside from 
the challenges of pruning a dataset and labeling niche data, just collecting the vast 
amounts of data required to perform the initial training of a performant LLM is in 
and of itself an expensive undertaking.

For human-related training data, particularly human-generated text and visual 
representations of people, this problem of assembling relevant training data is not 
a one-time, limited cost. In addition to the ever-changing nature of the topics we 
discuss and themes of our media, the way we use language and the way we present 
ourselves is also constantly changing. This evolution of presentation is referred 
to as semantic drift in language and fashion in visual presentation.50 Between the 
ever-changing nature of how we communicate and what we communicate, building 
training datasets for use in large foundational models should be thought of as a task 
of maintenance as much as of initial assembly. This changes the cost structure of 
data assembly: it is not a one-time expense that can be amortized over the lifetime 
of a model, but rather should be thought of as an ongoing running cost. Of course, 
some companies already must absorb this cost in the course of their other business 
operations. Companies in this position will be at a significant advantage, in terms 
of both the time it takes to bring new models to market and the cost structure of 
the models they create. 

The second barrier—limited access to GPUs, the chips used to train large models—
is likely to be easier to solve. Supply shortages have periodically plagued Nvidia for 
years but were most severe in 2022 and 2023. Most chips of this type are produced 
by one foundry: Taiwan Semiconductor Manufacturing Company (TSMC). TSMC 
makes GPUs (as well as other chips) for several chip companies, but Nvidia is by 
far the market leader in designing GPUs. Nvidia’s GPUs are currently considered 
to be significantly more efficient at training large models, so customers are willing 
to endure longer waiting times and to pay significantly more for Nvidia hardware 
as opposed to other manufacturers.51 The most relevant limitation on expanding 
chip production capacity is the availability of expertise. GPUs are built in highly 
specialized facilities that few companies have the expertise to construct or operate. 
Designing these chips is similarly a highly specialized discipline, with nearly all 
the designers and engineers involved in such work being employed by a handful 
of firms. These create technical barriers that currently cannot be solved by simply 
increasing the resources that a given country invests in the construction of foundries 
and the design of GPU chips.52 

49	 Katherine Lee et al., Deduplicating Training Data Makes Language Models Better (Mar. 24, 2022) 
(unpublished manuscript), https://arxiv.org/abs/2107.06499. 

50	 Elisabeth Davenport & Blaise Cronin, Knowledge Management: Semantic Drift or Conceptual Shift? 41 J. 
Educ. for Libr. & Info. Sci. 294 (2000) (exploring knowledge management).

51	 Tim Dettmers, Which GPU(s) to Get for Deep Learning: My Experience and Advice for Using GPUs in 
Deep Learning, Tim Dettmers: Making Deep Learning Accessible Blog (July 7, 2024, 1:30 PM), 
https://timdettmers.com/2023/01/30/which-gpu-for-deep-learning/.

52	 Nvidia is currently estimated to have extremely large profit margins on its core GPU product line, 
something which drove the company’s historic revenue growth of 126% in 2024. See NVIDIA Announces 
Financial Results For Fourth Quarter And Fiscal 2024, Nvidia (July 7, 2024), https://investor.nvidia.

https://arxiv.org/abs/2107.06499
https://investor.nvidia.com/news/press-release-details/2024/NVIDIA-Announces-Financial-Results-for-Fourth-Quarter-and-Fiscal-2024
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Thus far, we have primarily discussed large foundational models that encapsulate 
broad knowledge of how humans use language, what human voices sound like, or 
what our visual model looks like. In addition to requiring significant resources to 
run, these general models often do not perform well on highly specialized tasks. 
This is because of a lack of training data about that specific task and also because 
maximizing performance on a very specific task nearly always hurts performance 
on a general task. As already discussed, fine-tuning can be used to adapt a general 
model to maximize performance on a specific task, typically by doing additional 
training with a specialized dataset. This is commonly performed by retraining 
only a portion of the base LLM on new data for reasons of cost and efficiency. 
Fine-tuning is becoming a common enough practice that several general-purpose 
models, including GPT-4 and Llama, now offer APIs specifically to allow customers 
to create fine-tuned derived models.

While only a few companies have the resources, both in terms of data and 
in terms of GPUs, to build general-purpose AI models, fine-tuned models built 
for specific domains and specific tasks are being built by tens of thousands of 
companies globally, and this number is expected to continue to grow for years to 
come. Companies that have specific proprietary data that can be used to fine-tune 
models and the resources to build them will be at a distinct advantage over those 
that do not in making this next technological leap. 

B.	 Connecting the Technical Dynamics with the Policy Game

1.	 Complex and Fluid Multi-Agent Game
The regulation of AI is a fast-moving field, and one where countries and companies 
participate in a dynamic game that can be partially rationalized by the “model” 
outlined above. Governments use a combination of regulatory regimes and subsidies 
to ensure control over the different layers that make up the AI supply chain (in 
particular compute capacity and data). Companies try to pit governments against 
one another to gain additional leverage in international negotiations and to weaken 
restrictions that they see as detrimental to their business models. This complex 
game, which is also influenced by government notions of “strategic autonomy,” is 
shaping the current evolution of AI regulations and technologies.53

Let us start with the governmental side of the game. Anu Bradford’s work has 
detailed the geopolitical competition between the U.S., the EU, and China to impose 

com/news/press-release-details/2024/NVIDIA-Announces-Financial-Results-for-Fourth-Quarter-and-
Fiscal-2024). But this profitability is also driving historic investment in GPU and chip production and 
design globally. The lead time for chip development is long: GPUs are made in specialized factories 
that typically are specialized to the chip family being produced. The enormous increase in demand for 
GPUs is quite recent, meaning that despite the fact that both the uptick in private investment in the 
area and governmental efforts (on the part of several governments) to spur local production by national 
champions is several years old, additional capacity for production is still years away.

53	 See, e.g., Andrea Renda, Towards a European large-scale initiative on Artificial Intelligence, CEPS (July 11, 
2024), https://www.ceps.eu/ceps-publications/towards-a-european-large-scale-initiative-on-artificial-
intelligence/ (for the discussion in Europe).

https://investor.nvidia.com/news/press-release-details/2024/NVIDIA-Announces-Financial-Results-for-Fourth-Quarter-and-Fiscal-2024
https://investor.nvidia.com/news/press-release-details/2024/NVIDIA-Announces-Financial-Results-for-Fourth-Quarter-and-Fiscal-2024
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their different visions for digital regulation.54 This competition manifests itself in 
measures such as the U.S. working with the EU to restrict China’s access to high-
end GPUs and other advanced AI chips,55 or the U.S., the EU, and China entering 
into an international competition—and potentially a zero-sum game—to provide 
subsidies for companies willing to move the production of such high-end chips to 
their own jurisdictions.56 

A similar dynamic has begun to emerge in data access. China has long recognized 
the key role of data in the training of AI models, and has restricted access to certain 
data of Chinese citizens to companies aligned with the Chinese government’s view 
of the world.57 While the Western world has not gone that far, it is worth noting 
the rapid decline of open-access data that has been previously used to train AI 
models.58 This decline is triggered by companies trying to better monetize their 
valuable data through the imposition of technical and legal restrictions that prevent 
the scraping of their websites, combined with selected licensing agreements that 
grant access to a database in exchange for monetary payments.59 This blocking of 
data access for commercial purposes, however, also creates the infrastructure that 
Western governments may need to provide selective access to their own databases, 
and it is no surprise that controlling and enabling access to data is at the center of 
the AI industrial policy of the EU through the Data Act, the AI Act, and others.60 
Military experts in the U.S. are already talking about restricting Chinese access to 
American-controlled data,61 and the U.S. government is starting to take steps in 
this direction (even if AI is not the main focus).62

Companies understand that this level of international competition for relative 
and absolute supremacy in AI technologies provides them with an opening to 
shape regulation to their advantage. For example, European companies have used 
this international competition to shape the drafting of the EU’s AI Act to make it 
more EU-company-friendly, and a coalition of companies is using this international 

54	 Bradford, supra note 1. 
55	 Chris Miller, Chip War: The Fight for the World’s Most Critical Technology (2022).
56	 Foo Yun Chee, EU Takes on United States, Asia with Chip Subsidy Plan | Reuters, Reuters (2023), https://

www.reuters.com/technology/eu-agrees-chips-subsidies-plan-eu-industry-chief-says-2023-04-18/.. 
57	 Martin Beraja, David Y. Yang & Noam Yuchtman, Data-Intensive Innovation and the State: Evidence 

from AI Firms in China, 90 Rev. Econ. Stud. 1701 (2023).
58	 Shayne Longpre et al., Consent in Crisis: The Rapid Decline of the AI Data Commons (July 24, 2024) 

(unpublished manuscript), https://arxiv.org/pdf/2407.14933.
59	 Kevin Roose, The Data That Powers A.I. Is Disappearing Fast, N.Y. Times (Jul. 19, 2024), https://www.

nytimes.com/2024/07/19/technology/ai-data-restrictions.html.
60	 See European Comm., European Approach to Artificial Intelligence | Shaping Europe’s 

Digital Future (2024), https://digital-strategy.ec.europa.eu/en/policies/european-approach-artificial-
intelligence; European Comm., Artificial Intelligence for Europe (2018), https://eur-lex.europa.
eu/legal-content/EN/TXT/PDF/?uri=CELEX:52018DC0237.

61	 Jessica Dawson & Tarah Wheeler, How to Tackle the Data Collection behind China’s AI Ambitions, 
Brookings (2022), https://www.brookings.edu/articles/how-to-tackle-the-data-collection-behind-
chinas-ai-ambitions/.

62	 Sarah N. Lynch & David Shepardson, US Unveils New Rules to Block China, Russia and Iran from 
Accessing Bulk US Data, Reuters (Oct. 21, 2024), https://www.reuters.com/world/us/us-unveils-new-
rules-block-china-russia-iran-accessing-bulk-us-data-2024-10-21/.
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competition to push for the reforms of other EU regulations that they dislike—such 
as data privacy laws.63 Governments are increasingly responsive to these pleas—a 
2024 high-level expert report commissioned by the President of the European 
Commission to shape the evolution of European competitiveness denounced the 
GDPR and the AI Act as overly complex and restrictive of AI advancements, calling 
for their reform to safeguard Europe’s position in the “global AI competition” shaped 
by “winner takes most dynamics.”64 In the U.S., tech companies have also used the 
innovation race to successfully pressure California’s governor to veto a 2024 bill 
that would have imposed restrictions and safeguards on the development of AI 
models in the state.65

This dynamic game is prompting some countries to impose their will over other 
countries, and some companies to shape the evolution of the regulatory systems. 
The game also shapes the way laws are drafted and how companies react to these 
laws. For example, it is interesting to note that the EU AI Act is a cross-jurisdictional 
regulatory regime where providers of AI systems may be subject to its rules as long 
as there is an impact on the EU market, independent of where they are physically 
located.66 This decision can be seen as both a push to eliminate opportunities 
for regulatory arbitrage and an attempt by the EU to emerge as the leader in the 
international debate on AI regulation. The EU is trying to rely on a “Brussels effect,” 
de facto exporting its rules through voluntary adoption by technology companies.67 
Companies, however, are actively pushing back through the use of mechanisms 
described above. This may not only include lobbying complemented by unilateral 

63	 Ensuring AI innovation in Europe: Open letter to EU policymakers, EUNeedsAI.com, https://www.euneedsai.
com/; Martin Couter, Tech Giants Push to Dilute Europe’s AI Act, Reuters (Sept. 20, 2024), https://www.
reuters.com/technology/artificial-intelligence/tech-giants-push-dilute-europes-ai-act-2024-09-20/.

64	 Mario Draghi, The Future of European Competitiveness Part B | In-Depth Analysis and 
Recommendations (2024), https://commission.europa.eu/document/download/ec1409c1-d4b4-
4882-8bdd-3519f86bbb92_en?filename=The%20future%20of%20European%20competitiveness_%20
In-depth%20analysis%20and%20recommendations_0.pdf..

65	 Ryan Macasero, California Governor Vetoes Controversial AI Bill, GovTech (2024), https://www.govtech.
com/artificial-intelligence/california-governor-vetoes-controversial-ai-bill.

66	 According to Article 2(1) of the EU AI Act, the regulation applies to “providers placing on the market 
or putting into service AI systems or playing on the market general-purpose AI models in the Union, 
irrespective of whether those providers are established or located within the Union or in a third country” 
[emphasis added], to “providers and deployers of AI systems that have their place of establishment or are 
located in a third country, where the output produced by the AI system is used in the Union,” as well as 
to “importers and distributors of AI systems.” With regard to geographical reach, the European Union 
thereby followed a similar approach as in the General Data Protection Regulation of 2018, which applies 
to “the processing of personal data in the context of the activities of an establishment of a controller or 
a processor in the Union, regardless of whether the processing takes place in the Union or not” [emphasis 
added], to “the processing of personal data of data subjects who are in the Union by a controller or 
processor not established in the Union, where the processing activities are related to: (a) the offering 
of goods or services … to … data subjects in the Union, or (b) the monitoring of their behaviour as far 
as their behaviour takes place within the Union” (Article 3(1), (2) GDPR). On the effectiveness of the 
European Union in imposing the GDPR on companies beyond its own territory, see Christian Peukert, 
Stefan Bechtold et al., Regulatory Spillovers and Data Governance: Evidence from the GDPR, 41 Mktg. 
Sci. 318 (2022).

67	 See Bradford, supra note 1, articulating this in more detail. 



260	 THEORETICAL INQUIRIES IN LAW	 [Vol. 26.1:1

threats—both Apple68 and Meta69 have opted not to release their latest AI models in 
Europe “due to the unpredictable nature of the European regulatory environment.” 
It may also include the exploration of legal uncertainty under the AI Act. While the 
AI Act, for example, requires providers of general-purpose AI models to “put in 
place a policy to comply with Union law on copyright and related rights” (Article 
53 (1)(c) AI Act), it is an open question whether EU copyright law actually covers 
machine-learning training activities that take place outside the EU. As copyright’s 
territoriality principle may put a limit to the AI Act’s extraterritorial reach, companies 
may at least have an incentive to move any training activities outside the European 
Union, thereby still engaging in regulatory arbitrage.70

2.	 The Likely Outcome: Fragmentation with Occasional Pushes for Harmonization
As the simple model we developed in Part I outlines, the final outcomes of the 
regulatory AI game between a country and companies depends on how a government 
perceives the relative costs and benefits of local versus extraterritorial regimes, and on 
how companies perceive their ability to comply with or evade such regulations. These 
decisions are partially shaped by a government’s differing preferences on how important 
it is to obtain relative or absolute superiority vis-à-vis international competitors. Once 
one introduces international competition between countries, whether a government 
will push for international harmonization or fragmentation of rules or whether it will 
try to expand the reach of its own regime through extraterritorial application will 
again depend on its preferences vis-à-vis the technology it is attempting to regulate.

While this regulatory game can lead to various equilibria—ranging from the 
dominance of one regime over fragmented national regimes to a harmonized global 
regime—we stipulate that for AI technologies, neither a Brussels effect nor global 
harmonization is likely to emerge.71 Current actions by different players increasingly 
indicate that being a technology leader in AI systems is of such vital importance 
that governments are willing to use a combination of regulation and their physical 
control over infrastructure as a lever to shape AI governance in their favor. When 
European AI regulation can be understood in terms of achieving “AI sovereignty,” 
other countries will consider how this technology and its regulation impacts their 
own sovereignty as well.72 The more the regulation of AI technologies and the fencing 
off of foreign influence over these technologies become matters of national security, 

68	 How to get Apple Intelligence on iPhone, Apple Support (2024), https://support.apple.com/en-us/121115.
69	 Dan Milmo, Meta Pulls Plug on Release of Advanced AI Model in EU, The Guardian (Jul. 18, 2024), 

https://www.theguardian.com/technology/article/2024/jul/18/meta-release-advanced-ai-multimodal-
llama-model-eu-facebook-owner.

70	 On this debate, see Alexander Peukert, Copyright in the Artificial Intelligence Act: A Primer, 73 GRUR 
Int’l 497, 506-507 (2024); Malte Stieper & Michael Denga, The International Reach of EU 
Copyright through the AI Act (2024), http://dx.doi.org/10.25673/116949. On a related debate 
concerning Google Books, see supra text accompanying note 15.

71	 But see Marco Almada & Anca Radu, The Brussels Side-Effect: How the AI Act Can Reduce the Global 
Reach of EU Policy, 25 German L. J. 646 (2024) (exploring the implications of a Brussels effect through 
the AI Act for EU policymaking).

72	 Daniel Mügge, EU Sovereignty: for Whom, to What End, and to Whose Benefit?, 31 J. Eur. Pub. Pol’y 
2200 (2024).

http://dx.doi.org/10.25673/116949
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the more likely we are to end up in a world of policy fragmentation.73 In our model, 
this means that governments’ strong policy preferences outweigh considerations 
for the global availability of AI technologies.

For some technologies—in particular technologies that are subject to strong 
economies of scale and network effects—fragmented regulations impose a significant 
cost. If different countries regulate social media in different ways and prevent 
the exchange between users of different social media in different regions of the 
world, this hampers the potential these media have for global connectivity. As the 
consumption of AI systems is much less subject to externalities in consumption, 
fragmented AI regulations may appear less worrisome than fragmented social 
media regulations at first sight. However, a world of AI fragmentation will not 
come without costs—and these may be significant. As outlined in Part II.A, current 
AI models require significant scale to operate efficiently. As these costs grow and 
lead to lower-quality models, industry players and even governments themselves 
may push for certain levels of harmonization that can enable gains in economies of 
scale. This will be contrasted against the level of policy divergence between different 
countries. Ultimately, the less likely an initial policy divergence between the agents, 
the more likely that some form of harmonization will take place. In practical terms, 
this may mean, for example, that the United States and European countries will 
achieve a certain level of harmonization as a way to facilitate cooperation between 
their agents, thereby increasing the costs of the isolation imposed on more important 
adversaries such as China.74 

If this is the case, what we may ultimately witness is a dynamic game marked 
by bursts of fragmentation in certain areas where autonomy trumps scale (e.g., 
chip production or even privacy regulation),75 with the formation of certain and 
restricted regulatory blocs that enable countries to tap into economies of scale that 
are key for certain applications. One risk here is that companies may successfully 
pit governments against each other in a race to the bottom that ultimately weakens 
the nascent regulatory system for AI—a process we are starting to witness in the 
push against privacy protection in AI systems and against AI safety laws. 

As our discussion indicates, we are skeptical that a more cooperative equilibrium 
such as a broad system of international harmonization will emerge in the area 
of AI regulation. This would require changes in the policy divergences between 
countries—say, for example, a growing international consensus that AI models are 
indeed a threat to mankind that justifies the adoption of international safeguards 

73	 Or alternatively, the less likely it is that we will witness the rise of regulatory regimes that are built 
around low levels of divergence among policy preferences—notably multiple local regimes coexisting 
peacefully, international harmonization, and even some widespread form of the Brussel’s effect or a 
parallel California effect in which the U.S. unilaterally imposes its own view of the world on the EU.

74	 An example is the “Framework Convention on Artificial Intelligence and Human Rights, Democracy and 
the Rule of Law” signed between the U.S. and European countries. See Council of Europe, Framework 
Convention on Artificial Intelligence, Human Rights, Democracy and the Rule of Law, CETS No. 225 
(2024), https://www.coe.int/en/web/conventions/full-list?module=treaty-detail&treatynum=225.

75	 Where the U.S. and the EU share little in terms of values. See Lancieri, supra note 7.
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similar to those imposed on nuclear weapons. It seems that, at least for now, mankind 
has not arrived at any such agreement.

Conclusion
This Article has focused on better understanding the forces that drive governments’ 
decisions on whether to regulate a technology with local and international reach, 
and companies’ decisions on whether to comply with or evade such regulation. We 
explored examples of technology regulation where governments focused on locally 
applicable obligations (as in the case of Google Books), and others where governments 
decided to regulate conduct irrespective of where it takes place (as in the case of 
antitrust or the U.S. Clouds Act). We provided examples of company strategies 
where companies attempted to evade the reach of regulatory regimes (as in the case 
of government access to email infrastructure abroad, before the enactment of the 
U.S. Clouds Act), and others where companies voluntarily subjected themselves to 
a particular regulatory regime on a global basis even though they were not required 
to do so (as in the case of universal chargers for cellphones).

Today, policymakers and scholars speculate as to how the competition between 
countries and investment decisions by companies will shape the nascent regulatory 
regime for AI technologies. Our framework indicates that the near-term outcome 
will be an internationally fragmented system that is complemented by occasional 
bursts of cooperation. 

We arrive at this conclusion by developing a three-step model of regulatory 
choices in which governments decide whether to regulate a technology on a local 
basis; companies then decide whether to comply with or evade this regulation; and 
governments then decide whether to fight potential arbitrage by switching to a cross-
jurisdictional regulatory approach. This interaction between various governments 
and various companies may then lead to various outcomes, ranging from a fully 
fragmented regulatory regime to a fully harmonized regime with global reach. 
While we use this model of regulatory choices to explain and predict government 
strategies in the area of AI technologies, we believe that it can be used to understand 
regulatory regimes of other existing or emerging technologies as well. 
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