ANTITRUST & AI SUPPLY CHAINS
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Will AI technology disrupt the current Big Tech Barons, foster competition,
and ensure future disruptive innovation that improves our wellbeing? Or
might the technology help a few ecosystems become even more powerful? To
explore this issue, our Article outlines the current digital market dynamics that
lead to winner-take-most-or-all ecosystems. After examining the emerging AT
foundation model supply chain, we consider several potential antitrust risks
that may arise should specific layers become concentrated and firms extend
their power across layers. After raising several countervailing factors that
might lessen or prevent these antitrust risks, we conclude with suggestions
for the policy agenda to promote both healthy competition and innovation
in the Al supply chain.

INTRODUCTION

The buzz these days is Al specifically generative artificial intelligence and foundation
models, which are “trained on broad data (generally using self-supervision at scale)
that can be adapted to a wide range of downstream tasks”* In February 2024, Al
chipmaker Nvidia joined the multi-trillion-dollar market valuation club, joining
existing members Microsoft, which has partnered with OpenAI and is incorporating
OpenAT’s foundation model across its ecosystem, Google, which is developing its
own foundation model, and Apple, which in 2024 shifted resources from driverless
cars to AI. As Nvidia’s CFO noted, “Building and deploying AI solutions has reached
virtually every industry”’> New technological developments promise to further
catapult generative Al technology, with significant implications for citizen autonomy,
social stability, and democracy.

When surveyed on AT’s likely future impact on society, Al experts have expressed
concerns about personal privacy, human rights, democracy, and civility.* Tech titans
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Elon Musk and Larry Page have famously debated whether artificial intelligence would
ultimately elevate or destroy humanity. The risks that generative AI may present to
humanity have also been linked to the departure of Ilya Sutskever, chief scientist
and cofounder of OpenAl, from the company.* His newly founded company, “Safe
Superintelligence;” has attracted much interest, with a valuation of over $5 billion
in its first months of operation.® The lightspeed evolution of the technology and the
continuing investment in Al-related initiatives capture an increasing portion of our
social and economic activity® and fuel the debate about the technology’s impact.

Alongside these significant developments, a separate discussion has emerged,
looking at how AI markets will evolve and who will control the technology. In this
context, policymakers and competition officials are exploring foundation Al models
and this technology’s likely impact on innovation and competition. The critical
question is whether these foundation models will herald disruption that would
challenge existing gatekeepers and tech barons and bring about new dynamism to
digital markets, or will AI further entrench market power. This question lies at the
heart of this Article.

Assessing the impact of foundation models on competition is nuanced. There
might be more innovation, but the type of innovation (sustaining versus disruptive)
and its value (positive, extractive, or negative) might vary. In some ecosystems, we
might see many more sustaining innovations that primarily extract value from
consumers or other producers. We may see more toxic innovations that reduce our
and our children’s wellbeing.

The importance of identifying the trajectory of generative AI markets and
ensuring their contestability cannot be overstated. As many competition officials
have candidly admitted to us, their agencies missed or underappreciated the digital
market dynamics that led to “a winner-take-most-or-all” that led to the present
Big Tech Barons, namely Google, Apple, Meta, Amazon, and Microsoft. Currently,
enforcers around the globe are scrutinizing these dominant ecosystems, which are
heavily investing in generative Al. But there is no consensus over how to prevent,
among other things, the distortion of competition and innovation. The concern is
that feeble or delayed action will miss the potential tipping of these emerging Al
markets. As the experience with the Big Tech Barons reflects, antitrust enforcement,
iftoo little (e.g., primarily monetary fines) or too late (cases that take years to develop
and litigate), will not restore competition and innovation levels. It is far easier to
keep markets contestable than to try to restore contestability.
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Because the Al landscape is nuanced, any intervention needs to appreciate the
complexity of the technology stack, the competition dynamics at stake, and the existing
dominance of a few ecosystems. Ultimately, two fundamental inquiries emerge:

o First, the digital economy has several factors and characteristics that can lead to
concentrated markets. Are there similar factors in the emerging Al foundation
model supply chain that will lead to a “winner-take-most-or-all” situation?

o Second, could AT herald new business models and innovations that disrupt the
dominant ecosystems? Or will the current ecosystems dominate these AI-driven
foundation models and applications?

Within this context, this Article considers whether this generative AI technology
forms a disruptive force that could destabilize the current powerhouses, foster
competition, and ensure future disruptive innovation that improves our wellbeing,
or might the technology herald the next step in the ongoing entrenchment of critical
ecosystems? This inquiry requires careful consideration of the emerging foundation
model supply chain and the extent to which current strategies, market characteristics,
and technologies could entrench a few powerful firms.

To explore this issue, Part I briefly elaborates on foundation models and their
significance. Part II outlines the current dynamics in many digital markets that
lead to a winner-take-most-or-all situation. Part III next examines the emerging Al
foundation model supply chain and considers several potential antitrust risks that
emerge should specific layers become concentrated and firms extend their power
across layers. Part IV raises several countervailing factors that might lessen or
prevent these antitrust risks. This Article concludes with suggestions for the policy
agenda to promote both healthy competition and innovation in the Al supply chain.

I. WHAT ARE FOUNDATION MODELS?

Narrow non-foundation Al models are “trained on specific data for a specific task
and context” and are “not designed for reuse in new contexts.”” For example, a bank
may train a narrow Al model to predict the risk of a customer defaulting on a loan.
However, that model could not do many other things, like chat with the customer
to assist them with a transaction.® In contrast, foundation models are “AI models
designed to produce a wide and general variety of outputs. They are capable of a
range of possible tasks and applications, such as text, image or audio generation. They
can be standalone systems or can be used as a ‘base’ for many other applications.
Their flexibility and capacity enable these models to serve as the foundation for

7 Jones, supra note 1.
8§ Id
9 Id.
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many other applications—from creating a poem to acing a biology test to creating
a podcast about this Article.

Let us begin with the data to see how this works and how foundation AT models
differ from non-foundation models. A foundation model is trained on vast amounts
of data. In collecting a lot of data from different sources, the developers can train
the foundation model to “infer patterns, recognize relationships, discern context
and generalize their knowledge™

Next is the modality. The types of foundation models vary, including “generative
adversarial networks (GANSs), variational auto-encoders (VAEs), transformer-based
large language models (LLMs), and multi-modal models™* As the latter reflects,
foundation models can be uni- or multi-modal, with reference to the type of data
used to train the model. Uni-modal models are trained to handle one type of data
(such as generating text outputs from text inputs).”* Google’s Gemini model, in
contrast, is multi-modal in that the foundation model is trained using different
types of data, including words, images, videos, and audio.* Prominent among the
foundation models are “large language models” and “image generation models”
that enable creative text, video, and audio and, as such, differ from narrower Al
technologies used to analyze existing data.

So, one could ask a multi-modal foundation model to draw an image or create a
movie from a written text prompt. Below is one prompt that is part of a U.S. copyright
infringement action against the Al model’s developer. Here, the multi-modal model
takes a text prompt (show me a painting of the Brooklyn Bridge in winter in the
style of this particular artist) and produces the following image:

10 Tohear an Al-generated podcast of this Article, one can, for example, use Google’s NotebookLM. Reece
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’

Text prompt: “Painting of the Brooklyn Bridge in winter in the style of Roy Lichtenstein.”

Source: Center for Art Law, DreamUp generated output image

A third differentiator is the model architecture. Many foundation models rely on a
deep learning architecture, which “uses multilayered neural networks to mimic the
human brain’s decision-making process.”* Typically, this deep learning architecture
helps the foundation model to undertake a “wide range of tasks and operations.”"
After training and evaluating the foundation model using certain benchmarks,
one can fine-tune the pre-trained foundation model for further particular tasks.”®

Foundation models have already been integrated into many facets of our lives and
businesses to facilitate search, improve software, communications, text completion,
text-to-speech conversion, content creation, entertainment, financial services, legal
services, healthcare, education, pharma, fashion, marketing, insurance, and more.*
These technologies promise to shake up the status quo in many industries as they
drive new business ventures, creativity, efficiency, and innovation. Not surprisingly,

16 Caballar, supra note 11; Nick Routley, What is Generative AI? An Al Explains, WorLD Econ. E, (Feb. 6,
2023), www.weforum.org/agenda/2023/02/generative-ai-explain-algorithms-work/ (“Generative Al uses
a type of deep learning called generative adversarial networks (GANSs) to create new content. A GAN
consists of two neural networks: a generator that creates new data and a discriminator that evaluates the
data. The generator and discriminator work together, with the generator improving its outputs based on
the feedback it receives from the discriminator until it generates content that is indistinguishable from
real data”); CMA Report, infra note 17; OECD, AI Language Models: Technological, Socio-economic and
Policy Considerations, at 20-29, OECD Digital Report No.352 (Apr. 13, 2023), https://www.oecd-ilibrary.
org/deliver/13d38f92-en.pdf?itemId=%2Fcontent%2Fpaper%2F13d38f92-en&mimeType=pdf; see also
OECD, Algorithmic Competition, Competition Policy Roundtable Background Note (2023), www.oecd.
org/daf/competition/algorithmic-competition-2023.pdf at 8-12.
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the market has reacted with excitement, resulting in high valuations of the leading
players and expectations for exponential growth in the coming years.*

Earlier versions of this generative Al have given way to more advanced
performances. Consider Bill Gates. In June 2023, Microsoft’s founder was unimpressed
with ChatGPT’s performance: “T was like, “Yeah, it’s kind of an idiot savant. I don’t
think it’s practical.””** So, he told the OpenAI CEO to get back to him when the
foundation model could achieve the highest score on the college advanced placement
test for Biology. Gates thought, “OK, that’ll give me three years to work on HIV
and malaria” Two months later, OpenAT’s developers returned, and Gates watched
ChatGPT achieve a 5 on the AP Biology test. “I'm still, personally, in a state of shock
at “‘Wow, it is so good,” Gates said. (Only 14.3% of high school students who took
the exam in 2023 obtained that top score.”?)

Its GPT-4 model, according to OpenAl has done even better, exhibiting “human-
level performance on various professional and academic benchmarks”>* These
benchmarks include GPT-4 racking the highest scores on many other AP subjects
(including history, statistics, psychology, and micro- and macroeconomics), scoring
in the goth percentile on the Uniform Bar Exam for lawyers (the GPT-3.5 model
scored only in the 10th percentile), in the ggth percentile on the graduate school
GRE Verbal Assessment, and even a 77% on the Advanced Sommelier examination.>

The performance of these AI models is constantly improving, and key players
are now racing toward the ultimate goal: developing Artificial General Intelligence
(AGI)—an AI system with a human level of cognition and self-teaching capacity
to undertake various tasks autonomously.> In 2024, OpenAl released its 01 model
with “reasoning” abilities, bringing us closer to human-like artificial intelligence.>

20  For projections, see for example, Fortune Business Insights, which estimates that the global generative
Al market will reach $667.96 billion by 2030, see Generative AI Market Size, Share & Industry Analysis,
By Model (Generative Adversarial Networks or GANs and Transformer-based Models), By Industry
vs Application, and Regional Forecast, 2024-2032, FORTUNE BUSINESS INSIGHTS (2023) https://www.
fortunebusinessinsights.com/generative-ai-market-107837; Boston Consulting Group estimates that the
industry will rise to $120 billion by 2027. See BGC, The CEO’s Roadmap to Generative Al (Mar. 2023),
https://media-publications.bcg.com/BCG-Executive-Perspectives-CEOs-Roadmap-on-Generative-Al.
pdf.

21 Tom Huddleston Jr., Bill Gates Watched ChatGPT Ace an AP Bio Exam and Went into A State of Shock’:
Let’s See Where We Can Put it to Good Use’, CNBC (Aug. 11, 2023), https://www.cnbc.com/2023/08/11/
bill-gates-went-in-a-state-of-shock-after-chatgpt-aced-ap-bio-exam.html.

22 2023 AP Score Distributions, AP STUDENTS, https://apstudents.collegeboard.org/about-ap-scores/score-
distributions (last visited May 20, 2024). Moreover, most students who take biology do not take the AP
Biology test. The AP course is intended to replicate a “two-semester college introductory biology course
for biology majors,” and is recommended for high school students who already took courses in biology
and chemistry; AP Biology, AP STUDENTS, https://apstudents.collegeboard.org/courses/ap-biology (last
visited May 20, 2023).

23 OpenAl, GPT-4 Technical Report (2023), https://cdn.openai.com/papers/gpt-4.pdf [hereinafter GTP-4
Report]; Complaint at 4 86, Musk v. Altman, No. CGC-24-612746 (Cal. Super. Ct., Cnty. filed Feb. 29,
2024) [hereinafter Musk Complaint].

24 Id., GTP-4 Report, at 28, 30; Musk Complaint, at § 86.

25 Elysse Bell, Artificial General Intelligence (AGI): Definition, How It Works, and Examples, INVESTOPEDIA
(Aug. 2, 2023), https://www.investopedia.com/artificial-general-intelligence-7563858.

26  Kylie Robison, OpenAl Releases o1, its First Model with ‘Reasoning’ Abilities, THE VERGE (Sept. 12, 2024)
https://www.theverge.com/2024/9/12/24242439/0openai-o1-model-reasoning-strawberry-chatgpt; Ryan
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The new generative Al models increasingly excel at complex problem-solving, math,
and coding, and bring us closer to the ideal of AGI.

Add to the mix the increasing investment in AI. Nearly one-third of investments
by venture capital firms in 2024 have been in AI companies.”” As the Wall Street
Journal remarked in late 2024, “Generative artificial intelligence has sparked one
of the biggest spending booms in modern American history, as companies and
investors bet hundreds of billions of dollars that the technology will revolutionize
the global economy and one day lead to massive profits”*® The belief is that this
AT will transform many different markets, which vary in contestability and other
competitive dynamics.

Not surprisingly, besides new value opportunities and efficiencies, the latest
AT foundation models bring notable risks of misuse and concerns over human
autonomy and social cohesion.? President Joe Biden’s executive order on Al, for
example, warned that “irresponsible use could exacerbate societal harms such as
fraud, discrimination, bias, and disinformation; displace and disempower workers;
stifle competition; and pose risks to national security”*® These risks include non-
experts, such as terrorists, using these foundation models to “design, synthesize,
acquire, or use chemical, biological, radiological, or nuclear (CBRN) weapons” or
enable “powerful” cyber-attacks.’* Thus, the risks from these models extend far
beyond antitrust.

But before delving into whether this AI will disrupt the existing Big Tech Barons,
let us first review the competitive dynamics of the digital economy, which led the
Big Tech Barons to grow their powerful ecosystems.

Morrison, ChatGPT o1 is the new ‘Strawberry’ Model From OpenAI — 5 Prompts to try it out, TOM’S GUIDE
(Sept. 24, 2024) https://www.tomsguide.com/ai/chatgpt/chatgpt-o1-is-the-new-strawberry-model-from-
openai-5-prompts-to-try-it-out; Jose Antonio Lanz, What’s Ahead for OpenAI? Project Strawberry, Orion,
and GPT Next, EMERGE (Sept. 04, 2024) https://decrypt.co/247769/openai-strawberry-orion-gpt-next.

27 Nate Rattner & Tom Dotan, Spending Boom in AI Reshapes Jobs, Strategies, WALL ST. J. (Sept. 13, 2024),
at B1.

28 Id.

29  Cristina Criddle & Madhumita Murgia, OpenAI Acknowledges new Models Increase risk of Misuse to
Create Bioweapons, FINANCIAL TIMES (Sept. 13, 2024), https://www.ft.com/content/37bay236-2a64-
4807-b1e1-7e21ee7dog14 ; Marie Boran, OpenAl o1 Model Warning Issued by Scientist: ‘Particularly
Dangerous’ NEWSWEEK (Sept. 13, 2024), https://www.newsweek.com/openai-advanced-gpt-model-
potential-risks-need-regulation-experts-1953311.

30 The White House, Executive Order on the Safe, Secure, and Trustworthy Development and Use of
Artificial Intelligence (October 30, 2023), https://www.whitehouse.gov/briefing-room/presidential-
actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-
artificial-intelligence/ (discussing, among other things, “robust, reliable, repeatable, and standardized
evaluations of Al systems, as well as policies, institutions, and, as appropriate, other mechanisms to test,
understand, and mitigate risks from these systems before they are put to use” including “addressing Al
systems” most pressing security risks — including with respect to biotechnology, cybersecurity, critical
infrastructure, and other national security dangers — while navigating AI’s opacity and complexity”).

31 Id
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II. THE DiGiTAL MARKET DYNAMICS THAT LED TO THE
Bic TEcH BARONS

Most U.S. companies live short lives. One study found that the average half-life
of U.S. publicly traded companies is close to 10.5 years, meaning that half of all
companies that began trading in any given year have disappeared in 10.5 years.>* Nor
are platforms guaranteed long lives. One study calculated that 209 platforms had
failed and died over the past 20 years. Most of them (85 percent) were transaction
platforms, which had shorter lives (on average 4.6 years) than the innovation
platforms (5 years) or hybrid platforms (7.4 years) in the survey.** So, suppose many
companies and platforms die within ten years of their birth. In that case, why have
the Big Tech Barons successfully dominated multiple markets for years, and why do
they seem poised to continue their domination over the next decade?

In the Western world, despite the billions invested by Microsoft in its search
engine Bing, Google, as of 2024, still dominates general search services and search
text advertising.>* Despite the rise of TikTok, Meta still dominates personal social
networks* and social media ads.’* Meta, Google, and Amazon dominate digital
advertising generally.’” Amazon remains the dominant online shopping platform.*
Google and Apple remain the leading operating systems for smartphones.* Amazon,
Microsoft, and Google control the leading cloud computing platforms.*

As this Part explores, the digital economy generally exhibits several characteristics
that support a winner-take-all, or winner-take-most, outcome, with only a few
companies dominating markets. Noteworthy elements include scale economies,
big data, network effects, big analytics, the ability to channel digital innovation,

32 GEOFFREY WEST, SCALE: THE UNIVERSAL LAWS OF GROWTH, INNOVATION, SUSTAINABILITY, AND THE
PACE OF LIFE IN ORGANISMS, CITIES, ECONOMIES, AND COMPANIES 402 (2017).

33  MICHAEL A. CUSUMANO, ANNABELLE GAWER, & DAVID B. YOFFIE, THE BUSINESS OF PLATFORMS:
STRATEGY IN THE AGE OF DIGITAL COMPETITION, INNOVATION, AND POWER 108 (2019).

34  See United States v. Google LLC, No. 20-CV-3010 (APM), 2024 WL 3647498 (D.D.C. Aug. 5, 2024).

35 Most popular social networks worldwide as of April 2024, by number of monthly active users, STATISTA
(April 2024), https://www.statista.com/statistics/272014/global-social-networks-ranked-by-number-
of-users/; Federal Trade Commission v. Meta Platforms Inc., 1:20-cv-03590 (D.D.C. Nov. 13, 2024)
(denying summary judgment on most of Meta’s claims regarding the FTC’s monopolization case).

36 United States v. Google LLC, No. 20-CV-3010 (APM), 2024 WL 3647498, at *36 (D.D.C. Aug. 5, 2024).

37 Peter Westberg, The Rise of Google, Meta, Amazon, and YouTube in Advertising, QUARTR (Nov. 8, 2024),
https://quartr.com/insights/company-research/the-rise-of-google-meta-amazon-and-youtube-in-
advertising.

38 FTC, Press Release, FTC Sues Amazon for Illegally Maintaining Monopoly Power (Sept. 26, 2023),
https://www.ftc.gov/news-events/news/press-releases/2023/09/ftc-sues-amazon-illegally-maintaining-
monopoly-power.

39  STATCOUNTER, MOBILE OPERATING SYSTEM MARKET SHARE WORLDWIDE OCT 2023 — OCT 2024,
https://gs.statcounter.com/os-market-share/mobile/worldwide.

40 US.DEPARTMENT OF THE TREASURY, THE FINANCIAL SERVICES SECTOR’S ADOPTION OF CLOUD SERVICES,
at 16-17 (2023), https://home.treasury.gov/system/files/136/Treasury-Cloud-Report.pdf (noting that
analysts “have identified three dominant CSPs, with some estimates placing the top three CSPs with
over 66 percent of the total worldwide market share in IaaS”).
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and an array of anticompetitive measures, including acquire-copy-or-kill.** As we,
among many others, have explored these themes elsewhere,** let us just summarize
here a few:

Big data, which drives much of the innovation and offering in the digital economy,
has risen to become a key asset in many digital markets. Data may be structured
or unstructured,® gathered voluntarily, through observations, or by inferring new
information using existing data.** When considering personal data’s role in the digital
platform economy, it is helpful to take note of the “four Vs of Big Data” — Volume,
Variety, Velocity, and Value.# Alongside the many improvements Big Data offers, it is
noteworthy that limited access to relevant and timely personal data may inhibit entry,
expansion, and innovation.*® Data has been referred to (somewhat controversially)
as the “new oil” which powers our modern society.# While personal data is often
“non-rivalrous” in the sense that it may be duplicated and used by multiple parties
without depleting its value (and as such differs from oil or traditional assets),** its
control, especially where the four Vs are present, offers a distinct advantage in the
digital economy. A data advantage over rivals can enable leading players to achieve
critical economies of scale, which could tilt the data—and competitive balance—in
their favor. A positive feedback loop, in which control over data reinforces market

41 These strategies are aimed at eliminating nascent competitors and disruptors. See ARIEL EZRACHI &
Maurice E. STuckg, How BiG-TECH BARONS SMASH INNOVATION-AND HOow TO STRIKE BACK 44-57
(2022) [hereinafter EZRACHI & STUCKE, BIG-TECH BARONS].

42 MAURICE E. STUCKE & ALLEN GRUNES, BIG DATA AND COMPETITION LAW (2016); ARIEL EZRACHI &
MAURICE E. STUCKE, VIRTUAL COMPETITION — THE PROMISE AND PERILS OF THE ALGORITHM-DRIVEN
EcoNnomy (2016) [hereinafter EZRACHI & STUCKE, VIRTUAL COMPETITION]; MAURICE E. STUCKE,
BREAKING AWAY — HOW TO REGAIN CONTROL OVER OUR DATA, PRIVACY, AND AUTONOMY 5-30 (2023);
Id., EZRACHI & STUCKE, BIG-TECH BARONS.

43 Structured data is presented and organized in a predetermined format to enable search, classification
and usage by algorithms. Unstructured data is not subjected to standardization, definition or sorting
and may include quantitative and qualitative parameters, which require more complex analytics.

44  AUTORITE DE LA CONCURRENCE [FRENCH COMPETITION AUTHORITY] & DAS BUNDESKARTELLAMT [BKARTA]
[GERMAN FEDERAL CARTEL OFFICE], COMPETITION LAW AND DATA, (2016), www.bundeskartellamt.
de/SharedDocs/Publikation/DE/Berichte/Big%20Data%20Papier.pdf?_blob=publicationFile&v=2/

45  For more details on each V, see STUCKE & GRUNES, supra note 42, at 2.04 - 2.29; OECD, Big Data:
Bringing Competition Policy to the Digital Era, (2016), www.oecd.org/competition/big-data-bringing-
competition-policy-to-the-digital-era.htm.

46 The key themes below are discussed in greater detail in EZRACHI & STUCKE, VIRTUAL COMPETITION,
supra note 42; ARIEL EZRACHI & MAURICE E STUCKE, DIGITALISATION AND IT$ IMPACT ON INNOVATION
(2020), https://wbc-rti.info/object/document/20829/attach/KIBD20003ENN_en.pdf.

47  Editorial, The World’s most Valuable Resource is no Longer oil, but data, THE EcoNoM1sT (May 6, 2017),
www.economist.com/leaders/2017/05/06/the-worlds-most-valuable-resource-is-no-longer-oil-but-data;
Clive Humby & Michael Palmer, Data is the New Oil, ANA MKTG. MAESTROS (Nov. 3, 2006), https://
ana.blogs.com/maestros/2006/11/data_is_the_new.html; Bernard Marr, Here’s Why Data Is Not The New
Oil, ForBEs (Mar. 5, 2018), https://www.forbes.com/sites/bernardmarr/2018/03/05/heres-why-data-is-
not-the-new-oil/.

48  Commission Decision of Sept. 4, 2012, in Case No. COMP/M.6314 — Telefonica UK/Vodafone UK/
Everything Everywhere/JV O.J (EU) § 543 (“Customers generally tend to give their personal data to
many market players, which gather and market it. Therefore, this type of data is generally understood
to be a commodity”).
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power, which in turn increases the four Vs, helps the strong become stronger as
the weak get weaker.#

Network effects occur when a good or service becomes more valuable as others
use it.>° Each of the Tech Barons’ ecosystems exhibits multiple network effects. They
include direct, indirect, and data-driven effects that create a feedback loop that attracts
users, sellers, service providers, developers, and advertisers to a network.s* Alongside
the unparalleled efficiencies and economies of scale offered by network effects, they
may support the rise of significant barriers to entry and limit the competitive pressure
on the incumbent.’*> Indeed, the combination of network effects, access to data,
and analytics may tip the market in favor of a leading provider, which may become
inefficiently entrenched.>* Data-driven indirect network effects may, in particular,
reinforce the feedback loop and lead markets to tip in favor of the leading platform.

Big Analytics offer the power to optimize the use of data, identify patterns,
improve the understanding of market dynamics, and open the door to accelerated
innovation. Advanced analytics have also been central in identifying consumers’
needs and wants. Recent advancements in analytics and AI may enable further
optimization even with relatively limited or unstructured data.’* Here, alongside
the benefits, one can identify worrying trends. Data mining, data trade, online
marketing, pattern recognition, demand estimation, and price optimization have
been used to approximate reservation prices, identify biases, and power exploitative
practices. Big Data and Big Analytics often reinforce each other.>

Ability to channel digital innovation. On the one hand, the leading digital players
(Google, Apple, Meta, Amazon, and Microsoft) invest heavily in research and

49  OECD, Data-Driven Innovation for Growth and Well-being: Interim Synthesis Report (2014), https://
web-archive.oecd.org/2014-10-01/320106-data-driven-innovation-interim-synthesis.pdf/; reference
within quotation is to CARL SHAPIRO & HAL R. VARIAN, INFORMATION RULES: A STRATEGIC GUIDE TO
THE NETWORK ECONOMY (1999).

so  Michael L Katz & Carl Shapiro, Network Externalities, Competition, and Compatibility, 75 AM. ECON.
REV. 424 (1985); European Commission, Microsoft/LinkedIn, Case No. M.8124, 341 (Dec. 6, 2016); see
also United States v. Microsoft Corp., 253 E.3d 34, 49 (D.C. Cir. 2001).

51 See, e.g., In re Google Play Store Antitrust Litig., No. 20-CV-05671-]D, 2024 WL 4438249, at *6 (N.D.
Cal. Oct. 7, 2024) (noting how even “a corporate behemoth like Amazon could not compete with the
Google Play Store due to network effects”); Epic Games, Inc. v. Apple, Inc., 67 E4th 946, 971 (9th Cir.
2023) (noting Apple’s market power in the mobile-games-transactions market, evidenced by its 52 to
57% market share and barriers to entry in the form of network effects).

52 Germany, in 2017, for example, amended its competition law to specify that direct and indirect network
effects be considered in assessing a firm’s market position. Gesetz gegen Wettbewerbsbeschriankungen
[GWB] [Competition Act], June 26, 2013, BUNDESGESETZBLATT [BGBL I] at 1750, $18(3a), last amended
by Gesetz [G], Oct. 25, 2023, BGBl I at 294, art. 1 (Ger.), https://www.bundeskartellamt.de/SharedDocs/
Publikation/EN/Others/ GWB.pdf?__blob=publicationFile&v=6.

53  See HEIKE SCHWEITZER ET AL., MODERNISING THE LAW ON ABUSE OF MARKET POWER: REPORT FOR
THE FEDERAL MINISTRY FOR ECONOMIC AFFAIRS AND ENERGY (GERMANY) (2018).

54  Kamal Choudhary et al., Recent Advances and Applications of Deep Learning Methods in Materials Science,
8 NPy COMPUT. MATER. 59 (2022); Tiago Pereira et al., Diversity Oriented Deep Reinforcement Learning
for Targeted Molecule Generation, 13 ]. CHEMINFORMATICS 21 (2021); Chonghang Zhao & Hanfei Yan,
Deep Learning Enables Nanoscale X-ray 3D Imaging with Limited data, 12 LIGHT: SCI. APPL. 159 (2023).

55 April Glaser, Facebook’s Face-ID Database Could Be the Biggest in the World. Yes, It Should Worry Us,
SLATE (July 9, 2019), https://slate.com/technology/2019/07/facebook-facial-recognition-ice-bad.html.
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development.* Their investments are often associated with new technologies and
disruptions of third parties’ value chains.”” However, their control over their respective
ecosystems also enables them to affect the nature and composition of innovation
that reaches the market. The key here is how powerful ecosystems can distort the
supply and demand for innovation, suppress disruption that threatens their value
chains, and promote sustaining innovation that supports their business models.s*

What is noteworthy is that despite the ongoing antitrust litigation,* heightened
scrutiny in Europe under its new regulatory schemes, such as the Digital Services

56  In looking through their financial statements over the past decade, Google, Apple, Meta (Facebook),
and Microsoft spent billions of dollars annually on research and development. (Amazon does not break
out R&D separately in its annual reports, combining it with content.) These Tech Barons collectively
spent over $451.6 billion on R&D over eleven years.

57 On disruptive innovation, see CLAYTON M. CHRISTENSEN, THE INNOVATOR’S DILEMMA — WHEN NEW
TECHNOLOGIES CAUSE GREAT FIRMS TO FAIL (1997); Christian Hopp et al., Disruptive Innovation:
Conceptual Foundations, Empirical Evidence, and Research Opportunities in the Digital Age, 35 J. PROD.
INNOVATION MGMT. 446 (2018) (surveying the literature); Carlos Tadao Kawamoto & Renata Giovinazzo
Spers, A Systematic Review of the Debate and the Researchers of Disruptive Innovation, 14 J. TECH. MGMT.
& INNOVATION 73 (2019).

58  EZRACHI & STUCKE, B1G-TECH BARONS, supra note 41, at Chapters 4, 5.

59 For example, the EU has been investigating Google since 2010, including its (a) Google Shopping (Case
C-48/22 P Google and Alphabet v Commission), where the European Commission found, and European
Court of Justice affirmed, that Google’s self-preferencing of comparative shopping search results and ads
infringed European competition law; and (b) Google Android (Case T-604/18 — Google and Alphabet
v Commission), where the Commission found in its 2018 decision that Google’s Android-related
distribution agreements infringed European competition law, which Google appealed to the EC]J. Korean
regulators threatened to levy fines on Google and Apple for violating in-app payment regulations. Kate
Park, Google, Apple face fines in South Korea for breaching in-app billing rules, TechCrunch (October
6, 2023), https://techcrunch.com/2023/10/06/google-apple-face-fines-in-south-korea-for-breaching-
in-app-billing-rules/. In addition, Google settled in 2023 with state attorneys general in the U.S. over
their allegations that Google’s operation of Android and Google Play violated U.S. antitrust laws and
state antitrust and consumer protection laws. State of California Department of Justice, Press Release,
Attorney General Bonta Announces $700 Million Settlement with Google for Monopolizing Android
App Distribution (Dec. 18, 2023), https://oag.ca.gov/news/press-releases/attorney-general-bonta-
announces-700-million-settlement-google-monopolizing. In 2024, the DOJ and state attorneys general
prevailed in their monopolization lawsuit that Google violated U.S. antitrust laws relating to search and
search text advertising. United States v. Google LLC, No. 20-CV-3010, 2024 WL 3647498 (D.D.C. Aug.
5, 2024). In addition, the DOJ and many state attorneys general have sued Google for violating U.S.
antitrust laws as well as state deceptive trade laws relating to its advertising technology. U.S. Dep’t of
Justice, Press Release, Justice Department Sues Google for Monopolizing Digital Advertising Technologies
(January 24, 2023), https://www.justice.gov/opa/pr/justice-department-sues-google-monopolizing-
digital-advertising-technologies. The European Commission is also investigating Google’s advertising
technology business practices and issued in 2023 a Statement of Objections informing Google of its
preliminary view that Google violated European antitrust laws relating to its advertising technology.
Press release: https://ec.europa.eu/commission/presscorner/detail/en/ip_23_3207. In September 2024,
the UK CMA has also issued a statement of objections accusing Google of abusing its dominant positions
through the operation of both its buying tools and publisher ad server to strengthen the position of its
ad exchange. Press release: https://www.gov.uk/government/news/cma-objects-to-googles-ad-tech-
practices-in-bid-to-help-uk-advertisers-and-publishers. The FTC and 17 state attorneys general sued
Amazon.com, Inc. in 2023, “alleging that the online retail and technology company is a monopolist
that uses a set of interlocking anticompetitive and unfair strategies to illegally maintain its monopoly
power,” which allow Amazon.com to “stop rivals and sellers from lowering prices, degrade quality for
shoppers, overcharge sellers, stifle innovation, and prevent rivals from fairly competing against Amazon.”
FTC Sues Amazon for Illegally Maintaining Monopoly Power, FTC (Sept. 26, 2023), https://www.ftc.gov/
news-events/news/press-releases/2023/09/ftc-sues-amazon-illegally-maintaining-monopoly-power;
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Act (DSA) and Digital Markets Act (DMA),* and the threat of further regulations
in the EU and elsewhere, these digital ecosystems still dominate. In fact, despite
ongoing enforcement and increased regulation, the Tech Barons’ power remains
entrenched.

Consider Meta. It faces greater scrutiny in Europe under the DMA® and DSA.®
The German Federal Cartel Office has also challenged Meta’s terms and policies on
data sharing across its apps and collection from third-party websites via its business
tools as violating German competition law.** In the U.S., the FTC is challenging
Meta’s acquisitions of Instagram and WhatsApp.*+ A bipartisan coalition of states is
challenging Meta’s exploitation of teenagers.® New Mexico has sued Meta for putting
“profits ahead of children’s safety” in having its platforms becoming “prime locations
for predators to trade child pornography and solicit minors for sex”*® The U.S.
Senate Judiciary Committee excoriated Meta’s CEO (as well as TikTok’s), promising

Complaint, Federal Trade Commission v. Amazon.com, No. 2:23-cv-01495 (W.D. Wash filed Sept. 26,
2023). In 2024, the DOJ and 16 state and district attorneys general filed a civil antitrust lawsuit in the
U.S. District Court for the District of New Jersey against Apple alleging monopolization or attempted
monopolization in the markets for “performance smartphones” and “smartphones” in violation of U.S.
antitrust laws. Complaint, United States v. Apple INC., No.2:24-cv-04055 (D.N.]. filed March 21, 2024)
[hereinafter Apple Complaint].

60 For example, in 2024, the European Commission announced that it had opened noncompliance
investigations against Apple, Google and Meta under the European Union Digital Markets Act (the
“DMA”). European Commission, Press Release IP/24/1689, Commission opens non-compliance
investigations against Alphabet, Apple and Meta under the Digital Markets Act (Mar. 25, 2024), https://
digital-markets-act.ec.europa.eu/commission-opens-non-compliance-investigations-against-alphabet-
apple-and-meta-under-digital-markets-2024-03-25_en. [hereinafter EC Press Release].

61 EC Press Release (investigating whether Meta’s “pay or consent” model for EU users complies with Article
5(2) of the DMA, which requires gatekeepers to obtain consent from users when they intend to combine
or cross-use their personal data across different core platform services, and expressing concern that
“the binary choice imposed by Meta’s ‘pay or consent’ model may not provide a real alternative in case
users do not consent, thereby not achieving the objective of preventing the accumulation of personal
data by gatekeepers”).

62  Natasha Lomas, Meta Draws Fresh Questions from EU over its Crowd Tangle Shut-down, TECHCRUNCH
(Aug. 16, 2024), https://techcrunch.com/2024/08/16/meta-draws-fresh-questions-from-eu-over-its-
crowdtangle-shut-down/.

63  Bundeskartellamt prohibits Facebook from combining user data from different sources, BUNDESKARTELLAMT:
PrEss RELEASE (Feb. 7, 2019), https://www.bundeskartellamt.de/SharedDocs/Meldung/EN/
Pressemitteilungen/2019/07_o2_2019_Facebook.html.

64 Complaint, Federal Trade Commission v. Facebook, No.1:20-cv-03590-JEB (D.D.C. filed Aug. 9, 2021) ;
FTC Alleges Facebook Resorted to Illegal Buy-or-Bury Scheme to Crush Competition After String of Failed
Attempts to Innovate, FTC: PREss RELEASES (Aug. 19, 2021), https://www.ftc.gov/news-events/news/
press-releases/2021/08/ftc-alleges-facebook-resorted-illegal-buy-or-bury-scheme-crush-competition-
after-string-failed. The FTC is also suing Meta for violating an earlier consent order. In re Facebook,
Inc., Docket No. C-4365, https://www.ftc.gov/legal-library/browse/cases-proceedings/092-3184-182-
3109-c-4365-facebook-inc-matter. In December 2022, the European Commission issued a Statement
of Objections alleging that Meta tied its Facebook Marketplace to Facebook and used data in a manner
that infringes European Union competition rules. The Commission decision is pending.

65  Attorney General Raiil Torrez Files Lawsuit Against Meta Platforms and Mark Zuckerberg to Protect
Children from Sexual Abuse and Human Trafficking, N.M. DEP’T JusT. (Dec. 6, 2023), https://nmag.gov/
attorney-general-raul-torrez-files-lawsuit-against-meta-platforms-and-mark-zuckerberg-to-protect-
children-from-sexual-abuse-and-human-trafficking/

66 Id.
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in January 2024 further regulations.” But the day after the Senate hearings, Meta’s
stock jumped over 20%.% While such a price increase might be seen with a penny
stock, one had never seen a nearly $200 billion increase in market capitalization in
one day: Meta set a new stock market record.®

Wall Street clearly does not see Meta’s dominance as being under threat. Why?
Meta controls an ecosystem, not markets, which provides greater power than a
dominant platform.” Google, Apple, Meta, Amazon, and Microsoft each dominate
several interlocking, multi-sided markets, which connect individuals, service and
product providers, and advertisers. With positive feedback loops and ongoing
expansion, their digital ecosystems benefit from unparalleled access to data and
other critical inputs of the digital economy that can be used to improve products,
services, technology, and algorithms and give them a significant advantage over others.

As our most recent book explores, ecosystems can be viewed as autonomies that
control the competition dynamics, entry conditions, fees, and data flow within their
respective frameworks.” Positive feedback loops increase the power asymmetry,
resulting in a few key players influencing competition parameters, barriers to entry
and expansion, the nature and flow of innovation, and user behavior and choice.”

With that background, let us consider whether AI will disrupt or protect the
Big Tech Barons’ ecosystems. The answer lies in the emerging foundation model
supply chain, which the next Part examines.

III. THE FOUNDATION MODEL SUPPLY CHAIN AND
POTENTIAL ANTITRUST RISKS

In assessing whether AI will disrupt or protect the Big Tech Barons’ ecosystems, one
must explore the supply chains at the heart of generative Al and consider their likely
impact on competition and innovation. The Ada Lovelace Institute, an independent
UK research institute with a mission to ensure that data and AI work for people
and society, illustrates the emerging Al foundation supply chain:”?
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The foundation model supply chain
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At the upstream level, as of 2024, processing power is predominantly provided by
Nvidia, which develops graphics processing units (GPUs) and Al accelerators.” Also
central are cloud service providers, such as Amazon Web Services (AWS), Google
Cloud Platform (GCP), and Microsoft Azure, that offer computing resources. Also
vital at this infrastructure level are data-gathering companies that harvest public
data or companies that own proprietary data.”

Below these operators, one may find the development layer where leading operators
(such as Google, OpenAl, Meta, Anthropic, and Mistral AI) develop proprietary
Al models and “open access models,” which we elaborate on later.

74  Rattner & Dotan, supra note 27, at B4.
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These pretrained models are deployed downstream via download or API access
through applications or dedicated programs.

In a competitive market, each layer in the foundation model supply chain
would have multiple rivals, and no rival would operate on multiple layers. For
example, many semiconductor firms would provide the accelerator computer chips
with the computing power needed to train the foundation model. Another set of
companies would provide the data required to train the foundation model. A third
set of companies would offer computational power and data centers. A fourth set
would develop an array of Al foundational models. Next are the hosts who make
these models available to developers who use the foundation model for their apps,
products, or services. Businesses and customers could switch among the foundation
models and apps, which are interoperable with each other.

However, as we explore below, once we relax these assumptions, antitrust risks
emerge when these stacks become concentrated and powerful firms vertically
integrate along the supply chain. Due to economies of scale and scope, feedback
loops, high entry barriers, and the need for significant investments, critical segments
of the supply chain can become highly concentrated. While the foundation model
supply chain has multiple levels, its evolution has already led to significant vertical
integration, which raises numerous concerns, including self-preferencing.”

As the G7 has noted, “[a]n inability to access these key inputs may inhibit
competition to develop AI and Al applications, reducing innovation and harming
consumers.””” As the FTC has similarly observed,

If a single company or a handful of firms control one or several of these essential
inputs, they may be able to leverage their control to dampen or distort competition
in generative Al markets. And if generative Al itself becomes an increasingly critical
tool, then those who control its essential inputs could wield outsized influence over
a significant swath of economic activity’7®

Let us consider these antitrust risks by exploring several critical layers in the stack.

A. Concentration of Computational Power

Let us begin by assessing computational power. The development and deployment
of foundation models “generally requires dedicated hardware, such as computers
with specialized chips like graphical processing units (GPUs) that can be expensive
to operate and maintain’7?®
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At the onset of the Al revolution, the dominant player, as of 2024, is the firm
supplying the picks and shovels, namely Nvidia. The chipmaker’s rise is expected in
the Al infrastructure stage when multiple downstream entities compete to acquire
these specialized accelerator chips to develop foundation models.

So, one problem in 2024 is acquiring these specialized accelerator chips, which
Nvidia primarily produces (with an estimated 8o percent market share).** Demand
for these chips in 2024 exceeds the available supply,* including for Nvidia’s next-
generation chips, code-named Blackwell.*> Thus, not every firm today has an equal
shot at acquiring these chips.®* As Elon Musk quipped, “GPUs at this point are
considerably harder to get than drugs.”* These accelerator chips have become
prized, so much so that they have been transported in armored cars on occasion.*

Another problem, as the Wall Street Journal has observed, is that “[h]ow Nvidia
allocates its limited supplies could influence who wins or loses in the Al race”®
Amazon, Google, Meta, OpenAl, and Microsoft have all been huge buyers of Nvidias
Al-training chips.”” OpenAl, for example, trained its foundation model ChatGPT
with tens of thousands of Nvidia’s GPU chips.* Thus, because Nvidia chips are
necessary to train foundational models, antitrust enforcers are assessing whether the
chipmaker is abusing its dominance by, among other things, punishing customers
who purchase in part any products and services from rivals.®

Alternatively, entrants seeking to develop a foundation model can use cloud
computing services to provide these high-performance computational resources.*
But three firms dominate the Infrastructure as a Service (IaaS) cloud computing
service market: Amazon with an estimated 39% share of the worldwide segment
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(in 2021), Microsoft with a 21% share, and Google with a 7% share. (Two Chinese
firms, Alibaba and Huawei, had a 10 and 5 percent share, respectively.*) The U.S.
Treasury reported that while there is competition among the three Iaa$S cloud service
providers, “even the largest financial institutions reported difficulties in drafting
contracts.”*> Moreover, given the demand for the use of the cloud service providers’
server chips to train these Al models, Al developers have had to wait for months
for time on these servers.”

This bottleneck has gravitated more power to the already powerful. Rather than
wait in line, some foundation model developers are partnering with the Big Tech
Barons: the Barons invest in the model developer, which in turn purchases access
to the Tech Barons’ cloud server.®* Some have described these partnerships “as
necessary or ‘critically important’ for the development” of these foundation models.>
So, one sees Google’s investment in Anthropic circulating back to the Tech Baron,
who now gets greater control over the development of the foundation model.*®
Consider Microsoft’s partnership with OpenAl. Microsoft has the upper hand in
this relationship. As Microsoft's CEO observed, its partnership is not hands-off:

We [Microsoft] are in there. We are below them, above them, around them. We do
the kernel optimizations, we build tools, we build the infrastructure. So that's why
I think a lot of the industrial analysts are saying, “Oh wow, it’s really a joint project
between Microsoft and OpenAI” The reality is we are, as I said, very self-sufficient
in all of this.”

Thus, should OpenAl cease to exist, Microsofts CEO was confident in his company’s
ability to continue to provide Al services:

But the point is, we were very confident in our own ability. We have all the IP rights
and all the capability. If OpenAlI disappeared tomorrow, I don’t want any customer
of ours to be worried about it quite honestly, because we have all of the rights to
continue the innovation. Not just to serve the product, but we can go and just do what
we were doing in partnership ourselves. We have the people, we have the compute,
we have the data, we have everything.*®
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Moreover, the concern is that if Microsoft “withheld its cloud computing system on
which OpenAl was reliant, [OpenAI] would be incapacitated.” Nvidia, however, is
supplying some of its chips to CoreWeave, a cloud-computing firm in which it has
invested,”** and is offering its own full stack of services. And other computational
alternatives like Dell are emerging. Nonetheless, an entrant will likely incur significant
costs—either in developing this computational power internally for its foundation
model, or in outsourcing the compute function to a handful of cloud computing
service providers, who may be a potential competitor in that Al foundation model
market and who can raise their rivals’ costs.”*

While Nvidia is the clear current winner at the chips level, the concern is that
the Big Tech Barons—through their access to data, preferential access to the Nvidia
accelerator chips, development of their own accelerator chips, and their ownership
interests in other foundation model developers—will eventually dominate this layer
as well, as they integrate through the various levels of the technology stack.

B. Concentration of Foundation Model Developer Level
Training Al foundation models, as of 2024, generally requires the following inputs:

o Significant volume and variety of data to train the generative AI foundation
model, fine-tune it, and provide up-to-date responses;***

o Significant large-scale computational resources, including cloud computing
resources, with specialized chips;'*

o Significant amounts of energy;** and

o Human capital, including “a skilled engineering and research workforce
with expertise in areas such as machine learning and natural language
processing.”*s
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Thus, the early advantage in developing foundation models will go to firms that
already have a significant volume and variety of data (e.g., hundreds or thousands
of gigabytes of data™® across different modes) to train these models, the large-scale
computational resources (either internally or committed cloud computing resources),
and the human capital, including the human feedback needed to fine-tune the
model’s output (such as preventing biased, false or harmful outputs).*”

So, who has these advantages? The Big Tech Barons, who in the first half of 2024
spent collectively over $100 billion in capital improvements related mainly to AI.*®
Opverall, the Tech Barons controlled multiple foundation models: by 2023, Google
had 38 models (28 of which were closed); OpenAI had 18 models; Microsoft had
an additional ten models (six of which were closed); and Meta had ten models (two
of which were closed).® As of 2023, the higher-performing models were closed-
source.”® The significant investment needed to develop the technology supports
ongoing concentration,'** underscoring the risk of further entrenchment of the
Big Tech Barons. We are already seeing OpenAlI (through its partnership with
Microsoft), Google, and Meta develop their own foundation models, from which
other firms may fine-tune their Al applications, products, and services. As the
company reports, Google’s Gemini foundation model was the first “to outperform
human experts on MMLU (Massive Multitask Language Understanding), one of
the most popular methods to test the knowledge and problem-solving abilities of
Al models”*** Gemini also powers Google Bard."*

The Big Tech Barons are investing not only in their own foundation models and
Al infrastructure but also in other foundation models. Microsoft has a partnership

as a deep understanding of machine learning, natural language processing, and computer vision. It can
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and velocity at which generative Al is evolving means that models may quickly become outdated or
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expertise, not only on how to develop generative Al but also on how to deploy the fine-tuned AI products.
Companies that can acquire both the engineering experience and professional talent necessary to build
and package the final generative AI product or service will be better positioned to gain market share.
Since requisite engineering talent is scarce, powerful companies may be incentivized to lock-in workers
and thereby stifle competition from actual or would-be rivals. To ensure a competitive and innovative
marketplace, it is critical that talented individuals with innovative ideas be permitted to move freely,
and, crucially, not be hindered by non-competes?).
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with OpenAT’s ChatGPT"* and DALL-E"S and is coordinating with Meta on its
Llama-2 foundation model.”¢ Microsoft reportedly invested over $13 billion in
OpenAl by 2023.7 Google and Amazon have invested over $2 billion and $4 billion,
respectively, in Anthropic.*® Microsoft, Nvidia, and others have invested over $1.3
billion in Inflection AL and Elon MusK’s plans to raise $1 billion in investment
in the startup “xAIL”>°

The UK’s competition authority has illustrated the Big Tech Barons’ myriad
investments and strategic partnerships in the other foundation models:***

Figure 5 — Relationships between GAMMAN and FM developers®
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Consequently, the Big Tech Barons have strategically collaborated with the leading
independent foundation models.

114 OpenAl, ChatGPT (powered by LLM GPT-4), https://chat.openai.com/ (last visited Jan. 23, 2024).
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Also significant is how the Tech Barons are vertically integrating across the supply
chain, leveraging their relative advantages over access to data, cloud servers, and
foundation models to control the downstream consumer and business interfaces.

This privileged position is unique to the Big Tech Barons. It distinguishes them
from other companies, even successful ones, that, while competing with their models,
also heavily rely on the Tech Barons for financial support, computing power, or data.
Here a frenemy relationship may evolve,*** where the Tech Barons both cooperate
with, and compete against, smaller operators that develop foundation models and
apps and services that rely on these models. These dynamics may entrench the
Tech Barons’ power, widening the moat that insulates them from future disruption.

Consequently, the Big Tech Barons, as the following illustration from the CMA
reflects, are vertically integrating: first, they are vertically integrating their foundation
models throughout their ecosystem of existing digital products and services (such
as their foundation models integrated into their search engines, personal computer
operating systems, and social media).** Second, the Tech Barons are integrating
more broadly across the foundation model supply chain—developing their own
accelerator and inference chips,*** expanding their data centers,'> and entering into
strategic partnerships with other foundation models:**¢

Figure 2 - lllustration of the presence of GAMMA firms across the FM value chain?
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As the Tech Barons are integrating across the foundation model supply chain and
integrating their own foundation models into their downstream products and
services, let us next assess the potential impact this vertical integration can have
on other downstream competitors and market participants.

C. Increasing Downstream Dependency

The foundation model supply system can have mixed competitive effects downstream.
On the one hand, by lowering the cost of accessing a foundation model, the current
supply chain can increase dynamism in secondary application markets. Firms can
use the publicly available foundation models to disrupt traditional markets, lower
costs, increase efliciencies, and spur innovation. There can be significant advances
in many industries, from healthcare to education and commerce.

On the other hand, the developers in the downstream application layer can
become increasingly dependent on the Tech Barons’ foundation models. How the
technology is used and licensed turns this into a structural dependency that cuts
across the application layer. The more developers who rely on the foundation model,
the better the model can become, and the harder it might be for the developers to
switch to other foundation models or develop their own. They become dependent
on the foundation model, and all their innovations will complement (rather than
potentially disrupt) the Big Tech Baron’s services, Al technology, and ecosystem.
The asymmetry in power between the upstream foundation model and downstream
operators increases.

But suppose the Big Tech Barons’ foundation models are open source. As we
elaborate below, “Open AI,” while captivating as a catchphrase, does not reflect
the genuine openness one would attribute to it. In fact, it is often closed and used
strategically to enhance the power of those in control of the technology.

1. How Open Is Open?

Currently, the Tech Barons note how “open” their technology is. They emphasize
how they are operating to democratize the AI environment and empower others
to disrupt and evolve.

Consider OpenAl. As its name implies and its Founding Agreement reflects,
the nonprofit was created to “compete with, and serve as a vital counterbalance
to, Google/DeepMind in the race for AGI, but would do so to benefit humanity,
not the shareholders of a private, for-profit company (much less one of the largest
technology companies in the world).”*?” OpenAlI has also partnered with Microsoft
to help the world’s largest company (in terms of market capitalization) develop
its own apps, products, and services, including Microsoft’s search engine Bing.
OpenAT’s foundation model powers Bing’s Copilot function. So, we asked Bing’s
Copilot about Microsofts investment in OpenAl The foundation model generated
the following response:

127 Musk Complaint, supra note 23, at € 24.
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Microsoft has a significant interest in OpenAl, and their partnership has evolved
over time. Here are the key points:
1. Investment and Collaboration:
o In 2019, Microsoft invested $1 billion in OpenAlI to support the development
of artificial general intelligence (AGI) with widespread economic benefits 3.
o This investment aimed to create a hardware and software platform within
Microsoft Azure that would scale to AGI.
o The collaboration focused on advancing cutting-edge Al research and
democratizing Al as a technology platform.
2. Ongoing Partnership:
o In 2021, Microsoft and OpenAl extended their partnership through a multiyear,
multibillion-dollar investment.
o This third phase of collaboration aims to accelerate AI breakthroughs and
ensure these benefits are broadly shared with the world .
o It includes commitments from OpenAlI to make Microsoft its “preferred
partner for commercializing new Al technologies” 2.
3.  Areas of Focus:
o Supercomputing: Microsoft is investing in specialized supercomputing
systems to accelerate OpenAT’s groundbreaking independent Al research.
o Al-powered Experiences: OpenAl’s models are being deployed across
Microsoft’s consumer and enterprise products, introducing new digital
experiences.
o Azure Cloud: Azure is the exclusive cloud provider for OpenAl, powering
all their workloads across research, products, and API services.
4.  Shared Vision:
o Both companies share a commitment to advancing Al responsibly and
creating transformative impact.
o Their collaboration has led to innovations like GitHub Copilot, DALL-E 2,
and ChatGPT.
In summary, Microsoft’s interest in OpenAl lies in advancing Al research, democratizing
Al technologies, and building powerful Al infrastructure on Azure””

Consider the above claim that Microsoft’s interest in OpenAI was partly for
“democratizing AT technologies” In 2024, Elon Musk, a cofounder of OpenAl,
sued the company for, among other things, breaching its promise to be a nonprofit
“developing AGI for the benefit of humanity, not a for-profit company seeking to
maximize shareholder profits,” and to be “open-source, balancing only countervailing
safety considerations,” and not keeping “its technology closed and secret for proprietary
commercial reasons”**® According to Musk’s complaint, Microsoft’s investment in
OpenAl has had the opposite effect: OpenAl has become a “closed, for profit AI1**
OpenAT’s more advanced model GPT-4 “is now a de facto Microsoft proprietary
algorithm, which is integrated into its Office software suite”*° OpenAl has also
been accused of offering limited information on the data used to train its GPT-4

128 Id., at € 129.
129 Id., at €4 113, 115.
130 Id., at € 30.
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foundation model or the methods used to create it.’3' Rather than use its GPT-4 model
to benefit humanity, OpenAl, as Musk alleged in his complaint, has used its most
advanced foundation model to maximize the profits of the world’s largest company.
Musk subsequently withdrew his lawsuit. But critics remain,”* and while OpenAlI
has claimed that its lack of openness is to promote safety, that too is under attack.s>

Other Tech Barons have also touted the openness of their Al systems and how their
technology benefits others. However, several researchers have questioned the true
openness of their foundation models and labeled these claims as “open-washing” of
closed systems. According to these claims, behind the misleading fagade of openness,
aimed at influencing public perception as to the availability of the technology, many
of the technologies are, in fact, closed systems that support concentrated power."+
For example, in a critique on Meta’s release of Llama 2, several computer scientists
pointed out that despite the foundation model being described as open source, the
technology is “considerably closed oft” since Meta did not share the model’s training
data or the code used to train it.”*> Other commercial systems, as well, offer limited
transparency and openness with restricted insights into the codes and data used,
the way models are tuned, the nature of human feedback (known as Reinforcement
Learning from Human Feedback (RLHF)), and limited peer review.*** Doubts have
also been raised about related claims from the industry, according to which the gap
between closed and open Al models is “closing astonishingly quickly”s7

It is important to nuance the discussion on openness, as democratization of
data and technology dictates tradeoffs. Openness could increase the susceptibility
to distortions, manipulation, or illicit use.”*® Fears over safety and legal liability,
as well as concerns that competitors will use the data and information for their

131 Id., at € 9o; see also James Vincent, OpenAl co-founder on company’s past approach to openly sharing
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own operations, may justify an approach that fosters limited transparency for
numerous building blocks of the technology, including codes, model architecture,
data, fine-tuning processes, weights, and biases.”® Indeed, OpenAT’s chief scientist
and cofounder, Ilya Sutskever, noted how the company changed its approach to
openness and considers it now overly risky: “These models are very potent and
they’re becoming more and more potent. At some point it will be quite easy, if one
wanted, to cause a great deal of harm with those models. And as the capabilities
get higher it makes sense that you don’t want to disclose them.”*+

While these concerns may justify closing certain aspects of the systems, the key
concern regarding limited democratization remains. As the UK’s competition authority
noted, “many firms have kept their highest-performing pre-trained [foundation
models] closed-source, keeping the model weights (the internal ‘knowledge’ of
the model) a trade secret, and providing access via an API or through user-facing
applications.”*#* Moreover, the alternative open-source foundation models were,
as of 2023, “generally smaller and perform less well than the highest-performing
closed-source models.”*+* Thus, the closed or semi-closed systems support the Barons’
amalgamation of power and enhance their control over the foundation models and
any third-party apps, products, or services that rely on these models.

2. 'The Venus Flytrap Strategy

The Tech Barons often deploy a Venus Flytrap strategy to colonize their ecosystems.
The Venus Flytrap (Dionaea muscipula) is a well-known carnivorous plant native
to the Carolinas. To attract insects, the herb secretes a sweet sap. Once the plant’s
leaves snap shut, the entrapped insects have little chance to escape. So too, the
data-opolies opened their newly colonized platforms with inducements to attract
advertisers, app developers, users, and smart device manufacturers. After dominating
that ecosystem, the data-opoly snapped the once open-source environment shut
and then imposed anticompetitive terms and fees upon the entrapped sellers,
developers, advertisers, and users.

As the United States alleged in its successful monopolization action,'* Google
deployed the Venus Flytrap strategy to dominate its Android mobile phone ecosystem.
Once Android became dominant, running on approximately 75% of the world’s mobile
devices, Google closed its ecosystem and collected monopoly rents and personal
data from the entrapped developers and smartphone manufacturers. If smartphone
manufacturers wanted interoperability with Google’s apps and wanted Google’s app
store loaded on their phones (a must for any smartphone to be commercially viable),
they had to use Google’s version of Android (not a competing version). They also

139 ELIZABETH SEGER ET AL., OPEN-SOURCING HIGHLY CAPABLE FOUNDATION MODELS (2023), https://
cdn.governance.ai/Open-Sourcing_Highly_Capable_Foundation_Models_2023_GovALpdf/
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143 United States v. Google, No. 1:20-cv-03010-, at 60-64 (D.D.C. Oct. 20, 2020), https://www.justice.gov/
atr/case-document/file/1428271/dl/
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had to preload and feature Google’s search engine, browser, and other apps (and not
competitors’). Google also imposed an app tax on developers (ranging between 15
and 30%) and was alleged to require apps to hand over their users’ personal data.

So, where does this leave downstream players who rely on commercial foundation
models? A startup, for example, can use OpenAT’s application programming interfaces
(“APIs”) to integrate GPT’s services into the startup’s applications, products, or
services.*** Under the API access business model, the developer sends its or its
users’ prompts to the foundation model. However, the developer lacks access to the
foundation model’s code, training data, or model weights and biases.’+ Instead, the
developer shares data with the foundation model and receives the model’s output.*+¢

Here, a positive feedback loop can emerge under the API access model: as more
developers rely on a few foundation models, the more data and the greater the variety
of the data (audio, visual, text, depth, movement, thermal, etc.) that flows from
the developers and their customers to these multi-modal foundation models. The
increasing inflow of data can help train and further improve these AI foundation
models, which, as a result, can attract even more developers.’ Accordingly, it
might be more challenging for another company to develop a foundation model
that competes against these dominant AI foundation models.

Moreover, the app developers and their end-users can become locked in to
one foundation model, making it harder to switch to another model. For example,
the foundation model can learn how to customize responses to particular app
developers or their end-users (such as the person’s writing style, personal preferences,
etc.)."* OpenAl heard from end-users “about the friction of starting each ChatGPT
conversation afresh”*# So OpenAlI allows end-users to customize instructions for
its foundation model to provide customized, unique responses for each user:

Custom instructions allow you to add preferences or requirements that youd like
ChatGPT to consider when generating its responses. . . .

ChatGPT will consider your custom instructions for every conversation going
forward. The model will consider the instructions every time it responds, so you
won't have to repeat your preferences or information in every conversation.

For example, a teacher crafting a lesson plan no longer has to repeat that they’re
teaching 3rd grade science. A developer preferring efficient code in a language that’s
not Python - they can say it once, and it's understood. Grocery shopping for a big
family becomes easier, with the model accounting for 6 servings in the grocery list. Set
your preferences, and ChatGPT will keep them in mind for all future conversations.*°

144 Business Terms, https://openai.com/policies/business-terms/ (last visited May 20, 2024).
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147 CMA Report, supra note 17, at 69.

148 Id. at 68.
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We already see such network effects for search engines, especially for unusual
(long tail) inquiries. The more one googles, the more opportunities for the search
engine to learn about relevant responses, and the better its performance relative to
other search engines.”s* Now, we can have network effects on multiple levels, from
improving the model’s capabilities across many services and products to improving
customized responses for each end-user.

Thus, even when the current foundation model is relatively open, it can close
gradually later.’* It is therefore important to distinguish the ability of downstream
operators to use functions of the AI foundation models and integrate them into
their product and service offering, and their inability to control, replicate, develop,
or influence the model’s input and output.

There are other risks as well that emerge from the developers’ increased dependency
on a foundation model. As more developers rely on a particular foundation model,
any risks, biases, or flaws in that model will cascade to millions, if not billions, of
users.’s* The company that controls the foundation model will largely, if not entirely,
control the safety of the AI technology, the risks of hallucinations, biased, hateful,
discriminatory, or misleading outputs, and may externalize many of the risks to
downstream corporations.’*

D. Narrowing Innovation Paths

The concentration of the foundation model layer and the increased dependency of
the application layer are only some of the potential anticompetitive effects. As the
foundation model’s technology is weaved into more apps, services, and products,
the control of critical inputs offers the dominant players a unique bargaining
position and the ability to influence the evolution of technologies and innovation
in secondary markets.

For example, a startup can use OpenATD’s APIs to integrate ChatGPT services
into the startup’s applications, products, or services.'s But let us consider Copilot’s
statement (excerpted above) that OpenAl is committed “to make Microsoft its
‘preferred partner for commercializing new Al technologies”*s¢ So, if a developer
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and Microsoft are both seeking to commercialize a specific Al technology, OpenAl
would advantage Microsoft. Thus, it is unlikely that OpenAI would support a
developer seeking to use its foundation model to compete against Microsoft or
disrupt Microsoft’s expanding ecosystem, especially when OpenATI’s foundation
models rely on Microsoft’s cloud servers to compute.

Nor can the startup develop Al systems that disrupt OpenAl Consider OpenAT’s
terms of service for its ChatGPT, which expressly limit competing AI development:*s”

We own all right, title, and interest in and to the Services. You only receive rights to
use the Services as explicitly granted in this Agreement. You will not, and will not
permit End Users to:

... (e) use Output (as defined below) to develop any artificial intelligence models that
compete with our products and services. However, you can use Output to (i) develop
artificial intelligence models primarily intended to categorize, classify, or organize
data (e.g., embeddings or classifiers), as long as such models are not distributed or
made commercially available to third parties and (ii) fine tune models provided as
part of our Services.**

Thus, the developer cannot disrupt OpenAl, nor can it allow its users to disrupt
OpenAT’s products and services. As IBM warns,

A company specializing in voice recognition technology plans to enhance their
existing system by integrating ChatGPT’s natural language processing capabilities.
However, the terms of service for ChatGPT explicitly state that it cannot be used in
the development of other AI systems.'s

Now let us consider some of the other popular foundation models. Google imposes
a similar restriction for licensees for its AI foundation models: “You may not use
the Services to develop machine learning models or related technology.”*¢

Other foundation model providers, like Meta, offer model access (not just API
access). Under this business model, the developer can download the foundation
model and incorporate it into the developer’s apps, products, and services. Unlike
the API access model, the developer does not send data to the foundation model’s
owner through an API.** But Meta’s original model could only be used for research
purposes and excluded commercial applications.*** Its 2024 license with commercial
and individual users restricted them from “using any part of the Llama 2 models,

157 Business Terms, supra note 144.

158 Id. section 2, ‘Restrictions.

159 Jerry Cuomo, Exploring the Risks and Alternatives of ChatGPT: Paving a path to Trustworthy A, IBM
(Aug. 16, 2023), https://www.ibm.com/blog/exploring-the-risks-and-alternatives-of-chatgpt-paving-a-
path-to-trustworthy-ai/

160 Google, Generative Al Additional Terms of Service, https://policies.google.com/terms/generative-ai/
(last visited Aug. 9, 2023); Google, Gemini API Additional Terms of Service, https://ai.google.dev/terms
(last visited May 14, 2024) (“You may not use the Services to develop models that compete with Gemini
API or Google Al Studio. You also may not attempt to extract or replicate the underlying models (e.g.,
parameter weights).”).

161 CMA Report, supra note 17, at 15.

162 Id. at 51.
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including the response outputs to train another AI model (LLM or otherwise).”*?
Moreover, users can only “use the outputs to further train the Llama 2 family of
models,”** which can increase the developers dependency on Meta’s foundation
model. (They cannot use the outputs to help train a competing foundation model).

Consequently, companies can use the Big Tech Barons” foundation models to
develop apps, products, and services that disrupt traditional industries, but they
cannot disrupt the Big Tech Barons’ foundation models. Nor can they develop
models that compete with the Big Tech Barons” products and services. So, as more
people use the startups’ Al apps, which rely on the Big Tech Barons’ foundation
model, it may become harder to develop a foundation model that disrupts the Big
Tech Barons’ models and Al-related products and services.

As a result, we may see something like an Al app store. As with Google’s and
Apple’s app stores, there will be many AT apps from which to choose. But one cannot
develop an application that disrupts the app store itself or the Big Tech Barons’
AT foundation models supporting these apps. The Al developers’ innovations can
complement, but not disrupt, the Big Tech Barons” AI foundation models (whether
their own or their strategic partners), further entrenching the Big Tech Barons’
power. As our recent book explores, this shift is critical: first, it reduces the number
and viability of innovators who can disrupt this hegemony. Second, in controlling
the underlying foundation models, the Big Tech Barons can shape the innovation
paths—from disruptive to complementary.’® This asymmetry in the market will
intensify, as those in control of the infrastructure and inputs can influence competition
and innovation in the downstream markets.*¢®

Furthermore, the Big Tech Barons’ foundation models exist within their sprawling
ecosystems. In controlling the ecosystem, the Barons have many weapons to affect the
supply and demand of Al innovations, including multiple weapons to marginalize
or exclude potential disruptive threats: this includes downgrading or denying
services to potential competitors, bundling products (for example, cloud services
and generative AI), excluding the developers from their app stores and ecosystems,
making it harder for end users to find the innovation, and self-preferencing.**

As noted above, concerns about misuse of Al may justify closing certain aspects
of the systems. But the restrictions here go beyond safety concerns. They aim to
ensure that any downstream disruption will not destabilize the Tech Barons’ control
over the upstream levels of the Al stack. Quite the contrary, to ensure that their app
gets out quicker than rivals’ apps, developers will likely rely on one of the leading
foundation models and, in doing so, trade off the risk of increased dependency with
speed to the market. Moreover, the developer recognizes that if they try to disrupt
the Big Tech Baron’s products and services, they would likely be cut off from the

163 Meta Llama, Troubleshooting ¢ FAQ, META, https://llama.meta.com/faq/ (last visited May 20, 2024).

164 Id.

165 EZRACHI & STUCKE, B1G-TECH BARONS, supra note 41.

166 FTC Report, supra note 19.

167 On the available levers to distort competition and innovation, see EZRACHI & STUCKE, BIG TECH BARONS,
supra note 24.
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foundation model and potentially excluded from their ecosystem. Nor would the
developer be likely to use the Big Tech Baron’s cloud computing service to develop
their own foundation model.

Thus, the emerging foundation model supply chain can advantage those who control
these models and the upstream inputs and hinder the innovations of downstream
developers. Under the API interface, the developers have limited insights into the
foundation models’ operations, safety limitations, and risks. Moreover, they are
like sharecroppers. The data they generate flows to improve the foundation model,
which they do not own or control. This asymmetry increases their dependency on
the model and reduces their power relative to the vertically integrated provider of
the data, computing power, and foundation model.

The antitrust risks are clear: a few firms would control all aspects of a technology
that can cause “a great deal of harm*¢® Thus, the foundation model supply chain
can lead to “winner-take-all-or-most,” where a few powerful firms can distort the
innovation paths, chill innovations that disrupt their ecosystems, and promote
innovations that complement their technologies and reinforce their power.

E. Tech Barons’ Expansion

As we have seen with the current dominant ecosystems, the Tech Barons do not sit
still. Rather, they are expanding their ecosystems to other products and services,
and when they do, they acquire, copy, or kill off rivals in that space. Consider the
United States and state attorneys general’s monopolization complaint against Apple,
based partly on Apple’s rejecting or removing apps from its app store that “threaten
to disrupt, disintermediate, compete with, or erode Apple’s monopoly power. ¢

The foundation models can improve to the point that they can handle more
tasks without significant customization.”” So, the foundation layer merges with that
particular application layer. Thus, the Tech Barons will likely expand their presence
in the application layer, adding other services and products to their ecosystem. In
doing so, the Barons’ incentives change: instead of supplying Al technology to an
app (say Duolingo), they might compete with their own language app.

Suppose Apple and Google develop their own Al app stores, where the app
developers rely on Apple’s or Google’s foundation model. The Tech Baron here would
control not only the AT App Store but also the underlying foundation model, data,
and computing power. Thus, the Baron can deliver many more powerful punches:

o it cankick the third-party app out of its app store (or make it harder for consumers
to find it);

« it can cut the offending app off from its model (or degrade its performance by not
allowing the API to access the proprietary, more advanced foundation models);

168 Ilya Sutskever, OpenAT’s chief scientist and cofounder’s comments in interview. See Vincent, supra note
131.

169 Apple Complaint, supra note 59, at § 41.

170 CMA Report, supra note 17, at 46.
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o it can deprive the developer of access to critical inputs, such as its own cloud
computing service or datasets (to prevent the developer from building its foundation
model); or

o it can otherwise degrade the performance of the third-party app (such as greater
latency in responding to end-users’ requests).

Suppose Google kicked an Al app out of its ecosystem. The app developer could
turn to a rival ecosystem, such as Apple or perhaps Microsoft. But the Al app
developer could not disrupt Apple’s and Microsoft’s ecosystems or their value chain.
Moreover, the rival ecosystems may want to expand into that product or service
(say, develop their own language app) and similarly refuse the developer access to
their foundation model and app store.

Thus, as Elon Musk’s complaint against OpenAl recounts, the nonprofit was
created as an alternative to Google in the race for AGI:

In 2014, it was already difficult enough to compete with Google in its core businesses.
Google had collected a uniquely large set of data from our searches, our emails, and
nearly every book in our libraries. Nevertheless, up to this point, everyone had the
potential to compete with Google through superior human intelligence and hard
work. AGI would make competition nearly impossible.””*

Consequently, as is the case today, there may likely be little, if any, space for Al
developers seeking to disrupt the Tech Barons” hegemony with innovations that
threaten the Barons’ power or their ecosystems’ underlying value chain. Instead,
they must avoid the elephant’s path and seek to disrupt products and services far
afield from the Tech Barons.

The anticompetitive effects addressed in this Part are not preordained. As Part
IV next discusses, the foundation model supply chain, while emerging, may evolve
into something else.

IV. COUNTERVAILING FACTORS

Supply chains can change (consider the supply chain changes after Covid). So too,
the AI foundation model supply chain can change, depending on several factors.
One factor will be the continued importance of the inputs for the foundation model.
Research by OpenAl, among others, has found power-scaling laws that “increasing
model parameters, dataset size and compute with transformers and cross-entropy
loss increases the model performance”7> But to reach optimal scaling in the future,
one might not require, for example, the breadth and volume of data.'”> Moreover,

171 Musk Complaint, supra note 23.

172 Sharad Joshi, Everything You Need to Know About: Scaling Laws in Deep Learning, MEDIUM (May 2,
2023), https://medium.com/mlearning-ai/everything-you-need-to-know-about-scaling-laws-in-deep-
learning-f4e1e559208e/

173 CMA Report, supra note 17, at 11 & 32 (noting several publicly available datasets and the use of synthetic
data to pretrain, fine-tune, and test models). The CMA also heard that there may be diminishing returns
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the availability of computational resources may increase while computing costs
may decline. With some predictions that open-source models will continue to
improve,* the cost of computing and the cost of doing business will likely decrease.
This openness can lower costs and barriers to expansion and entry and, in doing
so, level the playing field.””s

Another factor will be the proliferation and scale of other foundation models
advanced worldwide. Notable in the West7® will be other key Al platforms, such as
Stable Diffusion, which describes itself as the “world’s leading open source generative
Al company” that delivers “breakthrough, open-access AI models with minimal
resource requirements in imaging, language, code and audio””” Europe’s Mistral AI
(which includes Microsoft, Amazon, and Google as investors) is seeking to develop
a quasi-open-source foundation model.””® According to the company, its foundation
model cost about $22 million to train and performed similarly to OpenATIs and
Google’s models, which cost far more to train (between $50 and $100 million for
OpenAlI).”® The extent to which developers can easily switch among foundation
model platforms can potentially dampen the anticompetitive effects.

Third is the openness (even if limited at times) and accessibility of the foundation
models and the ability to use these models to disrupt both within and outside the
foundation model’s ecosystem. A notable aspect of several commercial providers of
generative Al has been their effort to make the technology accessible to others. Al
systems, cloud computing, and open-source repositories have offered opportunities for
growth for those who would otherwise have no, or limited, access to the technology.

Fourth is the potential commoditization of foundation models. As of 2024, the
emphasis is on building and training the foundation models. Thereafter, developers
using their data can fine-tune the foundation model for their particular applications,
and for inferences, when the model is asked to process new information and respond.*®
From 2023 to early 2024, 40 percent of Nvidia’s data center business was for deploying
Al systems, not training.'® But going forward, in the fine-tuning stage, developers
may not require Nvidia’s accelerator chips and might be able to rely on less powerful,

from the publicly available datasets and “[p]roprietary data may become increasingly important” in
developing foundational models. See CMA Report, supra note 17, at 28-29.
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cheaper chips.”®* So, one issue will be the relative importance of the foundation
model versus the fine-tuning and inference stages.

Fifth, and related to the above, is the democratization effect of the technology.
Foundation models and generative AI can lower barriers to entry and enable new
entities to enter markets and provide services where they could not have done so
before. The technology promises to reduce costs associated with generating and
editing content. It can enable reliance on less data to execute tasks, lower data
collection costs, lower investment costs, reduce the need for human input, and
support further automation.*® It can also assist in faster and more efficient software
development by improving code quality and generating new codes, and in doing
so, opening the software development market to new players.**

Citing these competition and innovation dynamics, some argue against antitrust
intervention and call for limited regulations on AI systems.’®s After all, in a fast-
moving innovation market, intervention could easily miss the mark and chill,
rather than promote, competition. Competition dynamics, it is argued, could offer a
superior outcome and ensure the effective evolution of the technology and markets.

V. REFINING THE ANTITRUST PLAYBOOK

Over the past two decades, we have seen many digital markets tip to one or two
powerful firms. We have also seen how these powerful firms expanded their ecosystems.
Positive feedback loops, control over a broad user base, extraction of personal data,
and anticompetitive practices have enabled a few corporations to entrench their
power and affect the dynamics of competition and innovation. Digital markets, while
dynamic in many ways, have proven to not easily self-correct once markets tip in favor
of these Tech Barons. Overall, experience shows that the digital economy gravitates
toward concentrated economic power, which often translates to political power.
The emerging Al foundation model supply chain can disrupt these dominant
ecosystems. But, as with the digital economy generally, a few firms could use the
positive feedback loops to ensure that more developers rely on their foundation
models, thereby strengthening their ecosystems. Indeed, in controlling the critical
inputs and leading foundation models, the next wave of Tech Barons may have
even more power: not only will they control the leading AT app stores, but they will
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also control the underlying Al technology, data inputs, data storage, and hardware
design. The risks are immensely greater: biases, flaws, and vulnerabilities in these
foundation models can ripple across society.

So, while the Biden administration has stepped up antitrust enforcement
considerably against the Big Tech Barons, the antitrust enforcement has not appreciably
increased contestability in many digital markets. Antitrust enforcement in the
U.S. remains unwieldy, with costly, time-consuming litigation under the Supreme
Court’s rule of reason legal standard. To put it bluntly, antitrust has failed to curb
the excesses of the Big Tech Barons, and we are paying for the result.

We are at another critical juncture: the AI foundation model supply chain
can potentially tip to where a few powerful firms can again chill competition
and innovation. But that is not preordained. Again, the issue is whether antitrust
enforcement can prevent this result.

In recent years, several jurisdictions have upgraded their antitrust and regulatory
tools for the digital economy. Notable is the European Union with its Digital Market
Act, Digital Services Act, Data Act, and forthcoming AT Act.

So, what needs to be done? Along with many others, we are exploring avenues
to enhance the effectiveness of competition law and related regulations to align the
market participants’ incentives with broader societal goals. Broadly speaking, multiple
tools are necessary to ensure a healthy market trajectory (including competition,
privacy, consumer protection, and IP laws).

At the competition law level, for antitrust to be more effective, the agencies and
courts must better understand the power of ecosystems (as opposed to the power of
particular platforms), including their power to distort innovation paths. Ecosystem
power differs from traditional notions of market power.'* Consequently, agencies and
courts must focus on the possible abuse of ecosystem power aimed at entrenchment
through leveraging, tying, and exclusionary practices (even when the market is not
yet concentrated). Structural separation may need to be explored more often in the
current state of Al supply chains.

Consideration of the scope of competition law and the use of external regulatory
benchmarks to inform competition decision-making would be of value.*®” This is
particularly so since intervention will undoubtedly dictate tradeoffs between efficiency
and economies of scale and scope, and the need to safeguard the evolution of AI
markets and ensure their contestability.

At the regulatory level, the current design and scope of the EU’s Digital Markets
Actand Digital Services Act offer some, yet incomplete, relief regarding the concerns
raised by foundation models. The forthcoming AI Act could supplement the regulatory
structure when dealing with the risk associated with foundation models but does
not directly address the problem of entrenchment and increased concentration.
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Changes may be required to improve the relevance of regulatory tools to address
the AI supply chain. In that respect, ex-ante regulation could be important in
aligning private corporate behavior with public interests, even though entrenched
interests will likely challenge any intervention. When considering the dense EU
regulatory landscape, it is important to note that the wider EU regulatory framework
concerning data, privacy, and political stability may generate inconsistent effects
for the AI supply chain.*8

Possible changes to regulatory tools would need to consider the overall burden on
undertakings, the possible externalities between jurisdictions, the interconnections
between trade policies and competition law, and the potential impact on foreign
direct investments.

Enforcement capacity at both the regulatory and competition levels must increase
to match the level of business activity. Global cooperation and alignment are integral
and necessary to ensure effective outcomes. No jurisdiction can shoulder the
regulatory framework.

Support policies should be used to instill growth and innovation in AL The EU has
arole in creating the conditions and infrastructure for EU innovation and disruption.
Financial grants, tax breaks, loans, guarantees, and capital investments can play an
important role in increasing the competitiveness of the AI supply chain. Policies
should facilitate technology transfers, commercialize innovations, facilitate access
to input, and strengthen available human capital. These efforts should be guided
by the “Value, Incentives, and Diversity” principles we have explored elsewhere.'®

Finally, unregulated competition is not an elixir. We have already seen companies
racing to release foundation models, even though the models suffer from biases,
hallucinations, and other quality problems. Competition can pressure firms to
release faster foundation models that can undertake even more services without
mitigating the models’ potential risks. Deep-pocketed companies are racing to release
new technologies and disregarding many emerging risks and concerns in their
attempts to dominate the new space. Calls for regulation, or slowing down of some
developments, are being met with warnings about the competitive disadvantages to
Western countries who regulate and the risk that other less regulated jurisdictions
may take the technological lead. Encouraging this toxic competition can cause even
greater harm to society. Consequently, the antitrust enforcement challenges raised
by generative Al are further amplified by competition of the wrong sort—namely,
a race to the bottom that emerges between companies. Enforcement, through
competition law or regulation, should be mindful of the nature and quality of rivalry
and the innovation it fosters: namely, we want to promote a race to the top and not
to a potentially horrific bottom.
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CONCLUSION

The AT landscape has changed in the short period we drafted this Article and will
continue to change over the next decade. Ultimately, two potential antitrust risks
emerge: first, as we have seen, several factors and market characteristics have enabled
a few Big Tech Barons to expand their ecosystems, maintain their dominance, and
alter innovation paths to marginalize potential disruptive threats. Likewise, similar
factors in the emerging Al foundation model supply chain can lead to a “winner-
take-most-or-all” situation. Second, while AI may herald significant disruption, the
risk is that it will not disrupt the dominant ecosystems. Instead, several of the current
dominant ecosystems, in seeking to capture essential parts of the AI foundation
model supply chain, can minimize the risk of such disruption. As consumers,
workers, and market participants, we will pay the price.

Antitrust enforcers are rightfully alert. Failure to move swiftly at the substantive
and enforcement levels may leave us with a repeat of past policy shortcomings. Al
will only magnify the current legislative and policy deficits. And the results, as the Al
experts and the public predict, can harm our wellbeing, autonomy, and democracy.
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