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Abstract: In place of Portland cement concrete, alkali-acti-
vated materials (AAMs) are becomingmore popular because
of their widespread use and low environmental effects.
Unfortunately, reliable property predictions have been
impeded by the restrictions of conventional materials
science methods and the large compositional variability of
AAMs. A support vector machine (SVM), a bagging regressor
(BR), and a random forest regressor (RFR) were among the
machine learning models developed in this study to assess
the compressive strength (CS) of AAMs in an effort to gain an
answer to this topic. Improving predictions in this crucial
area was the goal of this study, which used a large dataset
with 381 points and eight input factors. Also, the relevance of
contributing components was assessed using a shapley addi-
tive explanations (SHAP) approach. In terms of predicting
AAMs CS, RFR outperformed BR and SVM. Compared to the
RFR model’s 0.96 R2, the SVM and BR models’ R2-values were
0.89 and 0.93, respectively. In addition, the RFR model’s
greater accuracy was indicated by an average absolute error
value of 4.08 MPa compared to the SVM’s 6.80 MPa and the
BR’s 5.83 MPa, which provided further proof of their
validity. According to the outcomes of the SHAP research,
the two factors that contributed the most beneficially to the
strength were aggregate volumetric ratio and reactivity. The
factors that contributed the most negatively were specific
surface area, silicate modulus, and sodium hydroxide con-
centration. Using the produced models to find the CS of
AAMs for various input parameter values can help cut
down on costly and time-consuming laboratory testing. In

order to find the best amounts of raw materials for AAMs,
academics and industries could find this SHAP study useful.

Keywords: compressive strength, machine learning mod-
eling, alkali-activated materials

1 Introduction

The production of ordinary Portland cement (OPC) accounts
for around 5–8% of all human-caused CO2 emissions; cur-
rent projections show that this will rise by an additional 8%
by 2050 [1]. Because of this, people are starting to doubt that
the Paris Agreement’s zero-emissions target is really achiev-
able [2]. Finding less harmful alternatives to OPC is critical
for lowering CO2 emissions from the OPC industry [3]. In
recent decades, alkali-activated materials (AAMs) have
gained attention as potentially game-changing construction
materials due to their low energy consumption and envir-
onmental friendliness [4]. Materials containing alumino-sili-
cates, such as industrial by-products, minerals, and mining
waste, can be converted into AAMs by reacting them with
alkaline activators [5]. Several alumino-silicates that have
the potential to be exploited as building blocks for AAM
are fly ash, metakaolin, slag, red mud, and ashes from rice
husks [6–8]. Sodium activators have been extensively
employed to obtain suitable technical qualities at a reason-
able cost [9]. Some examples are sodium hydroxide, water
glass, and sodium carbonate. Offshore constructions, homes,
watertight buildings, and heavy metal immobilizations are
just a few examples of large-scale construction projects that
havemade use of AAMs [10]. An umbrella word for a variety
of precursors that undergo alkaline activation is alkali-acti-
vated materials or AAMs for short. The process of polymer-
izing aluminosilicate minerals in an alkaline environment
yields geopolymers, a type of AAMs. The material is made
more consistent and structured by this process. In compar-
ison to AAMs, which encompass a wider variety of composi-
tions and architectures, geopolymers are frequently utilized
in high-performance concrete due to their distinct and
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manageable polymerization mechanism [11]. Although AAMs
do have their drawbacks, such as shrinkage cracking, they
have surpassed OPC concrete in effectiveness [12]. The ben-
efits of materials activated by alkali are illustrated in
Figure 1.

This machine learning (ML) study primarily focuses on
compressive strength (CS) because it is an important per-
formance indicator for structural materials. A substantial
amount of research has concentrated on the effects of CS
on variables including precursor type, water/binder ratio
(w/b), activator dosage, curing conditions, chemical admix-
ture, reactivity (RT) of precursors, and aggregate phases in
order to efficiently train models and perform predictive
assessments, mostly pertaining to structural integrity. As
an example, Yang et al. [14] investigated how changing the
w/b ratio affected the mechanical properties of Ca(OH)2-
based alkali-activated slag concrete. They found that low-
ering the w/b caused the CS to rise at a rate similar to OPC
concrete. The precursor used by the majority of alkali acti-
vation facilities is either fly ash or ground granulated blast
furnace slag (GGBFS). Xie et al. [15] investigated how
GGBFS and fly ash affected the mechanical strength of
geo-polymer concrete that had been activated with recycled
aggregate and alkali. A higher GGBS/fly ash ratio was asso-
ciated with a higher CS. Consistent with previous research,
this finding confirms that boosting the slag percentage in fly
ash/slag blends activated with NaOH improves their CS [16].
The strength of FA-slag concrete activated by alkali increases
as the slag concentration and molarity of NaOH are
increased, according to Fang et al. [17]. When Nematollahi

and Sanjayan [18] tested various combinations of alkali
activator and superplasticizer (SP) on alkali-activated FA
paste, they discovered that adding naphthalene-based SP
to 8.0 M NaOH-activated FA paste increased workability
the most without sacrificing CS development compared to
other types of SP. Given the foregoing, it can be inferred
that the mix design is closely related to the strength per-
formance of AAMs. Therefore, in order to attain the
desired strength in the actual construction activity, the
scientific mix design of AAMs is essential.

Mechanical properties of AAMs can be fine-tuned by
changing the types and amounts of activators. By exam-
ining the impact of Na2SiO3 and NaOH activators on the
mechanical characteristics of Turkish slag, Aydn, and
Baradan sought to gain a better understanding of alkali
activation [19]. According to the results, the CS of the slag
mortars activated with Na2SiO3 was higher than that of the
specimens activated with NaOH. A considerable influence
on CS was discovered to be exerted by both the amount of
Na2O present and the ratio of SiO2/Na2O concentration. The
greatest CS was achieved after 28 days in Na2SiO3 and
NaOH mortars, for example, with a SiO2/Na2O ratio of 1.2
and a Na2O slag fraction of 8%. The initial step of geopoly-
merization, curing, is highly temperature sensitive. Var-
ious curing temperatures (10, 20, 40, 60, and 80°C) were
tested on a kaolin-based geopolymer to determine their
impact on mechanical and microstructural qualities,
according to Rovnaník [20]. The CS strength of AAM com-
binations should be planned, taking into account the
aforementioned criteria. In the past, finding the optimal
CS required numerous laboratory experimental batches.
However, the process of preparing a large number of
AAM specimens is both time-consuming and expensive.
Without wasting time and money on batch tests, it is pos-
sible to achieve better, more resource- and material-effi-
cient estimates of the CS of AAMs.

The technical qualities of various materials can now be
more accurately simulated using soft computing technolo-
gies. ML models that are fed data are crucial for making
accurate predictions. Construction materials are inherently
unpredictable and have a complex architecture, making it
difficult to create reliable quality estimates. Estimating the
engineering parameters of construction materials has been
a significant area of application for ML algorithms. Modern
and traditional types of concrete, which have been analyzed
for their properties using ML algorithms, encompass self-
compacting concrete, fiber-reinforced concrete, recycled
aggregate concrete, concrete integrated with phase change
materials, lightweight concrete, and numerous others
[21–25]. ML models outperform their more traditional
physical and empirical equivalents in estimating certain

Alkali-
activated 
materials

Eco-
friendly 
material

Better 
service 

life

Less 
repair 
cost

Waste 
materials 

usage 

Cost-
efficient 
material

Protecting 
natural 

resources

Reduced 
CO2

emissions

Figure 1: Advantages of AAMs [13].
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concrete engineering features, according to many studies.
In order to make reliable predictions about concrete
properties, we need to solve some computational pro-
blems. These challenges include the complicated nature
of cement hydration and microstructure formation, as
well as the nonlinear time and temperature-dependent
activity of cement paste [26,27]. Input data on mixture
proportions and curing conditions can be used to train
ML models to precisely predict desired attributes. There
are many advantages to using ML models, including their
ability to create accurate and general predictions, their
low computing requirements, and their reproducibility.

Some studies have shown promise in developing a
trustworthy computational framework for CS prediction
of AAM composites using appropriately trained ML algo-
rithms. The goal of this research is to examine AAM CS
using a number of strong ML models. Academic articles
that are available to the public have been used to compile
a dataset comprising 381 points. There were regression
models built to forecast the CS of AAMs, and they included
support vector machines (SVMs), bagging regressors (BRs),
and random forest regressors (RFRs). Mathematical checks
validate the models, and Shapley additive explanations
(SHAP) analysis checks the variables’ influence on the pre-
diction. Innovative tools and procedures for controlled
examination of material qualities with minimal human
interaction might have far-reaching consequences for the
construction sector. It is possible to reduce the time and
effort spent on laboratory testing by using the models that
are created to determine the CS of AAMs for different
values of the input parameters.

2 Research methods

2.1 Data collection and analysis

A comprehensive dataset consisting of 381 data points
was generated from 25 relevant experimental studies
[17,18,28–50] to forecast the CS of AAMs using one indivi-
dual ML method, i.e., SVM, and two ensemble ML methods,
such as BR and RFR. This study projected the CS based on
eight input parameters such as RT, specific surface area
(SSA), silicate modulus-SiO2/Na2O (Ms), liquid-to-binder
volumetric ratio (LBR), aggregate volumetric ratio (Ag),
geopolymer paste volume to total concrete ratio (GPV),
sodium hydroxide concentration (SHC), and admixture
volumetric ratio (Adm). The RT of precursors in AAMs
pertains to the ease with which the precursor materials
dissolve and then undergo polymerization when they come

into contact with an alkaline activator solution. The RT of
precursors was evaluated by utilizing the activity modulus.
This modulus quantifies the proportion of alkalis, such as
NaOH or KOH, to the concentration of SiO2 and Al2O3 in the
precursor material on a molar basis. This value is crucial
because it directly affects the alkalinity and RT of the alkali
activator solution, which in turn influences the properties
of the resulting material. The Adm is the ratio of the
volume of admixture, such as SP, to the total volume of
the concrete mix. The SP dosage refers to the proportion of
SP in relation to the overall volume of concrete, usually
stated as a percentage or fraction. This ratio is essential in
regulating the workability, strength, and other character-
istics of the concrete mixture. Thorough data preproces-
sing played a crucial role in gathering and consolidating
the data. Utilizing data preparation techniques for data
mining helps overcome significant obstacles and aligns
with the popular strategy of knowledge discovery from
data. A primary goal of data preparation is to improve
and streamline the data by eliminating errors and extra-
neous items. In order to analyze the models, we used regres-
sion and error-distribution techniques. Figure 2(a)–(i) depict
frequency distribution graphs of input variables, offering a
visual representation of value distribution within a dataset.
It showcases the frequency of individual values or value
ranges, facilitating swift identification of patterns, outliers,
and the overall distribution shape of the data. This visual
tool aids in understanding the central tendencies and varia-
bility present in the dataset at a glance.

One common way to find parameter dependencies is to
use Pearson’s correlation coefficient (r) [51]. The outcome of
the association map plot for the characteristics is displayed
in Figure 3. The r-squared test is useful for demonstrating
parameter dependency and multicollinearity [52]. Within
the range of −1 to +1, a strong negative relationship is pro-
vided by −1, a strong positive link by +1, and no correlation
at all by 0 for the r-value [53]. This correlation between the
input variables and the output (CS) is displayed in the
bottom row of Pearson’s array. An issue with ML algorithms
is multicollinearity, which should be mentioned [54]. To
prevent multicollinearity issues in ML models, it is neces-
sary to have an r-value below 0.8 between two variables
[55]. Figure 3 shows that the r-value is less than the permis-
sible range of 0.8, regardless of its sign. Hence, multicolli-
nearity in CS models is quite improbable.

2.2 ML modeling

The main outcome of the eight inputs examined in the lab
was the CS of AAMs. Analyzing input data using ML
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Figure 2: Data unfold: frequency distribution graphs; (a) RT, (b) SSA, (c) Ms, (d) SHC, (e) LBR, (f) GPV, (g) Ag, (h) Adm, and (i) CS.
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techniques made it easier to evaluate results. In order to
train these models, the ML algorithms were given 70% of
the dataset, while the remaining 30% was kept for testing.
Modern ML methods such as SVM, BR, and RFR were used
to forecast the CS of AAMs. An R2 score of the expected
results was used to evaluate the models’ performance; a
small R2 number signifies a substantial difference [56],
whereas a big number suggests that the projected and
actual results are very congruent. The model’s accuracy
was validated through various methods, encompassing sta-
tistical tests and error evaluations. Figure 4 depicts a sim-
plified event model diagram.

2.2.1 Support vector machine-SVM

SVMs, which stand for SVMs, are a type of supervised ML
that may be applied to classification as well as regression

operations. In SVM arrangement, data samples are depicted
as points within a geometric space, striving to maximize the
separation between different categories. The primary objec-
tive is to delineate categories by drawing a hyper-plane that
maximizes the margin between them. This separation facil-
itates accurate classification by ensuring that data points are
appropriately assigned to their respective categories. SVMs
are particularly effective in handling complex datasets and
can accommodate nonlinear relationships through the use
of kernel functions, enabling them to achieve high predic-
tive accuracy across various domains. Figure 5 arranges the
supplementary examples in a logical fashion based on their
orientation relative to the vector. Figure 6 shows the model’s
implementation technique for the SVM. Several parameters
are considered by this model to ensure that it gives a cred-
ible strength estimate for the material. Through an optimi-
zation process, the SVM model’s parameters are fine-tuned.
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Figure 2: (Continued)
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2.2.2 Bagging regressor-BR

Figure 7 illustrates the BR approach through a simplified
flow diagram. A notable feature of enhancing the forecast
model with additional training data is its similarity to an
ensemble technique. An asymmetrical sampling strategy is
used instead of depending only on the statistics of the
original dataset. Each new set of training data can poten-
tially include the same set of observations if replacement
sampling is applied. Following bagging, the chances of each
component being included in the new dataset are equal.

Curiously, the prediction accuracy is unaffected by the
training sample size. Reducing the divergence could poten-
tially be as simple as making the goal output approximation
better. When constructing this ensemble, the predictions
made by each simulation are averaged. In regression ana-
lysis, the average forecast is obtained by aggregating results
from numerous simulations [59]. Utilizing 20 sub-models,
the SVM-based bagging method is refined to pinpoint the
most optimal output value.

2.2.3 Random forest regressor-RFR

Using bagged decision trees and a method called random
split selection is one approach to RFR [61]. A simplified
diagram showing the assembly and operation of the RFR
model can be found in Figure 8. The training data for each
forest tree are picked at random, as are the input para-
meters that are utilized to generate each branch split [62].
This factor adds to the inherent variety of the tree. The
forest is comprised entirely of completely developed binary
trees. For all types of regressions, the RFR method has
worked well. When the number of variables exceeds the
limit of manageable interpretations, it is more accurate to
combine the outputs of multiple randomly picked decision
trees. It is useful for both premeditated and spur-of-the-
moment learning since its indications evolve with the pas-
sage of time [61].
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2.3 Model’s validation methods

To guarantee the accuracy of the ML algorithms used, sta-
tistical and K-fold tests were carried out. In order to certify
that ML models are accurate, researchers often use these
methods [64,65]. One popular method for determining how
well a test works is K-fold analysis, which involves arbi-
trary data partitioning into ten groups [66]. As depicted in
Figure 9, nine classes are employed for training ML models,
while only one class is used formodel validation. With fewer
errors and a higher R2, the ML method becomes more pre-
cise. Also, it is necessary to perform this 10 times before you
see any benefits. Much of the credit for the model’s remark-
able precision goes to this effort. The accuracy of each ML
technique was statistically evaluated using error assess-
ment, which included measures such as root mean squared
error (RMSE), mean absolute percentage error (MAPE), and
mean absolute error (MAE). Thesemetrics play a crucial role
in validating ML models by quantifying the errors between

Figure 5: Mapping of SVM models [57].

Figure 6: Flowchart illustrating the SVM process [58].

Figure 7: Bagging regressor model schematic [60].
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predicted and actual values. Their significance lies in pro-
viding comprehensive insights into the performance and
predictive capability of the models, essential for refining
and optimizing the learning process. When testing the ML

methods’ predictive abilities, Eqs. (1)–(3) were utilized to
determine their statistical correctness.

∣ ∣∑= −
=n
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Figure 8: Random forest modeling and structure [63].
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where Pi is the estimated results, Ti is the test outcomes,
and n is the dataset’s size.

2.4 SHAP analysis

This study examined feature interactions with CS and iden-
tified feature impacts that were all-encompassing using a
strategy game technique called SHAP [68]. To make the
suggested model more scalable, SHAP research might be
utilized. To validate case predictions, this method calcu-
lates all impact-considered attributes and then applies
SHapley values derived from the coalition strategy. Every
possible combination of qualities and how they affect the
SHapley value is considered and, to a large extent, aver-
aged. Attributes are ranked according to their SHAP level,
which indicates their importance. The global influence of
each feature is determined by averaging the SHAP values
of all inputs. The SHAP values are arranged in a mean-
ingful manner prior to charting. On the SHAP plot, one
point represents each component’s SHAP value; the X-
axis shows the SHAP values, and the Y-axis shows the fea-
ture importance. The characteristic’s importance is shown
by a color gradient that goes from lighter to darker along
the Y-axis. Larger dots indicate that the feature has a
stronger impact on the output. By using a color scheme,
SHAP plots graphically represent feature interaction, shed-
ding light on how features interact with one another and
how it affects the end result. This method yields more
information than the more typical partial dependency

graphs [69]. The weight ϕj(f) is used to determine the influ-
ence summation of a component, and the model’s output f
(xi) is composed of likely feature patterns [70]. Eq. (4) can
be used to determine ϕj(f).

( )
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!
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j

, …,   /p j1 (4)

where; S is the ingredients subset, xj is the constituent j,
and p is the model constituent number.

This method uses measuring and estimating mistakes to
determine the importance of a feature by repeatedly chan-
ging its value. Assigning proportional importance and per-
plexity to various elements is done by considering their
estimated error sensitivity. Also, SHAP shows how the ML
model did once it was trained. SHAP constructs an interpre-
table model by adopting a novel approach to feature
identification: the linear summation of inputs. Imagine a
representation model h(xs) with just one input variable xs,
then picture a new model f(x) with input variables xi,
where i is a positive integer between one and k, and k is
the number of input variables. This will help show the new
model. Simply applying the succeeding Eq. (5) to the existing
model yields:

( ) ( ) ∑= = ∅ + ∅
=

f x h x x ,s

i

p

i s

i

0

1

(5)

where p is the input number of features, and ∅0 is the
constant

A plotting function that deliberates both xi and xs is
signified as x = mx(xs), The amplification of the approxima-
tion value, h(xs), by _0, _1, and _3 terms and the lowering of
h(xs) by _4 terms were demonstrated in the work of
Lundberg and Lee [71], which is depicted in Figure 10.
Eq. (5) concerns a single-valued solution that combines

Figure 10: Distinctive features of SHAP [72].
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high dependability, high local precision, and no missing
values. Reliability checks that no less significant traits are
degraded unfairly when modifications are made to more
important characteristics. Missing features are already
proven to be useless; thus, x_si = 0 to guarantee that i = 0
in missing-ness. Studies have shown that feature attribu-
tion can be made more accurate at the local level by sim-
plifying the input x_s and employing a model condition of
similar output f(x).

3 Model’s outcomes and analysis

3.1 CS-SVM model

To estimate the CS of AAMs, an SVM model was trained
using 8 distinct input variables, and the findings are illu-
strated in Figure 11. Figure 11(a) presents a comparison
between predicted and observed outcomes, demonstrating
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the SVM model’s high precision with minimal deviation
between test and estimated values. The SVM approach
appears well-suited for CS estimation of AAMs, as indicated
by an R-squared value of 0.89, reflecting strong agreement
between test and predicted results. Using the SVM
approach, the experimental, predicted, and divergent
values (errors) are shown by the standard distribution in
Figure 11(b). There was an average inaccuracy of 6.80 MPa,
with a range of 0.00–27.4 MPa. The distribution of the error
values followed a usual pattern: 58 occurrences were
below 5.0 MPa, 30 were between 5.0 and 10.0 MPa, and 28
were beyond 10.0 MPa. The SVM method successfully pre-
dicted the CS of AAMs, as seen by the distribution of diver-
gent data (errors).

3.2 CS-BR model

The results of predicting the AAM’s CS using the BR
approach are displayed in Figure 12. Figure 12(a) shows
that actual and predicted CS are related. For this study,
the BR method was preferred over the SVM model due to
the fact that it resulted in less discrepancies between the
predicted and actual results. With an R2 of 0.93, the BR
model appears to be the more accurate one. Figure 12(b)
displays the dispersion of errors for test, estimated, and
deviated values obtained through the BR approach. The
findings revealed that the error levels ranged from 0.00
MPa (the lowest), 5.83 MPa (the median), and 22.80 MPa
(the highest). Looking at the frequency of errors of dif-
ferent sizes, it was found that 64 of them happened at or
below 5.0 MPa, 32 between 5.0 and 10.0 MPa, and 19 at or
above 10.0 MPa. The error dispersion further shows that
the BR model is more precise than the SVM model. The BR
model outperforms the SVM model in determining the
ideal output value by using 20 sub-models to optimize
the bagging process.

3.3 CS-RFR model

As shown in Figure 13, the results of AAM CS forecasts
utilizing the RFR algorithm are presented. Figure 13(a)
shows the correlation between the expected and measured
CS. It was demonstrated that the RFR method exhibited
superior accuracy when comparing expected and actual
outcomes. The R-squared value of 0.96 achieved by the
RFR model substantiates its enhanced precision. The dis-
tribution of actual, projected, and error values related to
the RFR technique is shown in Figure 13(b). The maximum

recorded variation was 13.75 MPa, with an average devia-
tion of 4.08 MPa. Error distribution analysis revealed 76
values below 5.0 MPa, 28 values between 5.0 and 10.0 MPa,
and 11 values surpassing 10.0 MPa. Comparatively, the RFR
method outperformed the SVM and BR models based on
error dispersion analysis. It can be inferred that for pre-
dicting AAM CS, the RFR method excels over the SVM and
BR approaches. However, it is worth noting the remarkable
accuracy of the SVM model. The R-squared values and
cross-validation approaches of all the models showed great
prediction accuracy, therefore it seems like any model may
be used to evaluate the CS of AAMs. Because of its superior
performance with high-dimensional data and nonlinear
interactions, Random Forest Regressor is often considered
the gold standard. Additionally, it mitigates overfitting by
averaging multiple decision trees. SVM and BR models may
struggle with complex data relationships and may not offer
the same robustness against overfitting.

3.4 Validation of models

The results of the error computations (RMSE, MAPE, and
MAE) using the previously indicated Eqs. (1)–(3) are shown
in Table 1. Using SVM, BR, and RFR to forecast CS, the MAE
values were 6.80, 5.28, and 4.09MPa, respectively. According
to the calculations, MAPE for SVM was 16.40%, BR was
12.80%, and RFR was 11.20%. Moreover, RMSE values of
8.97, 7.54, and 5.44MPa were determined for SVM, BR, and
RFR, respectively. The findings indicate that the RFR tech-
nique outperforms the SVM and BR models owing to its
lower error rate. Table 2 presents the calculated R-squared,
RMSE, and MAE scores for validating the k-fold technique.
The SVM approach formed a CS estimation with an MAE of
6.73MPa, ranging from 3.35 to 9.65 MPa. The average MAE
for the BR is approximately 5.79 MPa, ranging from 2.95 to
9.19 MPa. The MAE for RFR, on the other hand, was 4.98 MPa
on average and varied between 2.07 and 8.28 MPa. Using
SVM, the mean RMSE was 8.16 MPa; using BR, it was 7.26
MPa; and using RFR, it was 5.87 MPa. The highest R-squared
values for BR and RFR are 0.96 and 0.93, respectively,
whereas SVM’s value is comparatively lower at 0.89. A lower
error rate and greater R2 would indicate a superior RFR
model for AAM CS prediction. More proof of the RFRmodel’s
improved accuracy was found when these errors were
examined alongside R2 values obtained by the k-fold
approach. Still, it is worth noting that the SVM model
achieves respectable accuracy. This suggests that SVM,
BR, and RFR models may provide better CS estimates
for AAMs.
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3.5 SHAP investigation results

This study explored how different raw materials affected
the CS of AAMs. By applying the SHAP tree interpreter to
the whole dataset, we can learn more about the local SHAP
reasons and the effects of the features as a whole. Violin
SHAP graphs show the impacts of each raw material on
AAM CS in Figure 14. The relative contribution of each raw

material is shown by the x-axis SHAP value, while the
values of the variables are represented by the changing
hues on the graph. According to the SHAP analysis, it
was observed that Ag and RT exhibit a positive correlation
with the CS of AAMs. This indicates that these variables
positively and significantly influence strength, as evi-
denced by the abundance of high-intensity red spots on
the positive axis and relatively fewer low-intensity blue
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Figure 12: A CS-BR model’s (a) test-predictive result correlation and (b) model outcome, actual-CS, and error-value scattering.
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dots on the negative axis. Thus, enhancing these variables
is likely to enhance strength. Conversely, a higher concen-
tration of SSA, silicate modulus (Ms), and sodium hydro-
xide concentration (SHC) lead to a negative effect on
strength, as indicated by the prevalence of high-intensity
red dots on the negative side. This suggests that strength
decreases with an increase in the content of these

(a) 

(b) 

-10

10

30

50

70

90

110

130

150

-10 10 30 50 70 90 110 130 150

Pr
ed

ic
te

d 
C

S 
(M

Pa
)

Test CS (MPa)

Predicted CS Linear (Predicted CS)

y = 0.9518x + 3.0257
R² = 0.9625

0

20

40

60

80

100

120

140

160

1 11 21 31 41 51 61 71 81 91 101 111

C
om

pr
es

si
ve

 st
re

ng
th

 (M
Pa

)

Data point no.

Test CS Predicted CS Absolute error

Figure 13: A CS-RFR model’s (a) test-predictive result correlation and (b) model-outcome, actual-CS, and error-value scattering.

Table 1: Statistics for error analysis

ML method MAE (MPa) MAPE (%) RMSE (MPa)

SVM 6.80 16.40 8.97
BR 5.28 12.80 7.54
RFR 4.09 11.20 5.44
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variables in the mix beyond a certain threshold. It was
found that the CS of AAMS was affected by a combination
of direct and indirect impacts from the liquid-to-binder
volumetric ratio (LBR), the admixture volumetric ratio
(Adm), and the geopolymer paste volume to total concrete
volume ratio (GPV).

Figure 15 illustrates the relationships between raw
materials and their effects on AAM strength. Figure 15(a)
displays the interaction and effect of Ag. With an increase
in Ag content up to 0.4, the graph shows that the CS of
AAMs increased. But after this point, the strength dropped
dramatically as the content increased. Figure 15(b) clearly
shows that strength values were significantly high for SSA
up to 500 m2/kg, indicating that SSA has a significant effect
on strength. As the SSA concentration increased, though,
the strength plateaued. In addition, Figure 15(c)–(e) shows
that RT, Ms, and SHC had an effect on the CS) of AAMs and

that the CS values constantly went up as the content of
these factors went up. It appears that these variables
have a direct association with the CS of AAMs. Figure
15(f) and (h) also shows how LBR and GPC affected the CS
of AAMs, showing that CS values first rose to a limit. The CS
values either decreased or became equal as the improve-
ment progressed, though. The results may differ based on
the data set size and the particular raw materials used in
the study. Changing the characteristics of the input and the
size of the sample could result in a variety of different
outputs or outcomes.

4 Discussions

OPC is the sole binding ingredient, and it leaves a big
imprint on the world in terms of natural resource reduc-
tion [73] and anthropogenic emissions [74]. This means the
OPC industry has to find ways to reduce its carbon dioxide
emissions by using less harmful alternatives. For the last
decade, AAMs have been one of the most talked-about sus-
tainable construction materials due to their low energy
consumption and minimal environmental effect [75]. By
employing ML and SHAP methodologies, this study aimed
to enhance the understanding of the application of AAMs,
contributing to advancements in human comprehension in
this field. In order to determine the AAMs’ CS, this research
employed SVM, BR, and RFR ML methods. We compared
the accuracy of each method to find the most precise one.
With an R2 of 0.96, the RFR method outperformed the SVM
and BR approaches in terms of accuracy. However, R2

values of 0.89 and 0.93 were recorded by the SVM and
BR methods, respectively. Disagreement between observed

Table 2: K-fold MAE, RMSE, R2 results

K-fold number CS (MPa)

SVM BR RFR

MAE RMSE R2 MAE RMSE R2 MAE RMSE R2

1 7.43 8.27 0.27 2.95 10.45 0.47 2.07 6.67 0.59
2 8.32 5.38 0.84 7.06 10.04 0.93 6.23 8.82 0.96
3 6.25 5.24 0.38 4.65 9.48 0.57 6.81 4.60 0.53
4 3.35 11.39 0.53 6.25 4.44 0.71 4.81 5.42 0.75
5 4.21 6.91 0.17 3.87 6.40 0.54 5.70 5.87 0.71
6 3.89 8.64 0.90 6.68 7.87 0.81 8.28 6.61 0.83
7 9.29 7.64 0.82 9.19 3.96 0.86 2.68 4.60 0.77
8 9.65 8.55 0.62 5.92 5.25 0.78 8.12 4.90 0.80
9 7.06 9.06 0.43 5.33 5.57 0.46 2.52 6.77 0.29
10 7.84 10.56 0.50 5.99 9.13 0.63 2.60 4.41 0.64

Figure 14: SHAP plot indicating input factor importance and influence.
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Figure 15: Interaction of AAM CS input parameters: (a) Ag, (b) SSA, (c) RT, (d) Ms, (e) SHC, (f) LBR, (g) Adm, and (h) GPV.
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and expected outcomes (errors) provided more evidence of
the RFR method’s superior accuracy. The RFR models
demonstrated a considerable improvement in agreement
between experimental and predicted outcomes compared
to the SVM and BR models, as demonstrated by the error
analysis. Prior studies have demonstrated comparable out-
comes when comparing the RFR methodology’s accuracy to
that of the different ML approaches for estimating the
strength of construction materials [64,76].

Furthermore, arithmetical and k-fold methods were
used to test the correctness of ML systems. The model is
more accurate when the R2 value is higher, and the amount
of variance (RMSE, MAPE, and MAE) is smaller. Because
algorithm performance is sensitive to data samples and
inputs, finding the best machine-learning approach for
attribute prediction across domains is challenging [64].
One common way that ensemble ML systems get better
results than individual ML models is by training sub-
models on the dataset using the weaker learner and then
tuning them to increase accuracy. Taking everything into
account, these results demonstrate that BR and RFR models
outperform SVM models in terms of accuracy. Further-
more, in order to examine the impact of raw materials
on the CS of AAMs, the SHAP analysis was carried out.
There is a favorable correlation between the Ag and RT
of the material’s input parameters and the CS of AAMs.
As the content of the variables indicated earlier rises, the
CS of AAMs grows. However, there is an indirect correla-
tion between the CS of AAMs and the SSA, Ms, and SHC as
per the SHAP analysis findings. It follows that building
materials using AAMs instead of OPC-based products will
be superior while still performing similarly in terms of
strength. More importantly, it will aid in controlling the
depleting raw materials utilized in OPC synthesis and redu-
cing the environmental difficulties linked to OPCmanufacture.

The majority of recent work on the application of ML
to predict concrete properties has been on mechanical
aspects. However, there hasn’t been nearly enough research
done on crucial topics like themicrostructure of concrete, its
dynamic qualities like fatigue, and its durability. Further
research is required to fully examine these durability-
affecting factors using ML techniques in order to have a
more sophisticated grasp of concrete performance.

5 Conclusions

Using ML techniques including SVMs, BRs, and RFRs, this
study intends to examine and forecast the CS of AAMs. The
study included 381 sets of concrete CS data obtained from

laboratory studies for model training, testing, and valida-
tion. Here are the main results:
• The RFR approach demonstrated superior accuracy for
estimating the CS of AAMs (R2 = 0.96), as compared to BR
and SVM methods (R2 = 0.93 and 0.89, respectively).

• SVM, BR, and RFR methods had an average error of 6.80,
5.83, and 4.08 MPa between test and calculated CS
(errors), respectively. The RFR method was more accu-
rate in AAM strength prediction, although these error
levels also confirmed that the SVM and BR models were
acceptable.

• Statistical and k-fold evaluations demonstrated the con-
structed models’ efficiency. The accuracy of ML models
was demonstrated by lower errors and better R2. The
root mean square error (RMSE) for the CS prediction in
the SVMmodel was 8.97 MPa; in the BR model, it was 7.54
MPa; in the RFR model, it was 5.44 MPa. The RFR model
was more accurate in predicting the CS of AAMs, as seen
by the RMSE values.

• The findings of the SHAP study indicate that Ag and RT
were the key raw materials/variables, with a superior
positive relationship with the AAM’s strength. The strength
of AAMs was more negatively impacted by SSA, Ms, and
SHC, while LBR, Adm, and GPV had balanced effects.

The findings of this study offer fresh perspectives on
designing AAMs, leveraging robust prediction frameworks
developed here. It is possible that both academic institu-
tions and businesses could benefit from this SHAP study in
order to determine the optimal quantities of raw materials
for AAMs. By leveraging ML models, the creation of che-
mical mixtures is streamlined, fostering environmentally
responsible construction practices and mitigating envir-
onmental challenges inherent in traditional concrete
industries.
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