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Nomenclature

a, a0, af Activity, initial, final [ ]
a Area-to-volume ratio [m2/m3]
A Parameter [ ]
Ap External surface area of particle [m2]
av Specific surface area of particles [m2/m3]
B Parameter [ ]
Ci Local concentration of component i

in liquid, i = A, B, C, D, H
[mol/l]

Ci,G Concentration of component i in gas [mol/l]
Ci,L Concentration of component i in

liquid, i = A, B, C
[mol/l]

Ci,F Concentration of component i in the
fluid phase

[mol/m3]

𝐶𝐼𝑁
𝑖,𝐹 Initial concentration of component i

in the fluid phase
[mol/m3]

Ci,S Concentration of component i in the
solid

[mol/m3]

𝐶𝐼𝑁
𝑖,𝑆 Initial concentration of component i

in the solid
[mol/m3]

cP,F cP,L Specific heat of the fluid, liquid [J/(kg K)]
cP,S Specific heat of the solid [J/(kg K)]
DA,B Diffusivity of A in solvent B [m2/s]
𝐷0

𝐴,𝐵, 𝐷0
𝐵,𝐴 Infinite dilution diffusivity of A in B

and B in A
[m2/s]

𝐷0
𝐴,𝑖 Infinite dilution diffusivity of A in i [m2/s]

DA,M Diffusivity in mixture [m2/s]
Da,L Axial dispersion coefficient in liquid [m2/s]
DA,L Diffusivity of component A in liquid [m2/s]
De,i Effective diffusivity of the compound

i, i = A, B, C
[m2/s]

Di,L Diffusivity of component i in liquid [m2/s]
Dr,F Radial dispersion coefficient of the

fluid
[m2/s]

Dz,F Axial dispersion coefficient of the
fluid

[m2/s]

dK Krischer-Kast hydraulic diameter

𝑑𝑘 = 𝑑𝑝
3√ 16𝜀3𝑏
9𝜋(1− 𝜀𝑏)2

[m]

dp Particle diameter [m]
E1, E2 Ergun equation constants [ ]
f Friction factor [ ]
g Gravity constant [m2/s]

Tapio Salmi is the corresponding author.
© 2016 Walter de Gruyter GmbH, Berlin/Munich/Boston.
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GaG, GaL Galileo number for gas and liquid [ ]
Geo Dimensionless geometry dependent

variable
[ ]

HGL Gas-liquid heat transfer rate [J/(m3 s)]
hw Wall heat transfer coefficient [W/(m2 K)]
i Reaction rate order [ ]
JGL Gas-liquid mass transfer rate [mol/(m3 s)]
k, kj Reaction rate constant, units to

express the rate, j for reaction j
[mol/(g s)]

kd Deactivation rate constant units to
express the activation change

[1/s]

kl Liquid-solid mass transfer coefficient [1/s]
kla Combined gas-liquid mass transfer

coefficient
[1/s]

kr Radial thermal conductivity [W/(m K)]
Kj Adsorption parameters for

component j = A, B, C, H, K, L
[l/mol]

Keq Equilibrium constant [ ]
L Reactor length [m]
M Total number of volume elements [ ]
MB Molar mass of solvent [kg/kmol]
mL Mass flux of liquid [kg/m2 s]
n Exponent [ ]
ni Adsorption exponent for component i []
Nu Nusselt number [ ]
m Exponent [ ]
p Pressure [Pa]
p1, p4, p5 Reaction rate constant, deactivation

rate constant and final activity in
Figure 13–Figure 17

Pe Peclet number [ ]
r Radial location, in particle or catalyst

bed
[m]

ri Reaction rate for component i ; i = A,
B, C

[mol/(g s)]

ri,j Reaction rate of component i in
reaction j

[mol/(g s)]

ri,S Reaction rate at the surface of the
particle, A, B, C

[mol/(g s)]

ri,x Reaction rate at location x [mol/(g s)]
rp Distance from the particle centre [ ]
R Reactor radius [m]
RP Particle radius [m]
Rg Ideal gas constant [J/(mol K)]
ReL Reynolds number of liquid [ ]
ReG Reynolds number of gas [ ]
s Surface shape factor [ ]
ScL Schmidt number of liquid [ ]
Sh Sherwood number [ ]
T Temperature [K]
TF Temperature of the fluid [K]
𝑇𝐼𝑁

𝐹 Initial temperature of the fluid [K]
TS Temperature of the solid [K]
𝑇𝐼𝑁

𝑆 Initial temperature of the solid [K]
Tw Temperature of the wall [K]
t Time [s]
uF Fluid velocity [m/s]
vA Stoichiometric coefficient of

component A
[]

VA , VB Molar volume of component A and B [cm3/mol]
VL , VG Volumetric flowrate of liquid and gas [ml/min]
Vp , Vx Volume of the particle and volume

element x
[m3]

wF Superficial fluid velocity [m/s]
wG Superficial gas velocity [m/s]
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wL Superficial liquid velocity [m/s]
WeL Weber number for liquid [ ]
xA , xB Mole fractions of component A and

solvent
[ ]

xi Volume fraction [ ]
XG Lockhardt-Martinelli ratio [ ]
z Axial location [m]
βnc Non capillary liquid hold-up [ ]
ΔHads,i Adsorption energies for component i,

i = A, B, C
[J/mol]

−ΔHr Reaction enthalpy [J/mol]
dp/dz, Δp/Δz Pressure gradient [Pa/m]
αi Exponent for component i []
α Parameter [ ]
α Maximum coverage [ ]
α Thermodynamic correction factor for

diffusivity in liquid
[ ]

β Parameter [ ]
βi Exponent for component i []
γI Exponent for component k []
δi Exponent for component l []
εL Liquid hold-up [ ]
εF Fluid void fraction []
εB Porosity of the catalyst bed [ ]
εP Particle porosity [ ]
ηe,i Effectiveness factor of component i []
λS , λB , λp , λF , λL Conductivity of solid, bed, particles,

fluid, and liquid
[W/(m K)]

λz,F Axial heat conductivity [W/(m K)]
λr,F Radial heat conductivity [W/(m K)]
μL , μG , μM , μi Liquid, gas and mixture and

component i viscosities
[kg/(m s)]

μB Viscosity of solvent [cP]
ν Kinematic viscosity [m2/s]
ρL , ρG , ρB , ρF Density of liquid, gas, particles and

fluid
[kg/m3]

ρcat Catalyst mass concentration [kgcat/m3]
σ Surface tension [N/m]
∪i,j Stoichiometric coefficient for

component i in phase j
[]

ϕL Dynamic liquid fraction [ ]
ϕ Dissociation factor [ ]
ψL , ψG Ergun equation left hand sides for

gas and liquid phases

1 Background

Heterogeneous catalysis is one of the key technologies of our modern, highly industrialized society. Solid het-
erogeneous catalysts enhance the rates of chemical reactions without being consumed in them. This very funda-
mental definition, which dates back to the famous Swedish chemist Jöns Jacob Berzelius (1835), is still valid. The
development of solid catalysts, such as iron-based catalysts for ammonia synthesis, nickel and noble metal cat-
alysts for hydrogenation, cobalt-molybdenium catalysts for hydrode-sulphurization and hydrodeoxygenation
and zeolite catalysts for hydrocarbon transformation, has guaranteed us a continuous and increasing delivery
of fertilizers and fuel components, it has enabled a high standard of living for millions of people and it has also
enabled the enormous growth of the human population, with all its advantages and disadvantages. Besides
the production of bulk components, heterogeneous catalysis plays an enormous role in the preparation of fine
and specialty chemicals, as well as pharmaceuticals and alimentary products. Drugs, perfumes, sweeteners,
herbicides and pesticides are produced with the aid of heterogeneous catalysts.

The chemical applications are wide, but from the viewpoint of chemistry, physics and chemical engineer-
ing, all the man-made catalytic processes have similar features. It is usually claimed that more than 90 % of
the industrially applied chemical processes are based on the use of catalysts, but 100 % of them take place in
chemical reactors, i.e. in equipment particularly designed to carry out the catalytic transformation in a best
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possible way, so that a high productivity and product selectivity is achieved. Good productivity combined
with high selectivity is the primary goal for any catalyst development. These two targets are hard to achieve
simultaneously for most applications and, therefore, an enormous amount of experimental effort is demanded
worldwide, in academia and in industry. As a reward of the collective effort, catalysts have managed to revolu-
tionize individual chemical production processes. High selectivity often implies a simpler process concept and,
consequently, lower investment and operating costs. In most cases, however, chemical industry has to cope with
multi-component feedstock and, in addition, by-product formation is often inevitable. Therefore, complicated
separation steps are often required for final recovery of a desired main product and valuable by-products.

Many of the chemical applications of heterogeneous catalysis comprise three-phase systems, in which a gas
and a liquid phase interact with a solid catalyst. Typical examples are catalytic hydrogenation, hydrodesul-
phurization and hydrodeoxygenation processes, in which gaseous hydrogen react with an organic phase. A
multitude of reactor constructions are available for continuous, heterogeneously catalyzed gas-liquid reactors.
All these reactors have to satisfy the following two demands. First, the gas has to be brought into a very good
contact with the liquid to minimize the gas-liquid mass transfer resistance. Secondly, liquid has to be brought
into a good contact with the catalyst, since the reaction takes place only when the dissolved reactants in the liq-
uid bulk phase reach the active sites on the catalyst surface. The workhorse for catalytic three-phase processes
is a fixed bed reactor, in which the solid catalyst exists either in form of particles or fixed structures, such as
structured elements or monoliths. Fixed bed reactors try to meet the respective demands by having the liquid
flow on particle surfaces, thus providing a large surface area for mass transfer to occur, or by using porous
catalysts, the pores of which are filled with the liquid by capillary forces.

Continuous fixed bed reactors are practical for long duration catalyst screening because they do not de-
mand frequent filling and emptying as batch and semi-batch reactors do. Fixed beds are especially well suited
for studying how well the solid catalyst keeps its long-term activity over the time. If a parallel set of multi-
ple continuous reactors is used, operating in such a way that each reactor is either under different process
conditions (pressure, temperature, liquid and gas flows) or loaded with different catalysts, a large amount of
experimental data can be generated simultaneously, although the sampling has yet to be taken sequentially.
Fixed bed reactors are also used in order to eliminate the possible losses of catalyst.

2 Reactor set- up

A fixed bed reactor system designed by us for catalyst and flow screening as well as kinetic studies is displayed
in Figure 1. Several tubular reactors are placed in parallel in an oven to guarantee a homogeneous background
temperature and to keep the fluidity of the liquid-phase components high enough for feeding. Each reactor
is heated separately by a heating element, which implies that several reaction temperatures can be screened
simultaneously. The gas and liquid feeds are controlled by mass flow controllers and HPLC pumps, respectively.
In this way, the gas and liquid feeds can be altered independently. Catalyst particles or structured elements are
placed in the reactor tubes. Typically, the catalyst is diluted with inert material to keep the individual reactor as
isothermal as possible. The temperature in the bed is measured by thermocouples. Pressure and temperature
data are stored on a computer. Gas and liquid-phase samples are analyzed on-line or off-line, depending on
the chemical case. The equipment is particularly suitable for the investigation of catalytic two and three-phase
systems, but it can be used for non-catalytic applications, too. The solid catalyst can be efficiently pretreated
before its use; for instance, a hydrogenation catalyst can be reduced without any contamination at elevated
temperatures under hydrogen flow before switching the reactant flow on. By varying the flow rates, the effect
of the liquid and gas residence times is screened and the time-on-stream behaviors of the outlet concentrations
reveal the catalyst stability. The role of internal diffusion in the catalyst particles is investigated by placing
particles of different sizes in the parallel reactor tubes. Because the chemical analysis is the bottle-neck in the
parallel screening of catalysts, it does not make sense to couple too many reactors in the system; in any case, off-
line analysis becomes the limiting step in the research project. Therefore, instead of high throughput screening,
we call the concept reasonable throughput screening.
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Figure 1: Parallel reactor set-up for reasonable throughput screening in laboratory scale [46]. Reprinted with permission
from �Ind. Eng. Chem. Res., 2012, 51 (26), pp 8858–8866�.

3 Physical and chemical phenomena in fixed bed reactors

3.1 Overview

The major issues concerned in fixed bed studies are summarized in Figure 2. Fixed bed reactors operating under
the trickling flow regime are among the most commonly selected continuous reactor alternatives and are, there-
fore, the focal point of interest in both experimental and modeling studies. With the experience presented in
open literature [1–8], the modeling of three-phase fixed bed reactors still remains challenging for every new re-
action system, because the extent and the importance of each individual effect is very case-specific and strongly
dependent on actual operating conditions (temperature, pressure, liquid and gas flow rates and feed concentra-
tions), physical properties of gases and liquids in question and the properties of the catalyst (activity, particle
size and shape, porosity, pore structure, metal loading, metal dispersion, oxidation state).
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Figure 2: Major issues of continuous fixed bed reactor studies [9].

Figure 2 summarizes the key issues to be faced and the means to cope with these challenges in the exper-
imental and modeling studies of continuous fixed bed reactors operating at the trickling flow regime. Just a
glance at this overview of topics gives an immediate reminder that these kinds of reactors are surprisingly
complicated systems, both to study experimentally and especially to model mathematically, although they ini-
tially might look like simple ones (just a pipe filled with particles and flows). The complicated nature arises
from the facts that three phases are always involved, that multiple reactions proceed simultaneously and that
the particles of various sizes typically have irregular shapes in a laboratory scale. Although three-phase sys-
tems are so commonly used in the chemical industry, they are among the most challenging ones to be modeled.
Complicated geometry is also well known to add further challenges especially for detailed description of fluid
dynamics. This implies that several simplifications are required to progress with the modeling effort of a con-
tinuous fixed bed reactor operating in the trickling flow regime.

4 Research targets and topics

4.1 Catalyst selection

High productivity and selectivity are the obvious goals for reaction engineering and reactor design. The intrin-
sic kinetics are strongly dependent on the catalyst used. Thus, the catalyst selection and preparation both play
a vital role in the success of all the conducted studies. The catalysts used in laboratory-scale reactors are either
tailor-made or commercial ones. The key issues in the operation and modeling of fixed beds for three-phase
processes are summarized below.

4.2 Reaction kinetics

Temperature and concentration-dependent multiple reaction kinetics determine largely both the productivity
and selectivity (if the system is not under mass transfer control). Therefore, modeling of the reaction kinetics
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is an essential part of all our studies. Each reactant must reach and adsorb the active sites of the catalyst to
react there. This may limit the reaction rates, especially, when dealing with concentrated solutions. Therefore,
also the adsorption kinetics are to be considered in the modeling study. Deactivation is a phenomenon to be
expected in long-term continuous operation sooner or later.

4.3 Mass transfer effects

The required steps of mass transfer (from gas to liquid phase, from liquid to solid surface and finally internal
diffusion) can limit both productivity and selectivity, the more so, the faster the intrinsic reaction rates are.

4.4 Heat effects

Whenever exothermic reactions produce too much heat to be effectively transferred away, temperature gra-
dients emerge. The most severe ones typically are radial temperature gradients inside the reactor and within
individual particles (in normal cases where the axial temperature is tried to be kept constant by means of a
cooling jacket).

4.5 Physical properties of gases and liquids

Physical properties of the solutions determine not only how well the fluids flow and how much liquid is re-
tained in the fixed bed, but also how well mass and heat are transferred. By a proper selection of the operation
conditions and catalyst/support properties, the physical properties can be adjusted to be more favorable; in
that way, the reactor performance can be enhanced.

4.6 Reactor design and operation policy

The details of the reactor design (particle sizes and shapes, feed distribution, start-up procedure, catalyst load-
ing, bed dilution) all play an essential role in determining how ideal flow fields (without channeling and wall
flow) are generated and how effectively the reactor is used. One can suppress and minimize the effects of un-
desirable heat and mass transfer as well as flow related phenomena by proper selections of reactor design and
operation conditions. Mathematical modeling in many cases works hand in hand with experimental design. On
the one hand, it sets demands for the experimental work and, on the other hand, it tries to extract a maximum
amount of know-how from experiments conducted to figure out and explain what really took place in the re-
actor. A very essential part of the experimental design is to generate ideas on how the interrelated phenomena
could be separated from each other and how an extensive modeling task can be divided into multiple smaller
sub-tasks.

Gravity driven down-flow of a liquid was used in all our cases. The formation of ideal flow fields of liquid
was, on the one hand, aimed at by using a fine sand bed feed distributor; on the other hand, by diluting the
catalyst with small inert particles.

4.7 Modeling options

The solutions of the modeling tasks are strongly based on the application of numerical mathematical methods
and in most cases demand case-specific parameter optimizations.

Many of the models for individual phenomena are to be fine-tuned by parameter adjustment. Efficient al-
gorithms for the minimization of the least square differences between observations and predictions are widely
used. Data filtration is used whenever experimental points are clearly out of the pattern. Weighing is in some
cases applied to improve the model accuracy in the vicinity of the most interesting results (results providing
the highest productivities and selectivities).

The models have their origins in the conservation laws of nature: mass, energy and momentum balances.
Momentum balances are often systematically replaced by semi-empirical expressions, and the liquid flow is
described by a simple interpretation of results by using an axial dispersion model for backmixing and semi-
empirical equations for liquid hold-up and pressure drop. In many isothermal cases, mass balances and semi-
empirical expressions together with kinetic expressions (including catalyst deactivation) can be used to describe
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the reaction system in a satisfactory manner. A simultaneous solution of dynamic and steady state mass and
heat transfer models is demanded when heat generation via reactions is considerable.

5 Experimental design

Experimental design is a crucially important issue for the success of a research project devoted to catalytic
three-phase systems. The main features of experimental design are summarized in Figure 3.

Figure 3: Key issues in experimental design [9].

5.1 Targeted products

Desirable targets are typically value-added product compounds (and/or) product compounds that lead the
way to simplified production processes.

5.2 Catalyst screening

The goal is first to screen best candidates for catalyst/support and then to reveal how the productivity and
selectivity can be further enhanced by optimizing the operating conditions. In catalyst screening, experience
on systems of a similar nature helps considerably by limiting the number of potential candidates.

5.3 Experimental productivity and selectivity optimization

When making kinetic experiments in continuous fixed bed reactors, complete conversion is to be avoided in
order to reveal the reaction kinetics. The operation conditions, T, p, uL, and uG can be selected according to the
following reasoning. Typically, the temperature rise accelerates reaction rates exponentially. When reaching an
acceptable productivity, the selectivity becomes the major issue according to which the operation temperature
is to be optimally selected. The reason why the selectivity of a desirable product compound is often temper-
ature dependent is that activation energies for various reactions are different. The generation of undesirable
side products is to be avoided, because they may demand additional separation steps in down-stream pro-
cessing. In order to have a high gas solubility, high partial pressure of the gaseous component is required. In
shallow laboratory reactors, the liquid flow is adjusted to low in order to provide reactions enough residence
time to progress in detectable extents. Gas is often fed in excess. Diluted streams are often used to reduce the
undesirable mass and heat transfer effects.
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5.4 Particle geometry

In our catalyst screening tests, typically, the reactor diameter was around 1 cm or less and the reactor length was
case dependent. Small catalyst particles were used to generate better flow fields and to provide a higher specific
surface area without generating an unacceptably high drop in pressure within the short laboratory reactors. In
our studies, the catalyst particles were sieve fractions of crushed particles. The second largest dimension was
their characteristic mean size. The external surface area of a particle is well known to be proportional to the
2nd and the volume to the 3rd power of characteristic size, thus making the smallest and the largest particles
of a sieve fraction very different. Mass transfer limitations normally become the most severe within the largest
particles. Krisher-Kast hydraulic diameter (dK) is frequently used as the characteristic particle size for packed
beds, because it accounts for the bed porosity effect [10]. Mean sizes were calculated straight from the largest
and the smallest sizes, when the particle size distribution was not available. If the particle size distribution were
known, it could have been included in the reactor model [11]. The geometry of randomly packed trickle bed
reactors is very complicated, especially when the catalyst bed consists of particles having a distribution of sizes
and even more so when particle shapes are irregular. In CFD studies, the detailed fixed bed geometry can be
taken into account only for more regular particle shapes.

5.5 Feed distribution and flow regimes

The liquid feed is targeted to be well distributed. A simple yet effective feed distributor for small-scale operation
is a fine sand bed. Complete external wetting of all catalyst particles is easier to get when liquid is initially well
distributed.

Fixed bed reactors are commonly operated under the trickling flow regime. Under these conditions, the way
the operation is started determines to a large extent how fine liquid flow fields are generated. Initial flooding of
the bed or a short visit to the pulse flow regime a priori helps to reduce channeling and can do it, surprisingly,
permanently [12]. The pulse flow regime can be a more effective operation mode than the trickling flow regime,
since pulses continually even the mal-distribution of the flow. However, only higher superficial velocities of
liquid and gas can generate pulsed flow. This shortens residence times, if a longer reactor is not used. The
artificial generation of pulsed flow at lower flow rates has been studied simply by making feed flow variations
[13]. There, high and low liquid holdup periods were forced to take their turns repeatedly with adjustable
period lengths. However, the fluctuations in the liquid flow did not progress far inside the reactor. In pilot scale
styrene hydrogenation, liquid feed fluctuation has been reported to give a higher yield.

5.6 Bed dilution

Temperature gradients can be lowered by diluting the catalyst bed with highly conductive inert particles. The
generated heat per unit volume of the bed depends directly on the bed dilution. The more the catalyst bed is
diluted, the more difficult it becomes to avoid catalyst bypassing. Small particles are especially well suited for
dilution because they improve catalyst wetting [10].

5.7 Residence time distribution

Typically, any back-mixing decreases the productivity. Therefore, it is essential to include it in the reactor mod-
els. If dispersion takes place and is not included, this leads to an underestimation of the productivity (and
erroneous values of kinetic parameters). The single parameter axial dispersion model is the standard way of
taking into account the back-mixing effect and the consequent broadening of the liquid residence time distri-
bution [3]. The axial dispersion model adds a second order spatial derivative term in the liquid mass balances.
It works punctually in the two extreme cases (for the most productive mode of operation (plug flow), and the
least productive mode (continuous ideal mixing of liquid)). The axial dispersion model is unable to predict a
sometimes visible tail in the distribution caused by the presence of stagnant zones. For such cases, the piston
flow exchange model is a more precise modeling option. It has two adjustable parameters. The liquid flow
in this model is thought to consist of two streams (one flowing rapidly, the other flowing slowly) and mass
exchange is modeled to take place in between these streams.
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6 Chemical kinetics

6.1 Topics of the kinetic studies

The intrinsic rates of heterogeneously catalyzed reactions are described with chemical kinetics; this explains
how the reaction rates depend on concentrations, temperature and the nature of catalyst. Chemical kinetics to-
gether with other means of studying catalytic reactions, such as spectroscopy of catalysts, molecular modeling
and calculation of the thermodynamics of reactants, intermediates and products, form the basis for understand-
ing chemical processes.

Experimental kinetic investigations are the basis of revealing reaction mechanisms. The following problems
can be solved by using a kinetic model:

– choosing the catalyst and comparing the selectivity and activity of various catalysts and their performance
under optimum conditions for each catalyst;

– the determination of the main and by-products formed during the process;

– the determination of the optimum sizes and structures of catalyst grains and the necessary amount of the
catalyst to achieve the specified values of the selectivity of the product and conversion of the starting mate-
rial;

– the determination of the short and long time stability of the catalyst;

– the determination of the stability of steady states and parametric sensitivity; that is, the influence of deviations
of all parameters on the steady state regime and the behavior of the reactor under unsteady state conditions;

– the study of the dynamics of the process and decision if the process should be carried out under unsteady
state conditions;

– the study of the influence of mass and heat transfer processes on the chemical reaction rates and product
selectivities as well as the determination of the kinetic region of the process;

– selection of the type of a reactor and structure of the contact unit that provide the best approach to the
optimum conditions.

The method which simplifies the kinetic treatment and reduces the number of parameters in the mathematical
model is the quasi-steady state approximation (QSSA) originally developed by Bodenstein in 1913.

6.2 Reaction scheme simplifications

In general, a reaction is considered to be at steady state, if the concentrations of all species in each element of the
reaction space (volume for a homogeneous reaction or surface for a heterogeneous reaction) do not change in
time. In general, such conditions are fulfilled in open systems, such as continuous tank and tubular reactors and
in flow circulation reactors. Grouping the reaction species in two categories – reaction intermediates in one, and
reactants (substrates) and products in another one – it can be stated, for reaction participants at a steady state,
that if a species enters an element of the reaction space, its concentration does not change with time, while
for intermediates, the production rate is equal to the consumption rate. Bodenstein proposed that there are
intermediates in chemical reactions that are present in “inferior” amounts, e.g. in much lower concentrations
than the major species in the mechanism. If this condition is met, the rate of change of the concentration of the
intermediate can be considered negligible. The application of the steady state approximation to heterogeneous
catalysis does not require that the surface concentrations are low, but implies that they do not essentially change
with time.

Another frequently used approximation in catalytic kinetics is the quasi-equilibrium approximation, which
implies that one step in a multistep catalytic reaction sequence is much slower than the other ones. In such
a case, the other steps can be considered as being close to the equilibrium, as their forward and backward
rates will be close to each other. The quasi-equilibrium approach, utilized very often, limits the description of
catalytic kinetics as it discards transient processes. It is, however, frequently used to obtain simplified and useful
expressions for reaction rates. Typically the surface reaction rate is assumed to be rate-limiting, whereas the
adsorption and desorption steps are presumed to be rapid. The approach should be supported by experimental
evidence obtained by measurements of the reaction and adsorption rates. In the case of complex reactions,
several steps are possible and a rigorous treatment is required comprising a multistep rate control, as the quasi-
equilibrium approach cannot be applied.
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6.3 Rate expressions

The rate equations depend heavily on the particular chemical case of interest. Typically, the process involves a
reaction between a large organic molecule and a much smaller reagent molecule (e.g. oxygen or hydrogen). In
this case, the overall rate is often controlled by the surface reaction step, whereas the adsorption and desorption
steps are assumed to be rapid. Further assumptions are needed concerning the details of the reactant adsorp-
tion. Both competitive and non-competitive adsorption models have been proposed and used to describe the
kinetics. A non-competitive adsorption model can be justified by the size difference of the reacting molecules.
A general overview of kinetic models is provided by [4] and [14], where also a semi-competitive adsorption
model is discussed. It has been successfully applied to sugar hydrogenation [15].

Some generalization of classical kinetic models is possible. For a bimolecular and reversible reaction A + B
= C + D, the rate takes the form of (Eq. 1).

𝑅 =
kinetic factor ⋅ driving force

(adsorption term)𝑛 (1)

where the adsorption term includes KACA, etc. for molecular adsorption or (KACA)1/2 for dissociative adsorp-
tion, and the power in denominator corresponds to the number of species in the rate determining steps, while
the driving force is (1 − CCCD)/(KeqCACB). The adsorption of molecules can be of a competitive nature, but
in cases when the molecules represent very different sizes, such as catalytic hydrogenation of organic compo-
nents, non-competitive adsorption is assumed. A rather general rate equation comprising the rate limitation by
the surface reaction step as well as both competitive and non-competitive adsorption can be written as (Eq. 2):

𝑟𝑗 =
𝑘𝑗 (∏ 𝐶𝛼𝑖

𝑖 − 𝐶𝛽𝑖
𝑖 /𝐾𝑗)

(∑ 𝐾𝑘𝐶𝛾𝑘
𝑘 + 1)

𝑚
(∑ 𝐾𝑙𝐶𝛿𝑙

𝑙 + 1)
𝑛 (2)

For competitive adsorption, either m = 0 or n = 0. Of course, rate equations of this kind should be derived case
by case, starting from a plausible mechanism.

Models with semi-competitive adsorption have been applied in the hydrogenation of aromatics and sugar
molecules [16]. The principle of semi-competitive adsorption is that the large organic molecules always leave
some empty space, i.e. vacant interstitial sites, where the smaller molecule (typically hydrogen and oxygen)
can adsorb. Compared to the classical model, the semi-competitive adsorption model includes one additional
parameter, namely the maximum coverage of the organic molecule [15].

The concept of semi-competitive adsorption of a large molecule and a smaller one implies that the maximum
coverage of the large molecule is less than one, and thus some interstitial sites always remain accessible for the
smaller molecule (such as hydrogen). For example, for irreversible catalytic hydrogenation of a large organic
molecule (A) with molecular hydrogen (H), the following rate equation can be derived for the rate control of
the surface reaction, (Eq. 3):

𝑟 =
𝑘𝐾𝐴𝐾𝐻𝐶𝐴𝐶𝐻𝛼 ((1 − 𝛼) 𝐾𝐴𝐶𝐴 + 1)

((1 − 𝛼) 𝐾𝐴𝐾𝐻𝐶𝐴𝐶𝐻 + 𝐾𝐴𝐶𝐴 + 𝐾𝐻𝐶𝐻 + 1)2
, (3)

where α is the maximum coverage of A (< 1). For the limit case α = 1 and the standard Langmuir-Hinshelwood
model is obtained from (Eq. 3). Generalizations of this concept are presented in literature [15, 16]. For highly
non-ideal systems, activities should be used in the rate equations instead of concentrations.

6.4 Qualitative reaction rate comparison: fixed bed against batch reactors

Theoretically, the modeling of an ideal plug flow reactor and an ideally mixed batch reactor is almost identical.
Similar mass balance equations can be used. The reaction time in the batch reactor corresponds to the space/-
time in the plug flow reactor. According to this analogy, the space/time represents a measure of how far the
observation point has moved following the flow. The situation demands adaptations when focusing on multi-
phase flow in trickle beds. Liquid flow occupies only a part of the pipe volume and this is typically accounted
for by introducing the liquid hold-up in the mass balances. The analogy still holds well if gas is abundantly
available to saturate the liquid. In theory, the intrinsic kinetics on the active metal sites of the catalyst is exactly
the same for both reactors, when exactly the same catalyst is used. The questions are whether all the reactants
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can reach the active sites and how active the sites are. Uneven liquid flow (resulting from too low liquid velocity,
too large particles or complex detailed geometry) is the key reason behind the deviations between the reaction
rates of trickle bed and batch reactors. Low flow velocities may allow mass transfer resistances to arise and can
also cause more severe local deactivation. In a fixed bed reactor, deactivation is location-dependent and often it
is at its strongest close to the feed inlets where the concentration is on top. The catalyst deactivation in a batch
reactor is much more uniform since all fluid elements face similar conditions. The main reasons discussed for
deviations are summarized in Figure 4.

Figure 4: Reasons for kinetic deviations between a fixed bed reactor and a slurry reactor [9].

6.5 Catalyst deactivation

Sooner or later, the deactivation of a heterogeneous catalyst takes place. Generally, there are multiple reasons
for it, but in our cases, the most probable reason was coking of organic reactant, which is well known to take
place at elevated temperatures. Coke simply blocks pores and reactants cannot reach the active sites. Typically,
the concentration curves show that after being initially fast, later on, the deactivation slows down and often
finally becomes hardly detectable. Then it can be modeled using the concept of final activity. An analytical
expression, (Eq. 4) is valid for first order power law kinetics. For cases following the Langmuir-Hinshelwood-
Hougen-Watson kinetics, a numerical solution is the only alternative, since coking can then only be expressed
with ordinary differential equations [9]. The equations are solved together with the dynamic mass balances. A
couple of equations, Eqs. (4) and (5), for the catalyst activity (a), are listed below.

Analytical expression:

𝑎 = 𝑎𝑓 + (𝑎0 − 𝑎𝑓 ) exp (−𝑘𝑑𝑡) (4)

Reactant concentration dependent deactivation:

−𝑑𝑎
𝑑𝑡 =

(𝑎 − 𝑎𝑓 ) 𝑘𝑑𝐶𝐴,𝐿

(1 + 𝐾𝐴𝐶𝐴,𝐿 + 𝐾𝐵𝐶𝐵,𝐿)
(5)

In practice, the reaction rate equations are corrected for the catalyst deactivation by multiplying them with the
activity factor (a). The deactivation rate parameter (kd) is temperature-dependent.

6.6 Truly intrinsic kinetics

Highly intensive mixing and very small catalyst particles are to be used to reveal truly intrinsic kinetics. An
isothermal semi-batch slurry reactor, equipped with an adjustable stirrer speed, is an exceptionally well-suited
device for that purpose. From these results, the truly intrinsic activation energies can also be obtained. Oth-
erwise, various kinds of mass transfer resistances (gas-liquid, liquid-solid or internal) may be rate-limiting.
Intrinsic kinetic rate constants depend typically far stronger on temperature than mass transfer coefficients.
Therefore, in cases where the reported activation energies are low, it is possible that some of the mass transfer
steps may be rate-limiting [4]. Since in many published reaction rate studies it is not absolutely clear, whether
or not the kinetics were truly intrinsic, the safe option is to take only the forms of the kinetic expressions from
literature.
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7 Mass and heat transfer effects

7.1 Mass transfer resistances

In Figure 5, the mass transfer effects present in a three-phase system are qualitatively illustrated. The figure
shows how the reactant concentration decreases due to mass transfer resistances along the way from bulk gas
down to the active sites within a porous catalyst particle. In order to react, a gas-phase compound has to go all
the way from the gas to liquid, from liquid to solid and finally penetrate inside the porous solid until it reaches
the active site. Gas-liquid and liquid-solid mass transfer is typically expressed by power laws of dimensionless
numbers. The steady state internal diffusion is described by an ODE.

Figure 5: Mass transfer steps in a three-phase fixed bed reactor [9].

7.2 Gas-liquid mass transfer

For rapid reactions, gas-liquid mass transfer may become rate-limiting if mixing is not intensive. This can hap-
pen especially when the partial pressure of the limiting gas reactant is low. Then an increase in operating
pressure may help, because it directly increases the solubility and thus the mass flux. Another way to increase
the partial pressure of the rate-limiting gas reactant is to increase its mass fraction in the gas feed. This cannot
always be done freely, since the explosive range may set limits to the maximum gas contents. Direct synthesis
of hydrogen peroxide serves as an example of this kind of behavior.

Gas-liquid mass transfer restrictions can be overcome by providing a large interfacial mass transfer area and
by using high superficial velocities to enhance the mass transfer. The liquid flows as a film on the surfaces of
the particles and, therefore, the mass transfer area depends strongly on particle sizes, shapes and roughness
of the external surfaces. For providing a reasonable residence time, the higher the superficial liquid velocity is,
the longer the required reactor should be. Another way to increase liquid flow is to use liquid circulation. It
suits best for a low yield system, the productivity of which is less sensitive to back-mixing.

When using gas-liquid mass transfer expressions from literature [10], in the range of very low superficial
velocities, the equations give very different values [19, 20]. Most of the given mass transfer correlations are
power laws of dimensionless numbers. Each dimensionless number represents either a geometric or a kind of
force ratio. General agreement concerning which dimensionless numbers to include is still lacking. Differences
can also clearly be seen in the values of gas and liquid flow exponents. If studies cover only a narrow temperature
range, the physical properties can be treated as constants. Then superficial gas and liquid velocities become the
only variables on which the mass transfer coefficients depend. Gas-liquid mass transfer does not easily become
a limiting factor for dilute systems when the intrinsic reaction rates are low.

Mass transfer coefficient correlations are given in a review [10]. One typical gasliquid mass transfer correla-
tion especially for the low interaction regime is given in (Eq. 6). The united gas-liquid mass transfer coefficient
is expressed as a function of various dimensionless numbers, characteristic particle dimension and molecular
diffusivity. The example equation is given in the following form:

𝑘𝑙𝑎𝑑2𝐾
𝐷𝐴,𝐿

= 2.8 ⋅ 10−4(𝑋1/4
𝐺 𝑅𝑒1/5𝐿 𝑊𝑒1/5𝐿 𝑆𝑐1/2𝐿 𝐺𝑒𝑜1/4)3.4 (6)

𝑋𝐺 =
𝑤𝐺√𝜌𝐺

𝑤𝐿√𝜌𝐿
(7)

13

http://rivervalleytechnologies.com/products/


Au
to

m
at

ica
lly

ge
ne

ra
te

d
ro

ug
h

PD
Fb

yP
ro

of
Ch

ec
kf

ro
m

Ri
ve

rV
al

le
yT

ec
hn

ol
og

ie
sL

td
Kilpiö et al. DE GRUYTER

𝑅𝑒𝐿 =
𝜌𝐿𝑤𝐿𝑑𝑝

𝜇𝐿
(8)

𝑊𝑒𝐿 =
𝜌𝐿𝑤2

𝐿𝑑𝑝
𝜎 (9)

𝑆𝑐𝐿 = 𝜇𝐿
𝜌𝐿𝐷𝐴,𝐿

(10)

𝐺𝑒𝑜 = 𝑎𝑣𝑑𝑘
1 − 𝜀𝐵

(11)

Lockhardt Martinelli ratio, Reynolds, Weber, and Schmidt numbers of liquid and finally a geometric ratio (rep-
resenting the catalyst properties) are used to calculate the united mass transfer coefficient (kla), Eqs. (7)–(11).
The gas-liquid mass transfer coefficient depends on the diffusivity of the compound in question.

Gas-liquid mass transfer rates for a reactive and a non-reactive system differ from each other [21]. For a
reactive system, rates are higher than for a corresponding absorption system. The reason behind the difference
is probably the presence of stagnant liquid zones. In the case of absorption, these zones become saturated
with gas. The saturation does not take place in a reactive system so easily because the reaction consumes the
dissolved gas reactant.

7.3 Liquid-solid mass and heat transfer

Liquid-solid mass transfer depends on local liquid velocities and, therefore, in a trickle bed, it may become
restricting especially in the places where liquid flows slowly. Correlations for liquid-solid mass transfer co-
efficients are provided in literature. The general principle for the correlations currently available is that the
liquid-solid mass transfer coefficient for the liquid film surrounding the solid catalyst particles depends on the
Reynolds (Re) and Schmidt (Sc) numbers [4], Eqs. (12)–(15). From these dimensionless numbers, the Sherwood
(Sh) number is calculated and the liquid-solid mass transfer coefficient (k) is obtained:

𝑆ℎ = 𝐴 + 𝐵𝑅𝑒𝛼
𝐿𝑆𝑐𝛽

𝐿 , (12)

𝑆ℎ =
𝑘𝐿𝑑𝑝
𝐷𝑖,𝐿

, (13)

𝑅𝑒𝐿 =
𝜌𝐿𝑤𝐿𝑑𝑝

𝜇𝐿
, (14)

𝑆𝑐 = 𝑣𝐿
𝐷𝑖,𝐿

. (15)

In an analogous manner, the heat transfer coefficient (h) for the liquid film can be calculated; the Nusselt number
(Nu) is obtained from the Reynolds (Re) number and the Prandtl number (Pr), Eqs. (16)–(19):

𝑁𝑢 = 𝐴 + 𝐵𝑅𝑒𝛼𝑃𝑟𝛽, (16)

𝑁𝑢 =
ℎ𝐿𝑑𝑝
𝜆𝐿

, (17)

𝑅𝑒 =
𝑤𝐿𝑑𝑝

𝑣𝐿
=

𝑤𝐿𝑑𝑝𝜌𝐿
𝜇𝐿

, (18)

𝑃𝑟 =
𝑐𝑝,𝐿𝜇𝐿

𝜆𝐿
. (19)

Coefficient A corresponds to the situation of stagnant flow and has a value around 2. The other parameters are
of empirical character, typically α = 0.6−0.7; 𝛽 = 1

3 . Coefficient B is close to 1.
Liquid-solid mass and heat transfer can depend a lot also on the pre-wetting procedure. This supports the

finding that, if by initial wetting, the extent of channeling can be decreased; the generated flow fields will also
remain to stay.
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7.4 Internal diffusion – pore diffusion

The reaction rates are at their highest close to the feed entrance when the liquid feed stream is saturated with
the gas reactants. Especially there, the reactants may not be able to diffuse as fast as the reactions could consume
them and internal diffusion may become rate-limiting.

Small particles can be used in laboratory-scale trickle beds, because there they do not generate a high pres-
sure drop. In large-scale operation, the pressure drop is an operating cost to be minimized. The use of small
particles cannot be afforded then, and under these circumstances the particle shape becomes the primary factor
with which to increase the surface-to-volume ratio [5].

By having particles with a high surface area-to-volume ratio, the importance of internal mass transfer re-
sistance can be reduced. According to open literature [1], the most common regular shapes are spheres, cubes,
hollow cubes, cylinders, hollow cylinders, four holes cylinders, single rings, cross webs, grooved cylinders, Pall
rings, Intalox saddles and Berl saddles. One surface-to-volume ratio comparison study is reported for particles
originating from a cylindrical structure. Discs, cylindrical extrudates, quadrulopes, rings, hollow extrudates,
wagon wheels and miniliths had the surface area-to-volume ratio in increasing order. The ratio for the miniliths
went up to 20. Various catalyst suppliers have also special geometries that, compared to cylinders, provide a
manifold external surface-to-volume ratio.

The length of the diffusion path is another factor that directly determines the severity of internal mass trans-
fer resistance. Short diffusion paths are highly desirable. They can be obtained in two ways: by well-selected
particle geometry or by locating the active sites close to the external surface of the particles. In order to deter-
mine the severity of the internal diffusion, the effective diffusivity needs to be known. The most common way
to calculate its value is to start from molecular diffusivities in liquid and make a simple porosity and tortuosity
correction [4, 7].

7.5 Effectiveness factors for particles

The aim of an internal diffusion and heat conduction study is to determine the effectiveness factor for each
component. It is a direct measure that tells how well the active sites of a catalyst particle are in use [4, 6]. If the
diffusion is rapid and provides reactants to active sites so that the surface concentrations prevail everywhere,
effectiveness factor is 1. Effectiveness factors are calculated because they are directly comparable for different
particle geometries while internal concentration profiles are not. The effectiveness factor is defined as:

𝜂𝑒,𝑖 =
∫𝑉𝑝
0 𝑟𝑖,𝑥 𝑑𝑉
𝑟𝑖,𝑆𝑉𝑝

. (20)

(Eq. 20) tells that the effectiveness factor is obtained by integrating the rate obtained from the concentration
profiles in the porous catalyst particle.

8 Physical properties of gas mixtures and solutions

The operating conditions (T, p), and the composition determine the physical properties of gas and liquid mix-
tures. When studying new reaction systems (multi-component mixtures at specified process conditions), the
odds are frequently in favor of not finding exact values directly from open literature.

8.1 Density and viscosity

The proper approaches are either to use extrapolation or to take values from a resembling mixture. For extrap-
olation and interpolation of highly nonlinear liquid viscosities, one can use the functions from Properties of
Gases and Liquids [22]. For estimates of viscosity, at least at two temperatures are required. The viscosities of a
resembling mixture can also be taken as a starting point of extrapolation. Resembling organic compounds are
the ones that have nearly the same chain length and contain similar functional groups. Linear extrapolation and
interpolation work well for liquid densities. The most reliable way is experimental determination of unknown
densities and viscosities.
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8.2 Diffusivity

In the review of [23], several correlation equations were proposed and compared for liquid-phase diffusivity.
Most of the correlations are based on the original Stokes and Einstein equation, where for practical purposes the
radius of the solute molecule can be replaced by the molar volume of the solute. The Wilke-Chang equation has
been favorably compared to other expressions; it has become popular [24]. Diffusivity of a component is mainly
dependent on the molecule size, temperature and solvent viscosity. Some common correlations are listed below
(A = solute, B = solvent).

Wilke-Chang (Eq. 21):

𝐷0
𝐴,𝐵/ (m2/s) =

1.2 ⋅ 10−16 ⋅ (𝜙𝑀𝐵/ (kg/kmol))0.5 (𝑇/𝐾)
(𝜇𝐵/Pa s) (𝑉𝐴/ (m3/kmol))0.6

. (21)

Scheibel equation for organic solvents (Eq. 22):

𝐷0
𝐴,𝐵/ (m2/s) = 8.2 ⋅ 10−16 (𝑇/𝐾)

(𝜇𝐵/Pa s) (𝑉𝐴/ (m3/kmol))1/3
⎛⎜⎜
⎝
1 + ⎛⎜

⎝

3 (𝑉𝐵/ (m3/kmol))
(𝑉𝐴/ (m3/kmol))

⎞⎟
⎠

2/3
⎞⎟⎟
⎠

. (22)

Reddy and Doraiswamy equation for water as the solute in various solvents (Eq. 23):

𝐷0
𝐴,𝐵/ (m2/s) = 𝛽

(𝑇/𝐾) (𝑀𝐵/ (kg/kmol))0.5

(𝜇𝐵/Pa s) ((𝑉𝐴/ (m3/kmol) (𝑉𝐵/ (m3/kmol))1/3 ��
,

𝛽 = 10 ⋅ 10−17, 𝑉𝐵/𝑉𝐴 < 1.5, 𝛽 = 8.5 ⋅ 10−17, 𝑉𝐵/𝑉𝐴 ≥ 1.5.

(23)

Fedors equation for viscous liquids, (Eq. 24):

𝐷0
𝐴,𝐵/ (m2/s) = 4.5 ⋅ 10−15 (𝑇/𝐾)

(𝜇𝐵/Pa s)

⋅
(𝑉𝐵𝑐/ (m3/kmol) − 𝑉𝐵/ (m3/kmol))3/2

(𝑉𝐵𝑐/(m3/kmol)4/3(𝑉𝐴𝑐/ (m3/kmol) − 𝑉𝐴/ (m3/kmol))1/2 �
.

(24)

Many of the equations demand an estimate of molar volume of the solute and the solvent at the normal boiling
point, which is not always easy to get, but it can be estimated from atomic increments. For polar components,
the value of association factor is uncertain in the Wilke-Chang equation. Diffusivity in a highly viscous solution
becomes low. Higher temperatures improve the diffusivities for two reasons: through the direct effect of tem-
perature; and through the effect of temperature on viscosity. A critical comparison of 13 different correlations
for liquid viscosities is provided by [23].

Infinite dilution diffusivities can be used for the cases in which the solutions are dilute. For high-yield
systems, the diffusivity in an infinite dilution cannot directly be used, because the diffusivities in liquid-phase
are basically concentration-dependent. The concentration dependency of the liquid diffusivity can be estimated
from the (Eq. 25) [25]:

𝐷𝐴,𝐵 = (𝐷0
𝐴,𝐵)𝑥𝐵(𝐷0

𝐵,𝐴)𝑥𝐴𝛼. (25)

The thermodynamic activity correction (α) is not demanded if the product and reactant have almost similar
chain lengths and infinite dilution diffusivities are not far away from each other. For solvent mixtures (m), the
individual diffusivities of the solute can be estimated from the (Eq. 26) [26]:

𝐷𝐴𝑚𝜇0.8
𝑚 = ∑ 𝑥𝑖𝐷0

𝐴𝑖𝜇0.8
𝑖 . (26)
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8.3 Gas solubility

Gas solubilities are required for the evaluation of gas-liquid mass transfer fluxes. Although solubilities can be
estimated from thermodynamic theories, a direct experimental approach is preferred. Henry’s law is the stan-
dard way of describing the solubilities of sparingly soluble gases in liquids. Temperature-dependent empirical
correlations for solubilities of many gases are available [27]. In the presence of electrolytes, the salting-out effect
should be included (preferably according to the theory in [28]).

8.4 Thermal conductivity

Whenever an excessive amount of heat is generated and the reaction rates are temperature-dependent, a simul-
taneous solution of heat and mass balances is required. Conduction, convection and dispersion are the ways
in which heat transfers. Since the conductivities of each phase may differ greatly from each other, the detailed
heat conduction geometry becomes very complex and it is not included in the modeling. Instead, an effective
conductivity for particles or the whole bed is used to simplify the conduction modeling. The effective conduc-
tivity within particles has often been expressed to be a function of the particle porosity and the conductivities
of solid and liquid [29]. Effective conductivity of the whole bed must include the effect of gases as well.

Provided that the conductivity of the catalyst is close to the conductivity of the liquid, an average thermal
conductivity works well in the calculation of heat transfer within particles. For regularly shaped particles, it
allows the use of simple geometry, although the particles are porous and pore structures may be very complex.
The assumption is that the pores are completely filled with liquid. Generally, within particles, most of the heat is
conducted through the better conducting material. When metalbased supports are used, the conductivity of the
support material may be superior to that of liquid. In some cases, however, the support is of a low-conductivity
material (e.g. active carbon) and the conduction in the liquid dominates.

The bed conductivity is a function of the fluid conductivity, the solid conductivity and the bed void fraction
as shown below ((Eq. 27)):

𝜆𝐵 = 𝜆𝐹(𝜆𝑆/𝜆𝐹)(1 − 𝜀𝐵). (27)

The effective conductivity is between dry and wet bed conductivities. Superficial velocities of liquid and gas
have been observed to have an impact on the effective thermal conductivity. However, in lab-scale packed bed
reactors under the low flow interaction regime, practically no promotion of effective conductivity by fluid flows
is to be expected.

8.5 Reaction enthalpy

Heats of formation of individual components can be used as a basis when evaluating the reaction enthalpies.
Another option is to use group contribution methods. Again, one potential alternative is to use heats of forma-
tions of resembling compounds.

9 Liquid flow effects

The phenomena related to liquid flow are summarized in Figure 6.
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Figure 6: Flow-related phenomena in fixed beds [9].

9.1 Qualitative flow arrangement comparison

The co-current downward flow arrangement is the most typical selection for trickle bed reactors. Liquid flows
down the external surfaces of the particles selecting freely flow paths of least resistance. Stagnant zones in
between the particles may be generated. Compared to upward liquid flow arrangement, the advantages of a
downward liquid flow are a lower extent of back-mixing and a lower pressure drop, whereas the disadvantage
is a lower liquid hold-up (shorter mean residence time).

In the downward operating mode, liquid takes multiple paths of the lowest resistance, thus generating a
residence time distribution. The stagnant liquid zones may produce a tail in this distribution. In a shallow
reactor equipped with a fine feed distributor, the distribution becomes narrow. Channeling and catalyst by-
passing can be avoided in lab-scale operation. In a lab-scale reactor, complete wetting can be approached by
the combined effect of the fine sand bed feed distributor and the initial flooding procedure.

9.2 External wetting of the catalyst

Correlations are available to predict the external wetting efficiency [30]. The correlations are of a semi-empirical
nature and they include parameters, the values of which have been optimized using original data. The correla-
tions show correct trends and tendencies, but should be regarded as only indicative when starting to model a
new system. The wetting efficiency is strongly liquid flow dependent. When parts of the external particle sur-
face remain dry, it means that all the active sites in the pores of the dry section become unreachable to liquid
reactants. The external wetting efficiency thus directly influences the catalyst effectiveness factor. In literature,
incomplete wetting is discussed for most typical regular geometries, spherical and cylindrical shapes [31, 32],
respectively.

9.3 Radial flow

Laboratory-scale trickle bed reactors operate quite close to the plug flow conditions. This means that the major
concentration gradients are observed in the axial direction. Therefore, in mass balance based models the radial
direction is frequently excluded. An experimental study of radial mass distribution in a larger scale reactor has
been reported. There, the reactor bottom was divided into multiple annuli-shaped sections, and the liquid flow
from each section was measured. This way the wall flow and its’ fraction of the total volume flow could be
revealed. Wall flow effect is especially strong when the particle-to-reactor diameter ratio is not small enough.
Particle shapes and physical properties of the fluids are among the other factors determining the extent of wall
flow. The wall flow effect is reduced when the liquid surface tension is low and when the liquid density is high
[12].
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9.4 Pressure drop

The two-phase pressure drop can be calculated with the general pressure drop equation for a single gas-phase
flow by using a two-phase flow friction factor, (Eq. 28). A collection of pressure drop correlations is given in a
trickle bed review article [10]. As a selected example, Larachi’s equation for the friction factor, (Eq. 28), is given
below:

𝑓 = 1

(𝑋𝐺(𝑅𝑒𝐿𝑊𝑒𝐿)1/4)
3/2

⎛⎜⎜⎜
⎝
31.3 + 17.3

√𝑋𝐺(𝑅𝑒𝐿𝑊𝑒𝐿)1/4
⎞⎟⎟⎟
⎠

, (28)

𝑋𝐺 =
𝑤𝐺√𝜌𝐺

𝑤𝐿√𝜌𝐿
, (29)

𝑅𝑒𝐿 =
𝜌𝐿𝑤𝐿𝑑𝑝

𝜇𝐿
, (30)

𝑊𝑒𝐿 =
𝜌𝐿𝑤2

𝐿𝑑𝑝
𝜎 , (31)

The friction factor depends on the Lochardt-Martinelli ratio as well as the Reynolds and Weber numbers of
the liquid, Eqs. (28)–(31). The use of this equation is straight-forward. The real challenge is how to estimate
all the physical properties under true process conditions. Especially, the surface tensions are often missing
for multi-component systems. The equation above is tailor-made for the low interaction regime. If superficial
flow velocities are low and the reactor short, the pressure drop becomes only a small fraction of the operating
pressure. The pressure drop can also result in a decrease in productivity by indirectly lowering the partial
pressure of the gas reactant.

More precise pressure drop estimates can possibly be obtained for a regular geometry by solving the mass
and momentum balances simultaneously using CFD. For various flow regimes, a collection of semi-empirical
pressure drop correlations is given in [10]. In one study [33], an extensive two-phase pressure drop database
was used for teaching a neural network and in that way to obtain a semi-empirical model for pressure drops.
The pressure drop then became a function of both gas and liquid Reynolds numbers, the Galileo number of
liquid, densities, superficial velocities and mean residence times in both phases, porosity of the bed, liquid
hold-up and length of the reactor, Eqs. (32)–(37) and the single phase pressure drop of liquid, which can be
evaluated with Ergun equation (Eq. 38). All these variables are practically attainable. The equations are listed
below:

𝜓𝐿 = Δ𝑝/Δz
𝜌𝐿𝑔 + 1 = (𝜀𝐵

𝜀𝐿
)
3

⎛⎜
⎝

( 𝐸1𝑅𝑒𝐿
(1 − 𝜀𝐵) 𝐺𝑎𝐿

) + ⎛⎜
⎝

𝐸2𝑅𝑒2𝐿
(1 − 𝜀𝐵)2𝐺𝑎𝐿

⎞⎟
⎠

⎞⎟
⎠

, (32)

𝜓𝐺 = Δ𝑝/Δz
𝜌𝐺𝑔 + 1 = ( 𝜀𝐵

𝜀𝐵 − 𝜀𝐿
)
3

⎛⎜
⎝

( 𝐸1𝑅𝑒𝐺
(1 − 𝜀𝐵) 𝐺𝑎𝐺

) + ⎛⎜
⎝

𝐸2𝑅𝑒2𝐺
(1 − 𝜀𝐵)2𝐺𝑎𝐺

⎞⎟
⎠

⎞⎟
⎠

, (33)

𝜓𝐿 = 1 + 𝜌𝐺
𝜌𝐿

(𝜓𝐺 − 1) ; (34)

𝑅𝑒𝐿 =
𝜌𝐿𝑤𝐿𝑑𝑝

𝜇𝐿
, (35)

𝐺𝑎𝐿 =
𝜌𝐿𝑔𝑑3𝑝𝜀3𝐵

𝜇2
𝐿 (1 − 𝜀𝐵) , (36)

𝐺𝑎𝐺 =
𝜌𝐺𝑔𝑑3𝑝𝜀3𝐵

𝜇2
𝐺 (1 − 𝜀𝐵) , (37)
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𝐸1, 𝐸2 = constants of the Ergun equation.

The Ergun equation (single phase pressure drop):

Δ𝑝
Δ𝑧 = 𝐸1

𝜇𝐿𝑚̇𝐿
𝑔𝜌𝐿𝑑𝑝

(1 − 𝜀𝐵)
𝜀3𝐵

+ 𝐸2
𝑚̇𝐿

𝑔𝜌𝐿𝑑𝑃

(1 − 𝜀𝐵)
𝜀3𝐵

. (38)

9.5 Liquid saturation (hold-up)

Perhaps the most natural way to specify the volumetric reaction rates is to express them on total external liquid
hold-up basis. The capillary-liquid does not flow and is therefore not included. The liquid hold-up depends on
the superficial liquid and gas velocities, the physical properties of the fluids and the properties of the bed and
particles. For a new application, new parameter optimization is recommended.

The most popular liquid hold-up expressions are power laws of dimensionless numbers. Each dimension-
less number is either an aspect ratio or ratio of characteristic forces faced by the liquid volume element. These
ratios determine how much liquid is held in a fixed bed. Power laws are popular because they are practical,
mathematically well-behaving functions and they are also scientifically acceptable. After all, it is true that forces
generate the flows. The liquid hold-up correlations given here are taken from an extensive review article [10].
The liquid saturation (volume fraction of non-capillary liquid) equations are Eqs. (39)–(42):

Kohler-Richard equation (Eq. 39) [34]:

𝛽𝑛𝑐 = 0.71⎛⎜
⎝

𝑎𝑣𝑑𝑝
𝜀𝐵

⎞⎟
⎠

0.65
⎛⎜
⎝

𝜌2𝐿𝑔𝑑3𝑝
𝜇2

𝐿

⎞⎟
⎠

−0.42
⎛⎜
⎝

𝜌𝐿𝑤𝐿𝑑𝑝
𝜇𝐿

⎞⎟
⎠

0.53
⎛⎜
⎝

𝜌𝐺𝑤𝐺𝑑𝑝
𝜇𝐺

⎞⎟
⎠

−0.31

. (39)

Ellman equation, (Eq. 40) [35]:

log (𝛽𝑛𝑐) = −0.42𝑋0.24
𝐺 𝑅𝑒0.14𝐿 ( 𝑎𝑣𝑑𝐾

1 − 𝜀𝐵
)

−0.163
. (40)

Wammes equations, Eqs. (41) and (42) [36], valid for low interaction regime, ReL < 11, and no gas flow:

𝛽𝑛𝑐 = 16.3⎛⎜
⎝

𝜌𝐿𝑤𝐿𝑑𝑝
𝜇𝐿

⎞⎟
⎠

0.36
⎛⎜
⎝

𝜌2𝐿𝑔𝑑3𝑝
𝜇2

𝐿

⎞⎟
⎠

−0.39

, (41)

𝛽𝑛𝑐 = 3.8⎛⎜
⎝

𝜌𝐿𝑤𝐿𝑑𝑝
𝜇𝐿

⎞⎟
⎠

0.55
⎛⎜
⎝

𝜌2𝐿𝑔𝑑3𝑝
𝜇2

𝐿
(1 + Δ𝑝

𝜌𝐿𝑔Δ𝑧)⎞⎟
⎠

−0.42
⎛⎜
⎝

𝑎𝑣𝑑𝑝
𝜀𝐵

⎞⎟
⎠

0.65

. (42)

Physical properties of fluids are more strongly temperature and less strongly pressure dependent (gas density
being the exception). The liquid hold-up becomes simply a function of superficial velocities in nearly isother-
mally operating short reactors with a negligible pressure drop. The most strongly temperature dependent phys-
ical property is the liquid viscosity and change in it is the main reason why the liquid saturation depends on
temperature. High hold-ups (with same bed volume fraction) are obtained with viscous liquids using small
particles having rough surfaces.

In the first liquid saturation expression, (Eq. 39), the terms on the right hand side are the catalyst property
term, one kind of Galileo number and Reynolds numbers of liquid and gas. This equation has five parameters.
At a constant temperature and pressure, this equation becomes a function of superficial velocities of liquid and
gas only and then the total number of parameters is reduced to three. Since new reaction systems and operation
conditions differ from the original ones, the original values are only indicative.

The liquid hold-up has been studied at very low liquid and gas velocities [37]. For their system, the liquid
saturation became a function of mainly the Reynolds number of liquid and the particle-to-reactor diameter
ratio. The total hold-up turned out to be almost constant, 0.4, and the static hold-up 0.1.

With CFD, there are two ways for modeling the liquid holdup. The first one is to model it with the porous
media concept (without giving the detailed geometry at all), and the other is a free surface model based on
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giving the detailed geometry. The porous media concept has been reported to be successfully utilized for eval-
uating the total liquid hold-up and the pressure drop in the bed [38]. CFD with a simplified geometry as an
input and a free surface model is the most sophisticated and heaviest computational way to treat flow phenom-
ena and could in principle be used for calculating the liquid hold-up (Lopes et al. 2007) for a bed packed with
equal-sized spheres. This kind of modeling suits best for cases where particles have regular shape and flow is
laminar. When catalyst particles are sieve fractions of crushed particles, no simple geometry exists. CFD, while
being highly successfully applied in single-phase applications, is still struggling in multi-phase applications.
The tolerances easily obtainable for a single-phase flow are hard to reach in multi-phase applications.

10 Reactor modeling steps

10.1 Overview

An overview of the model development stage is given in Figure 7. The model development progresses gradually
from simpler cases to more advanced ones. The verification task aims at checking that the individual parts of
the program code work reliably.

Figure 7: Modeling steps of laboratory-scale fixed bed reactors [9].

10.2 Selected modeling policy

When developing three-phase fixed bed reactor models, lots of phenomena are simultaneously present, and
one has to make simplifications and decisions on how detailed one should be. In our modeling, decisions were
made not to deeply progress into details of particle technology and fluid dynamics.

10.3 Studies of simplified reaction systems

Our modeling study of the direct synthesis of hydrogen peroxide shows how sometimes it is possible to study
the intrinsic kinetics of a simplified reaction system separately. Direct decomposition and total decomposition
reactions could be studied separately from other reactions. This allowed one to determine the hydrogen per-
oxide decomposition parameters independently and to divide the extensive parameter estimation to smaller
sub-tasks.

10.4 Ways how to rule out phenomena by experimental design

By proper selections of process conditions and reactor set-up, most heat and mass transfer related phenomena
can be ruled out in preliminary studies. For example, by deciding to work with dilute concentrations and a
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short reactor, the effects of adsorption terms in the reaction equation can be suppressed. As a bonus, the effects
of heat and mass transfer become suppressed as well. The effect of internal diffusion can be suppressed by
using small catalyst particles. The intrinsic kinetics are revealed by studying them in a slurry reactor equipped
with intensive mixing. The effects of impurities are avoided by working with pure solutions. Criteria of how
to avoid the generation of serious temperature gradients have been presented in literature [8]. The severity of
temperature effects directly depends on catalyst loading. The temperature gradients can be reduced by dilut-
ing the catalyst bed with inert particles. Internal heat transfer effects can be reduced in trickle bed operation by
selecting to work with smaller particles, although at the expense of an increased pressure drop. By having sup-
port materials of high thermal conductivity, the bed works more isothermally. A common practice, especially
in preliminary laboratory tests and catalyst screening studies, is to work with dilute streams – also to suppress
temperature gradients.

10.5 Sensitivity studies

Sensitivity studies are performed for two reasons: first, in order to test and make sure that the program can
operate reliably in broad ranges of variables; and, second, to get a feeling of how the system behaves and reacts
to individual parameter changes.

11 Balances for the generic three-phase fixed bed model

11.1 Mass balances for gas, liquid and solid phases

The general model equations presented here are suitable for calculations of the time-dependent concentrations
of all compounds and temperature at each location inside a trickle bed reactor. In particular, three different
locations are taken into account: axial and radial position inside the reactor and position within each particle
in every location of the packing. The compressed mass balances of the components in gas and liquid, here
presented for fluid, are given in (Eq. 43). This mass balance states that the accumulation is a net effect of gas-
liquid mass transfer, convection, axial and radial dispersion and finally the mass flux to/from the particles
(the last term is usually present only for liquid balances). This last term is necessary because the reactions are
assumed to take place here within the solid catalyst particles.

𝜀𝐹
𝜕𝐶𝑖,𝐹

𝜕𝑡 = ± 𝐽𝐺𝐿 −
𝜕 (𝑤𝐹𝐶𝑖,𝐹)

𝜕𝑧 + 𝜀𝐹𝐷𝑧,𝐹
𝜕2𝐶𝑖,𝐹

𝜕𝑧2

� + 𝜀𝐹𝐷𝑟,𝐹 ⎛⎜
⎝

𝜕2𝐶𝑖,𝐹
𝜕𝑟2 + 1

𝑟
𝜕𝐶𝑖,𝐹

𝜕𝑟
⎞⎟
⎠

−
𝐷𝑒,𝑖𝑠
𝑅𝑝

𝜕𝐶𝑖,𝑆
𝜕𝑟𝑝

∣∣∣∣𝑟𝑝 = 𝑅𝑝

(43)

The mass balance for the solid phase, (Eq. 44) states that the accumulation of each component depends on the
internal diffusion and reaction terms. The equations demand the effective diffusivities and rate equations to be
known for each component. The adjustable surface shape factor, together with well-defined characteristic par-
ticle dimension, are required for taking the particle geometry into account. The shape factor, s, for an arbitrary
geometry can be estimated using (Eq. 45).

𝜕𝐶𝑖,𝑠
𝜕𝑡 =

𝐷𝑒,𝑖
𝜀𝑝

⎛⎜
⎝

𝜕2𝐶𝑖,𝑠
𝜕𝑟2𝑝

+ 𝑠
𝑟𝑝

𝜕𝐶𝑖,𝑠
𝜕𝑟𝑝

⎞⎟
⎠

+ 𝜌𝑐𝑎𝑡 ⋅ ∑ ⎛⎜
⎝

𝑣𝑖,𝑗𝑟𝑖,𝑗
𝜀𝐹
𝜀𝑝

⎞⎟
⎠

(44)

s + 1 = ⎛⎜
⎝

𝑅𝑝 ⋅
𝐴𝑝
𝑉𝑝

⎞⎟
⎠

(45)

11.2 Energy balances for gas-, liquid- and solid phases

The energy balances for fluids (gas and liquid), (Eq. 46), state that the heat accumulation is the consequence
of convective heat flux, heat conduction to axial and radial directions, heat fluxes caused by axial and radial
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dispersion, and the heat flux from the particles (last term for liquid only). Among the key parameters for a
correct description of temperature fields inside the reactor are the effective conductivities to the radial and
axial direction of the reactor tube. Since three phases are involved in heat conduction, it is always a challenge
to find well representative values for trickle beds.

𝜕𝑇𝐹
𝜕𝑡 = ±𝐻𝐺𝐿

𝜀𝐹𝜌𝐹𝑐𝑝,𝐹
− 𝜕 (𝑤𝐹𝑇𝐹)

𝜕𝑧 + ⎛⎜
⎝

𝜆𝑧,𝐹
𝜀𝐹𝜌𝐹𝑐𝑝,𝐹

+ 𝐷𝑧,𝐹⎞⎟
⎠

⋅ 𝜕2𝑇𝐹
𝜕𝑧2

� + ⎛⎜
⎝

𝜆𝑟,𝐹
𝜀𝐹𝜌𝐹𝑐𝑝,𝐹

+ 𝐷𝑟,𝐹⎞⎟
⎠

(𝜕2𝑇𝐹
𝜕𝑟2 + 1

𝑟
𝜕𝑇𝐹
𝜕𝑟

) −
𝜆𝑝𝑠

𝑅𝑝𝜀𝐹𝜌𝐹𝑐𝑝,𝐹

𝜕𝑇𝑆
𝜕𝑟𝑝

∣∣∣∣𝑟𝑝 = 𝑅𝑝

.
(46)

The energy balance of the solid phase, (Eq. 47), states that heat accumulation is the net result of heat conduction
to characteristic direction and heat generation by reactions. Here the challenge is to estimate the effective particle
conductivity, to select representative values for characteristic particle radius and surface shape factor and to
have an accurate description of the reaction kinetics.

𝜕𝑇𝑠
𝜕𝑡 =

𝜆𝑝
𝜌𝑐𝑎𝑡𝑐𝑝,𝑠

⎛⎜
⎝

𝜕2𝑇𝑠
𝜕𝑟2𝑝

+ 𝑠
𝑟𝑝

⋅ 𝜕𝑇𝑠
𝜕𝑟𝑝

⎞⎟
⎠

+ 1
𝑐𝑝,𝑠

𝜀𝐹
𝜀𝑝

(∑ 𝑟𝑗 (−Δ𝐻𝑟)) . (47)

11.3 Boundary conditions

Since the system consisted of a collection of PDEs, it became crucially important to define proper initial and
boundary conditions. Boundary conditions are listed in full details in Eqs. (48)–(67).

�𝐶𝑖,𝐹∣𝑧 = 0 = 𝐶𝐼𝑁
𝑖,𝐹 , (48)

�𝑇𝐹∣𝑧 = 0 = 𝑇𝐼𝑁
𝐹 , (49)

�𝜕𝐶𝑖,𝐹
𝜕𝑧 ∣

𝑧 = 𝐿
= 0, (50)

�𝜕𝑇𝐹
𝜕𝑧 ∣

𝑧 = 𝐿
= 0, (51)

�𝜕𝐶𝑖,𝐹
𝜕𝑟 ∣

𝑟 = 0
= 0, (52)

�𝜕𝑇𝐹
𝜕𝑟 ∣

𝑟 = 0
= 0, (53)

�𝜕𝐶𝑖,𝐹
𝜕𝑟 ∣

𝑟 = 𝑅
= 0, (54)

−𝑘𝑟 ⋅ �𝜕𝑇𝐹
𝜕𝑟 ∣

𝑟 = 𝑅
= ℎ𝑤 ⋅ ( �𝑇𝐹∣𝑟 = 𝑅, − 𝑇𝑊) (55)

�𝐶𝑖,𝑠∣𝑧 = 0 = 𝐶𝐼𝑁
𝑖,𝑠 , (56)

�𝑇𝑠∣𝑧 = 0 = 𝑇𝐼𝑁
𝑠 , (57)
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�𝜕𝐶𝑖,𝑠
𝜕𝑧 ∣

𝑧 = 𝐿
= 0, (58)

�𝜕𝑇𝑠
𝜕𝑧 ∣

𝑧 = 𝐿
= 0, (59)

�𝜕𝐶𝑖,𝑠
𝜕𝑟 ∣

𝑟 = 0
= 0, (60)

�𝜕𝑇𝑠
𝜕𝑟 ∣

𝑟 = 0
= 0, (61)

�𝜕𝐶𝑖,𝑠
𝜕𝑟 ∣

𝑟 = 𝑅
= 0, (62)

−𝑘𝑟 ⋅ �𝜕𝑇𝑠
𝜕𝑟 ∣

𝑟 = 𝑅
= ℎ𝑤 ⋅ ( �𝑇𝑠∣𝑟 = 𝑅 − 𝑇𝑤) , (63)

�𝜕𝐶𝑖,𝑠
𝜕𝑟𝑝

∣∣∣∣𝑟𝑝 = 0
= 0, (64)

�𝜕𝑇𝑠
𝜕𝑟𝑝

∣∣∣∣𝑟𝑝 = 0
= 0, (65)

�𝐶𝑖,𝑠∣𝑟𝑝 = 𝑅𝑝
= 𝐶𝑖,𝐹, (66)

�𝑇𝑠∣𝑟𝑝 = 𝑅𝑝
= 𝑇𝐹. (67)

Boundary conditions are the feed concentrations and temperature at the reactor inlet, axial derivatives of con-
centrations and temperature at zero at the reactor outlet, radial derivatives of concentration and temperature
as zero at reactor center due to symmetry and at the reactor wall concentration derivatives as zero and only
heat flux to jacket. Concerning the particles, the boundary conditions are liquid concentrations and liquid tem-
perature at the surface, zero derivative of both concentration and temperature in the center of the particles
due to symmetry. At the reactor outlet, they are called Danckwerts closed boundary conditions. Reactor inlet
boundary conditions are plug flow conditions due to downward gravity driven feed flows.

11.4 Sub-model examples

The model equations can be considered to be general for trickle bed reactors, because by switching on/off
several parameters or terms, it is possible to describe a wide range of sub-models. Here some cases are depicted.

1. Reduction of the number of phases: by simply switching off the mass transfer terms and properly adjusting
hold-up, it is possible to reduce the number of the phases to produce two-phase models in gas-liquid or
liquid-solid systems.

2. Isothermal/adiabatic system: the wall heat transfer parameter can be adjusted in order to regulate the right
heat transfer of the fixed bed. Of course, the two extremes can be either an isothermal or an adiabatic reactor,
simply by choosing an infinite or zero value for this parameter and having a negligible heat generation rate.

3. Axial dispersion model: the radial dispersion can be switched off by neglecting the relative terms.

4. Laminar flow model: by adjusting the velocity field and switching of the dispersion terms, a laminar flow
can be easily described.

It is clear, that the total number of sub-models is large because a big amount of terms is considered in the mass
and heat balances, so the model equations can be considered general and a starting point for the description of
experiments performed in fixed bed.
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12 Axial dispersion modeling and experiments

12.1 Classical axial dispersion model

The axial dispersion coefficient for the fixed bed reactor can be obtained from experiments carried out with
inert tracers, which implies that the diffusion term originating from reaction rates in (Eq. 68) becomes zero.
Furthermore, if radial dispersion is negligible and the tracer remains in liquid phase, the equation for a liquid-
phase tracer is

𝜕𝐶𝑖,𝐿
𝜕𝑡 = 𝐷𝑎,𝐿

𝜕2𝐶𝑖,𝐿
𝜕𝑧2 − 𝑤𝐿

𝜀𝐿

𝜕𝐶𝑖,𝐿
𝜕𝑧 . (68)

The step or impulse changes for tracer are used in all the axial dispersion experiments. The most natural
selection for the tracer is to use a component that is originally present in the feed or product stream and which
do not significantly change the physical properties of the solution.

The dimensionless Peclet number is obtained from the axial dispersion coefficient, (Eq. 69).

𝑃𝑒 = 𝑤𝐿𝐿/𝐷𝑎,𝐿. (69)

12.2 Alternative modeling approaches for back-mixing

Some alternative modeling approaches have been proposed, for example the piston exchange model and mod-
eling with neural networks. The piston exchange model is based on the solution of twice the mass balances,
one for the dynamic part of liquid and the other for the static part of liquid [39]. The two parameters that the
piston exchange model has are dynamic liquid fraction and united mass exchange coefficient between the dy-
namic and static part of the liquid. Combined dimensional analysis and neural network modeling was used
for an extensive amount of data from the open literature for evaluating the Pe number with a semi-emphirical
expression [40]. This model was claimed to be capable of predicting the axial dispersion coefficient better than
any other tested model. The neural network model used the Reynolds number of liquid, the Eötvos number of
liquid, the Galileo numbers of liquid and gas, wall factor and mixed Reynolds number as inputs. A collection
of the equations from open literature for evaluating the axial dispersion coefficient for specified systems under
specified operation conditions was also presented. The two key variables that were present in all these models
were the superficial velocity of liquid and the diameter of particles.

13 Numerical strategies

13.1 Model classification

Most of the models consist of parabolic partial differential equations (PDEs) that are solved numerically. Some
of the models are ordinary differential equations (ODEs), either initial value problems (IVP) or boundary value
problems (BVP). The mathematical structures of the models are summarized in Table 1. For each kind of model,
an appropriate numerical solution strategy should be selected. Some common and robust numerical methods
are reviewed in this section.

Table 1: Models and their mathematical structures.

Fixed bed model Mathematical structure

Concurrent, pseudo-homogeneous, steady state/dynamic ODE (IVP or BVP) / PDE (IVP)
Countercurrent, pseudo-homogeneous, steady
state/dynamic

ODE (BVP) / PDE (IVP)

Concurrent, heterogeneous, steady state/dynamic ODE (IVP + BVP or BVP) / PDE (IVP)
Countercurrent, heterogeneous, steady state/dynamic ODE (BVP) / PDE (IVP)
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Table 1 was prepared for cases in which the model only takes one spatial co-ordinate into account. As the
table reveals, most of the mathematical structures are partial differential equations, because the concentrations
and temperatures are time and space-dependent. Ordinary differential equations are obtained for steady state
models. They are boundary value problems in most cases because of axial and/or radial dispersion effects. The
models of catalyst particles are boundary value problems if steady state conditions prevail; but under transient
conditions, the catalyst particle models are initial value problems.

13.2 Benefits of dynamic models

Dynamic models are preferable for several reasons: dynamic, time-dependent models can describe the reactor
dynamics and catalyst activity changes, and they can be solved in a more robust manner than steady state
models. The boundary value problems appearing in the steady state models are often tricky to solve, because
some kind of iterative approach is needed (shooting methods), or approximation functions must be used such
as orthogonal polynomials, which leads to a set of non-linear equations.

13.3 Solvers and solution algorithms

The numerical mathematics in the solution of ordinary differential equations (ODE-IVP) are advanced, and very
robust and efficient numerical algorithms, such as backward difference methods and semi-implicit Runge-Kutta
methods, have been developed for stiff ODEs, which appear in chemical systems [4]. The stiffness of the ODE
system is the key issue having two principal origins: the rates of the chemical reactions can vary very much
because a system can comprise both very rapid and very slow reactions, and the stiffness can increase due to
the discretization of the spatial coordinates in the porous pellet or in the reactor system.

Because many efficient algorithms have been developed for stiff ODEs, it is very attractive to transform the
PDEs appearing in three-phase reactor models to ODEs by applying a discretization procedure on the spatial
coordinate. In this way, a system of parabolic PDEs is transformed to a large set of ODEs (IVP), which can be
solved with stiff ODE algorithms. The discretization can be done in several ways, the most common ones are
discretization with finite differences (method of lines) and discretization with approximation functions, such
as orthogonal collocation. Orthogonal collocation or finite element methods are in principle more accurate than
finite differences, but the implementation of finite differences is easier. This implies that the method of lines
with finite differences is very often used even in spite of its disadvantages.

13.4 Numerical method of lines

Both the dynamic mass and energy balances can be solved by applying the numerical method of lines [41]. In
the numerical method of lines, the spatial derivatives (i.e. longitudinal and radial concentration and temper-
ature gradients) are replaced by their finite difference approximations. The simplest way is to use two-point
approximations for the first derivatives and three-point difference for the second derivatives. By doing so, each
partial differential equation is reduced into a set of ordinary differential equations. The problem can thereafter
be expressed as a set of ordinary differential equations for which reliable solvers are readily available. It is possi-
ble to choose different discretization methods, such as the central finite difference method, the backward finite
difference method, the forward finite difference method, the orthogonal collocation or finite elements method.
The choice of the right method is not trivial and sometimes can even lead to physically unrealistic solutions.
For example, backward differences should be used for the plug flow terms and central differences for the dif-
fusion and dispersion terms to obtain a correct numerical solution. The number of discretization steps for each
direction defines the grid where the calculations are performed. A large number of elements lead to a more
accurate solution, consequently increasing the execution time of the code, a fact that is extremely important in
parameter estimations problems in which the reactor model is invoked even thousands of times. A compromise
between execution time and accuracy must be chosen by defining the right number of discretization elements.
Approximation order and polynomial degree parameters have a great influence on the accuracy of the solution
overall in coarse grids in which only a small number of elements are used. Stiff ODE solvers [42], always adjust
the duration of each time step freely; when it faces numerical challenges, it simply starts to use smaller and
smaller time steps. Then a computation, which initially starts well, has a tendency to slow down.
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13.5 Hoyos method for particles

A numerical calculation method for evaluating the steady state diffusion and heat conduction within a cylin-
drical or a hollow cylindrical particle to both axial and radial directions was given originally in [43]. This Hoyos
method can be extended to become valid for other geometries by adjusting the surface shape factor and dif-
fusion path length properly. The method can be extended to cover particles of different shapes and used even
for a rough estimate evaluation of a much more complicated geometry by simply using the adjustable surface
shape factor and diffusion path length to compensate for the geometry. From the viewpoint of numerical ef-
ficiency, orthogonal collocation on finite elements is a very superior method in obtaining concentration and
temperature profiles in porous catalyst particles and layers.

13.6 Parameter optimization methods

Estimation of kinetic and transfer parameters from experimental data implies always a use of an optimiza-
tion algorithm, because the optimal values of the parameters are searched. Mostly the Levenberg-Marquardt
method [44] is frequently used in parameter estimation tasks. Always, prior to the estimation tasks, multiple
simulation studies over the range of interest for each parameter should be conducted. This is done to reveal
the concentration responses and their sensitivity a priori and also in order to make sure that the possible con-
vergence troubles can be faced and solved in the simulation stage to avoid surprises from arising in the more
time-consuming parameter estimation tasks. Convergence problems can be surmounted by finding the com-
binations of variables in the simulation stage that caused the trouble and reasons for that. With this kind of
strategy, the estimations can be carried out without significant disturbances using still rather broad ranges of
parameter values, selected based on experience gained from the multiple simulation stage. The target function
for the optimization is usually the sum of the least square deviation between the experimental and calculated
concentrations. Separate weighting factors can be given to each and every observation point. Modest software
was used in the examples (Citral hydrogenation, direct synthesis of hydrogen peroxide) presented in this re-
view [45]. It has built-in ordinary differential equation solvers, simulation, sensitivity analysis and optimization
routines.

13.7 Parameter number reduction

The number of parameters in each optimization task should be minimized without decreasing the accuracy. For
the phenomena that can be studied separately, this should be done. Tracer tests for revealing the magnitude
of axial dispersion coefficient serve as an excellent example. In many cases, a single phenomenon can become
different when it is studied alone. Then it is not absolutely correct first to study the effect separately and then
to use the obtained parameters in context that is different. An often-discussed example of this is the issue
whether or not the mass transfer should be studied alone in a fixed bed operating at trickling flow regime [21].
Extrapolation of flow-related phenomena of a fixed bed in the trickling flow regime to different gas and liquid
flow ranges is risky [47].

14 Scale-up issues of fixed beds

14.1 Overview

Figure 8 summarizes the major issues that appear in the scale-up of continuous fixed bed reactors [2–7].
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Figure 8: Scale-up issues [9].

14.2 Large scale operation

In large-scale operation, it is not as easy to avoid the generation of temperature and concentration gradients.
One of the main reasons for this is that chemical industry prefers to work with concentrated streams to intensify
the process. High pressure drop is not acceptable because it directly affects the operating costs. Therefore, large
catalyst particles have to be used. Industry also pushes towards more compact reactor sizes. Then catalyst dilu-
tion is not desirable. Due to the large reactor diameter, even distribution of liquid feed (and also redistribution)
becomes more challenging. Superficial velocities of gas and liquid are typically set at higher levels in industrial
units. As a consequence of all these factors, industrial units typically work in many ways under more severe
conditions, which makes the undesirable flow, heat and mass transfer phenomena to emerge.

14.3 Gradients in scale up

When temperature gradients arise in a trickle bed reactor, they normally appear first in a radial direction. The
heat transfer area per unit volume becomes smaller, the larger the diameter of the reactor is required. Then one
of the remaining options to decrease severe temperature gradients and to improve the radial heat recovery is
to select a multi-tubular reactor. Axial temperature gradients become more severe if the radial heat cannot be
effectively recovered. If the liquid flow is channeled and stagnant places do exist, uniform temperature is hard
to get and hot spots can emerge.

14.4 Flow regime in scale-up

In the reactor scale-up, it is extremely important that also in the bigger scale, the reactor operates at the same
flow regime. Otherwise, unexpected behavior may arise, since many of the flow-related phenomena are strongly
flow-regime dependent. A lot of studies have been conducted to evaluate the borderlines between flow regimes.
The type of flow regime depends on the magnitudes and the ratio of superficial gas and liquid velocities, the
physical properties of the fluids involved and the properties of the catalyst bed. Flow maps do exist, but they are
case specific and, therefore, mostly indicative. Both experimental correlations and semi-empirical expressions
to figure out the flow regime can be found.

14.5 Back mixing in scale-up

The extent of axial dispersion in large-scale operations is hard to predict based on small-scale experiments
alone. The real challenge in the scale-up using an axial dispersion model is faced when trying to figure out how
to get an estimate of the axial dispersion coefficient for a large unit without large-scale experiments. The axial
dispersion coefficient can hardly be kept constant in scale-up, since this single parameter takes into account all
kinds of flow non-idealities, and the extent of these are strongly scale dependent.
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15 Examples

15.1 Citral hydrogenation

The use of renewable raw materials instead of petroleum-based ones is one of the main research fields of green
chemical processes for the future and is, therefore, studied intensively worldwide. An example from this field
is the production of citronellal from citral, a renewable compound from essential oils. Citronellal is a key com-
pound that can serve as a starting material for synthesis of a wide spectrum of organic compounds, the most
famous of which is perhaps menthol. An extensive review of the organic compounds that can be synthesized
from citronellal does exist [48].

The reaction system is a complex one, but under the experimental conditions used by us, the system could
be described with two reactions only:

Citral + H2 → Citronellal;
Citronellal + H2 → Citronellol.

This implies that the system is a consecutive reaction, in which the first hydrogenation dominates; citronellal
was the main product, while citronellol was a side-product. The catalyst was supported by nickel. The reactor
flowsheet is displayed in Figure 9.

Figure 9: Experimental flowsheet for citral hydrogenation [49].

Figure 10 and Figure 11 present a set of results from the conducted sensitivity study. The sensitivity of the
citronellal concentration on the changes of various key parameters is illustrated. The selected key parameters
were: the reaction rate constant (in the absence and the presence of the deactivation), the gas-liquid mass trans-
fer coefficient, the deactivation rate constant and the Peclet number. All the details of this study can be found
from the corresponding article [46].

Figure 10: Example results from the sensitivity study. The effect of the reaction rate constant in the presence of catalyst
deactivation [46]. Reprinted with permission from � Ind. Eng. Chem. Res., 2012, 51 (26), pp. 8858–8866�.
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Figure 11: Example results from the sensitivity study. Effects of Peclet number and the gas-liquid mass-transfer coefficient
on product concentration [46]. Reprinted with permission from � Ind. Eng. Chem. Res., 2012, 51 (26), pp. 8858–8866�.

The final results of the parameter estimation study are given in Figure 12, which shows that the model very
adequately describes the time-on-stream behavior of the citral hydrogenation system. The dominating effects
for citral hydrogenation were the reaction kinetics along with the raw material dependent deactivation. The
reaction system was very dilute, thus the mass transfer effects were suppressed.

Figure 12: Example results from parameter estimation: citronellal concentration as a function of time-on-stream [46].
Reprinted with permission from � Ind. Eng. Chem. Res., 2012, 51 (26), pp. 8858–8866�.
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15.2 Direct synthesis of hydrogen peroxide

Hydrogen peroxide is a chemical component used in many industrial applications. It is used as a strong oxidant
by the chemical industry and as a bleaching agent by the pulp and paper industry. With the conventional pro-
duction technology, the anthraquinone process, hydrogen peroxide becomes relatively expensive. If hydrogen
peroxide could be produced with a simpler process, it could be available with a more competitive price and
could then be used more extensively in current and totally new applications.

Reviews that highlight the scientific community’s pursuits to produce hydrogen peroxide in new ways exist
[50, 51]. Direct synthesis from hydrogen and oxygen using a proper solvent and well-selected catalyst is one of
the attractive alternatives. Direct synthesis in the presence of a Pd catalyst also served as our modeled example
system. If it could be managed to be done safely with a catalyst exhibiting both high productivity and selectivity,
the production process of this environmentally friendly

component could be essentially simplified. Due to the explosive nature of the H2 and O2 gas mixture, the
direct synthesis experiments are usually carried out using a solvent. Methanol was used in our experiments.
It was originally selected since, in the comparison of five potential solvents [51–53], methanol is mentioned as
giving the highest rate of reaction. Our direct synthesis experiments were carried out outside the explosive
regime. This implied that hydrogen content was low and, consequently, the gas-liquid mass transfer became
also one issue of importance to be checked. The reaction system was a demanding one, since together with
the desirable main reaction, also oxidation, direct decomposition and hydrogenation reactions took place, all
leading to water formation. The system was experimentally studied under various superficial gas and liquid
velocities and optimum velocity combinations had been observed both for the productivity and the selectivity
viewpoints. In the experimental study, a very short reactor was used and the productivity in all the experi-
ments was consequently low. Direct decomposition and total decomposition reactions were studied separately
and modeled individually to improve the reliability of the model. The parallel-consecutive reaction system is
displayed below in Figure 13.

Figure 13: Reaction in direct synthesis of hydrogen peroxide.

The liquid hold-up parameters were optimized together with the kinetic parameters of the direct decom-
position reaction by using direct decomposition data. Gas-liquid mass transfer parameters were estimated to-
gether with H2O2 hydrogenation parameters using total decomposition data. Finally, synthesis and oxidation
reaction parameters were estimated from the direct synthesis experiments when all the four reactions were
taking place simultaneously. The modeling results of direct decomposition and total decomposition studies
after the parameter estimation were in line with the experimental observations. The accuracy of the modeling
results for the whole reaction system was improved by introducing an adaptive element to the model, namely
a gas and liquid flow rate-dependent correction to all reactions. The flow range in the experimental studies of
the H2O2 decomposition was narrower than in the full reaction set studies. This might be one reason behind
the observed deviations.

The reactor set-up is shown in Figure 14. The reactor was equipped with large inlet and outlet connections
consisting of the pipelines and fine sand bed sections before and after the reaction section. Therefore, the whole
reactor set-up approached plug flow behavior, Figure 15, although inside the reaction section, axial dispersion
effects were clearly present. Details of the experimental axial dispersion studies and their numerical modeling
can be found in article [47].
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Figure 14: Fixed bed reactor set-up for direct synthesis of hydrogen peroxide [47]. Reprinted with permission from � Ind.
Eng. Chem. Res., 2012, 51 (41), pp. 13366–13378�.

Figure 15: Tracer experiments and modeling: Pe number evaluation for the whole reactor [47]. Reprinted with permission
from � Ind. Eng. Chem. Res., 2012, 51 (41), pp. 13366–13378�.

The direct decomposition reaction was studied separately as a function of liquid and gas velocities. The
parameter estimation results, Figure 16, show both the experimental data (points) and model predictions for
various combinations of gas and liquid flow.

Figure 16: Parameter estimation results for the hydrogen peroxide decomposition study [47]. Reprinted with permission
from � Ind. Eng. Chem. Res., 2012, 51 (41), pp. 13366–13378�.

The parameter estimation for the case when all the four reactions were progressing was finally made in
Figure 17. The results illustrate how closely the final model could follow the experimentally observed behavior.
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Figure 17: Parameter estimation results for the whole fixed bed reactor [47]. Reprinted with permission from � Ind. Eng.
Chem. Res., 2012, 51 (41), pp. 13366–13378�.

16 Conclusions

Design and modeling of laboratory-scale three-phase fixed bed reactors is a demanding task, comprising all
the essential elements of chemical reaction engineering: thermodynamics, kinetics, fluid and catalyst proper-
ties, gas solubilities, mass and heat transfer effects and multiphase flow patterns. Recent advances in reactor
technology, particularly the development of small and very precise experimental devices, with which several
catalysts can be evaluated under varying conditions, implies a breakthrough in the efficiency of research efforts.
Experimental data can be produced faster than ever. Experimental design becomes more important in order to
keep the amount of experimental data within reasonable limits and to extract the best possible information. In
order to progress in a rational way, these data should be systematically analyzed by mathematical modeling. In
our opinion, the experimental data should be modeled based on physico-chemical theories, starting from the
active site of the solid catalyst and ending up at the description of the flow behavior of the fixed bed reactor.
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