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Abstract: This study addresses the challenge of low recog-
nition rates in emotion recognition systems, attributed to
the vulnerability of sound data to ambient noise. To over-
come this limitation, we propose a novel approach that
leverages emotional information from diverse modalities.
Our method integrates speech and facial expressions
through advanced feature layer fusion and decision layer
fusion strategies. Unlike traditional fusion algorithms, our
proposed multimodal emotion recognition algorithm incor-
porates a dual fusion process at both the feature layer and
the decision layer. This dual fusion not only preserves the
distinctive characteristics of emotional information across
modalities but also maintains inter-modal correlations. To
evaluate the effectiveness of our approach, experiments
were conducted using the eNTERFACE’05 multimodal emo-
tion database. The results demonstrate a remarkable recog-
nition accuracy of 89.3%, surpassing the highest recognition
rate of 83.92% achieved by the current state-of-the-art kernel
space feature fusion method. Our algorithm exhibits a sig-
nificant improvement of 5.38% in recognition accuracy. By
combining emotional data from speech and facial expres-
sions using a data fusion methodology, our study demon-
strates a significant improvement of 5.38% in recognition
accuracy, contributing to the progress of multimodal emo-
tion recognition systems.
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1 Introduction

Emotion is a collective term for a series of subjective cog-
nitive experiences — a psychological and physiological state
that combines various feelings and behaviors. Factors such
as mood, personality, and hormones [1] interact with emo-
tion. Different emotions have different guiding effects on
daily behavior, and everything people do has different emo-
tional expressions. Understanding the emotions of users when
using products can greatly improve service quality and effec-
tiveness. In recent years, with the increasing development of
science and technology, the efficiency and accuracy of emo-
tion recognition have greatly improved. Emotional recognition
systems can help customer service personnel understand the
emotional status of customers in advance, improve service
quality, and thereby improve service efficiency and satisfac-
tion. However, improving the recognition accuracy of emotion
recognition in a single mode is challenging and often requires
the use of a high-performance GPU. This limitation restricts
the application scope of the system and makes it difficult to
achieve the desired effect in real-life scenarios. To achieve the
desired effect in real-life scenarios, we need to reduce the
usage conditions of the system, design a multimodal emotion
recognition system that combines software and hardware,
accelerate the calculation process in parallel, improve the
recognition accuracy of the system, and enable its use on a
wider range of devices. With the advent of the artificial intelli-
gence era, the intersection between computers, robots, and
human life continues to expand.

A variety of intelligent devices bring people many con-
veniences in daily life and work and further promote the
construction of smart cities. Emotion recognition is a multi-
disciplinary research topic, mainly including physiological
psychology, cognitive science, information science, and
other disciplines. Researchers actively explore methods
to enable intelligent devices such as computers to recognize
and understand emotional information conveyed through
human voice and expression, thereby facilitating enhanced
emotional communication between people and computers.
Human beings generally use speech and facial expressions to
convey emotional information. The existing idiom “observing
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speech and facial expressions” means paying attention to lis-
tening to others’ words and seeing their expressions; subse-
quently, the brain understands the other person’s current state,
changes the way they speak, and enables them to communi-
cate harmoniously [2,3]. Although single-modal emotion recog-
nition technology is becoming increasingly mature, there are
some unavoidable drawbacks to the emotional feature infor-
mation of single-modality, such as poor quality of emotional
features in databases and single-data information. More-
over, single-modal emotion recognition technology has lim-
ited applicability and cannot be fully employed for all research
objects. The commonly extracted features in speech emotion
recognition (SER) are prosodic features, sound quality features,
and spectral features [4]. The intonation, intensity, and dura-
tion of human speech vary, and these unique prosodic features
construct beautiful and pleasant sounds. The commonly used
prosodic features include fundamental frequency, duration,
energy, etc.

The characteristics of sound quality mainly lie in the
characteristics of language spectrum and timbre, which
depend on the form of the sound waves spoken. Spectral
features show how signals behave in the frequency domain.
Some common spectral feature parameters are Mel Frequency
Cepstral Coefficients, Linear Predictive Cepstral Coefficients, and
others. Although SER is relatively simple to analyze from a time
domain perspective, the spectrum reflects the most important
perceptual characteristics in speech signals [5,6]. With the con-
tinuous maturity of Internet of Things technology and the
continuous development of sensor devices and deep learning
algorithms, the robot service scene has gradually covered
the field of personal homes. So, for family service robot-
related field research by researchers from all walks of life,
emotion is the embodiment of human communication, and
emotional recognition is the basis of emotional calculation.
The user expects the family robot to observe the commu-
nication object and then understand the emotions expressed
by each other, and based on understanding the user’s
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emotional state, combined with the uncertainty of dynamic
family environment information, make an appropriate response.
So, the service robot has like human “observation” ability
and can be in the process of man-machine or all interaction
to observe and understand the user’s emotional state. At the
same time, in the uncertainty of a dynamic family environ-
ment, the robot, according to the user’s emotional state, can
take reasonable action, becoming an important direction of
service robot technology development.

For image data, the most widely extracted features are
directional gradient histograms (HOG), local binary pat-
terns (LBPs), and Haar-like features. The fields of use for
these three features vary widely in facial expression recog-
nition systems. Haar-like features describe the pixel bright-
ness transformation information of an image within a local
range; therefore, it mainly detects the front of the face; the
HOG feature describes the shape edge gradient informa-
tion corresponding to the local range, so it has more advan-
tages in detecting the side of a face in pedestrian recognition;
LBP features represent the texture information corresponding
to the image in a local range. Although the extraction speed is
faster than Haar-like features, the accuracy of the extraction
will decrease. Therefore, this article chooses to extract Haar-
like features for the extraction of facial expression features.
Figure 1 shows the method for facial expression recognition.
To address this research question, Zheng et al. proposed a
multimodal emotion recognition method based on speech,
text, and action [7]. A deep wave off-field push improved
wave physics model (DWE-WPM) is designed for SER. A
custom feature extraction scheme reconstructed the wave-
form and injected it into DWE-WPM to simulate the informa-
tion mining process of LSTM. In text emotion recognition, the
deformation model of the multi-attention mechanism is used
to identify the text emotion combination. Groups extracted the
sequential features of facial expressions and hand movements
in motor emotion recognition. We designed the four-channel
joint model by combining it with a bidirectional three-layer
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LSTM model with an attention mechanism. Experimental
results show that the proposed method has high recognition
accuracy in the multimodal regime. Xie et al. studied robust
approaches for multimodal emotion recognition during con-
versation [8]. Researchers structured and fine-tuned three
separate audio, video, and text models on MELD, using a
transformer-based cross-mode fusion technique with black-
mail network architecture. The proposed multimodal net-
work architecture can achieve up to 65% accuracy, greatly
exceeding any unimodal model. We provide multiple eva-
luation techniques to demonstrate the robustness of our
model, which can even outperform the state-of-the-art
models on MELD. To improve customer service, human-—
computer interaction, and the creation of intelligent gadgets,
emotion recognition technology is essential. Our motivation
comes from the aim to greatly increase recognition accuracy
and broaden the application of emotion recognition technol-
ogies to real-life scenarios, as we are aware of the limita-
tions of single-modal emotion detection systems, especially
in noisy surroundings. Our goal is to close the emotional gap
between humans and artificial intelligence by leveraging
voice and facial expression data in a revolutionary multi-
modal way, leading to more natural and intelligent human—
machine interactions. Our research offers a novel dual-
fusion approach that combines speech and facial expres-
sions at the feature and decision layers. In contrast to
conventional fusion algorithms, our method maintains
important inter-modal correlations as well as unique fea-
tures of emotional information across modalities. The key
innovation is our redesigned fusion algorithm that gives
emotional features the right weights, overcoming the short-
comings of previous techniques that found it difficult to
decide how much weight to give each feature. The fusion
algorithm in our method makes it stand out because it can
recognize and use different kinds of emotional information
from different modes. This could make multimodal emotion
identification systems more accurate.

2 Related work

The complexity of human emotions and the challenges of
combining information from different modes of communi-
cation make it harder to create multimodal emotion recog-
nition systems that are both accurate and useful. Prevalent
approaches frequently encounter difficulties in adjusting
to practical situations, which compromises the overall
dependability and efficacy of such systems. The field of
emotion recognition has made significant strides forward,
with an emphasis on improving precision across a range of
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applications. Nigam et al. [9] introduced a multimodal
approach to emotion recognition that incorporates speech,
text, and action. An enhanced wave physics model based
on deep-wave off-field push facilitated their successful imple-
mentation. Wang et al. [10] looked into reliable ways to recog-
nize emotions across multiple modes of communication by
using a transformer-based cross-mode fusion method on
separate text, video, and audio models. Researchers have
used VGG-Face model fine-tuning in the area of recognizing
single-modal emotions, as shown in the study [11], which
created a complete system for teaching a strong expression
recognition model. The literature thoroughly discusses fea-
ture extraction techniques, including Haar-like features for
facial expression recognition [12]. Furthermore, Wang et al.
[13] investigated the domain of affective computing by pre-
senting a multimodal deep-learning methodology designed to
identify emotions in videos. The model utilized a blend of
auditory and visual components, demonstrating encouraging
outcomes by encapsulating intricate emotional states. In the
interim, Cannata et al. [14] made a significant contribution to
the field of facial expression analysis by introducing the
OpenFace toolkit, which offered an all-encompassing infra-
structure for the extraction of facial features and classifica-
tion of expressions. Certain researchers, including Akcay and
0guz [15], have placed significant emphasis on the value of
dynamic acoustic features in the context of SER within the
domain of feature extraction. They center their research on
utilizing dynamic features, including cadence and tempo, to
enhance the classification capabilities of emotion recognition
models.

Fang et al. [16] investigated the incorporation of phy-
siological signals, which provide a holistic comprehension
of emotions by correlating physiological reactions with
facial expressions. Zhang et al. [17] were trailblazers in
the field of emotion recognition by introducing convolu-
tional recurrent neural networks to analyze facial expres-
sions and utterances simultaneously. The model exhibited
the ability to capture temporal dependencies in multimodal
data, indicating encouraging outcomes in the identification
of subtle affective states. Zhong et al. [18] investigated the
amalgamation of deep learning methodologies to identify
emotions in both speech and face, with a particular focus
on the significance of end-to-end learning in encoding
intricate emotional characteristics. Hossain et al. [19]
made a substantial contribution to the field of real-world
applications through the introduction of the AFEW dataset,
which serves as a benchmark for real-world facial expres-
sion recognition. By addressing the constraints associated
with controlled environments, this dataset proves to be an
invaluable asset when assessing the resilience of emotion
recognition systems across a wide range of environments.
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Additionally, Tripathi et al. [20] contributed to the discipline
by introducing a context-aware methodology for emotion
recognition that incorporated contextual data to improve
the precision of emotion forecasting. The wide range of
methodologies employed demonstrates the interdisciplinary
character of emotion recognition, which extends to phy-
siological signal analysis, computer vision, and affective
computing. However, developing a cohesive and resilient
structure that effectively incorporates data from diverse
modalities, taking into consideration the intrinsic intri-
cacy of human emotions in practical situations, remains
an ongoing obstacle despite considerable advancements
achieved thus far. To confront these ongoing obstacles,
our study employs a holistic methodology by combining
speech and facial expression data via a dual fusion proce-
dure. By capitalizing on developments in feature extraction,
such as the refinement of the VGG-Face model and imple-
menting an enhanced fusion algorithm, our objective is to
augment the resilience and precision of multimodal emotion
recognition. A rigorous evaluation of the proposed meth-
odology using the eNTERFACE’05 database demonstrates
its effectiveness, outperforming current state-of-the-art
approaches.

3 Methods

In this section, we methodically describe the suggested
method for multimodal emotion recognition. It includes gath-
ering data, preprocessing methods for speech and facial
expression data, and feature extraction using transfer
learning with the VGG-Face model. In this section, we describe
the dual fusion technique at the feature and decision layers in
detail, utilizing multi-kernel learning and an advanced fusion
algorithm. The section also explains the utilization of the
eNTERFACE’05 Multimodal Emotion Database for evaluation,
along with the architecture of the ACNN-LSTM model for
classification. The proposed methodology functions without
interruption by employing a methodical and groundbreaking
procedure to identify emotions across multiple modalities
which is depicted in Figure 2. The process begins with the
procurement of speech data and facial expression images of
superior quality, which guarantees a wide range of emotional
expressions. The preprocessing module thoroughly cleanses
the data by implementing signal processing techniques to
reduce noise in speech and facial detection and alignment,
extracting consistent features from facial expressions. During
the phase of feature extraction, the VGG-Face model performs
fine-tuning to extract complex facial features. Concurrently,
the analysis of speech data includes extracting prosodic and
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spectral features. At both the feature and decision layers, the
strategy distinguishes itself through its dual fusion approach.

Multi-kernel learning enables the integration of facial
and speech features while maintaining their distinct attri-
butes and inter-modal correlations. A sophisticated fusion
algorithm improves the precision of decisions by taking
into account the weights assigned to affective features.
The architecture utilized by the classification model is
ACNN-LSTM, which combines attention mechanisms with
convolutional recurrent neural networks. Using a softmax acti-
vation function, the output layer generates final recognition
results by classifying various emotional states. Utilizing random
partitioning for both training and testing, the assessment demon-
strates the approach’s resilience by utilizing the eNTERFACE'05
Multimodal Emotion Database. Comparative analysis shows that
the approach is better than current methods, and its success
opens the door for more research and improvements in the field
of multimodal emotion recognition.

3.1 Expression recognition based on VGG-
face model fine-tuning structure

Deep learning is a machine learning method based on
neural networks that has emerged with the boom in big
data and computing. However, researchers are unable to
obtain sufficiently effective datasets, so they cannot train
deeper convolutional neural networks from scratch. In
response to the problem of poor training results for com-
plex networks with a small number of samples, the author
proposes an expression recognition based on VGG-Face
model fine-tuning, which first trains a large expression
dataset and, next, uses the trained model as a training
task weight or feature extractor [21].

3.1.1 Framework of the algorithm

In addition to training the final classifier, the fine-tuning
model can also use backpropagation algorithms to adjust
the parameters of the network layer according to its needs.
The fine-tuning object can be all network layers or speci-
fied layers, and for the emotion of insufficient data storage
during the fine-tuning process, to prevent overfitting, only
fine-tune high-level parameters. With the increase in con-
volution depth, the process of extracting parameters will
be very different. For image data, low-level CNN features
have universality and can be considered edge detectors or
color block detectors. As the number of convolutional
layers increases, the number of feature blocks containing
information from the expression database can also increase.
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The recognition results of facial expression samples were
obtained, and a large number of facial expression images
in the database were selected as the training subjects to fine-
tune the VGG-Face model, adjust the parameters, and train
the optimal model [22].

3.1.2 Design and theoretical analysis of algorithms

This section is based on the VGG-Face fine-tuning model to
train facial expressions, modifying parameters to train a
fast and efficient model. The specific steps of the expres-
sion recognition model are the same as the training process
for speech-emotion recognition. The specific training steps
of the model are to divide the samples in the expression
database into training sets (train_data) and testing sets
(test_data) and obtain the training set label (train_class),
testing set label (test_class), and category (class), respec-
tively [23]; import pre-trained models; train the expression
samples in the pre-trained model, adjust the parameters to
fine-tune the model, and change the category of the output
layer to five categories; conduct training; and call the func-
tion to calculate the mean of the training set, save the
updated mean, and then call the function to iteratively train
the expression samples. After training all facial expression
samples, the author saved the trained network model and
then convolved, pooled, and fully connected the facial
expression dataset; conducted testing; and inputted the
test set data into the VGG-Face fine-tuning model for
testing and obtaining emotional recognition rates for
each category [24,25].

3.2 Improvement of multimodal emotion
recognition fusion algorithm

Based on previous research on single-modal SER methods,
this section uses useful information from several informa-
tion sources for multimodal emotion recognition methods
because single-modal emotion information has some flaws
and can’t fully express human emotions. Feature fusion
algorithms use the complementary emotional features of
different modalities, but they can’t figure out how much
weight to give to each emotional feature. This means that
they can’t show how different emotional features differ in
recognizing emotions. Although decision-level fusion algo-
rithms consider the differences between different modal
information, they ignore the correlation between informa-
tion, unable to meet the requirements of this section of the
experiment. An improved fusion algorithm is proposed for
multimodal emotion recognition [26,27].
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3.2.1 Framework for improving fusion algorithms

At present, the commonly used information fusion strate-
gies in multimodal emotion recognition research include
feature layer fusion and decision layer fusion. Feature
layer fusion combines multiple modal features to form a
new fused feature, which is then classified into a training
model to obtain recognition results. Decision layer fusion is
based on the results of individual recognition of each mod-
ality and then makes decision judgments based on rules to
obtain the final recognition result. However, the feature
layer fusion algorithm cannot reflect the differences in
different modal features, and the decision layer fusion
algorithm cannot reflect the correlation of different modal
information. To fix these problems, the author makes the
traditional fusion algorithm better by first combining the
extracted speech and facial features to get the expected
results. They then make a 3-Dlog Mels map of the speech
features and put it in the trained ACNN-LSTM model to get
results for SER. Then, the two results for decision-making
are fused to obtain the final recognition result [28].

3.2.2 Design and theoretical analysis of improved fusion
algorithms

First, the extracted speech and facial features are fused.
Because speech and facial features are not the same, the
types and parameters of kernel functions used will not be
the same. To get around this, the author uses the feature
layer fusion method of multi-core learning, giving different
kernel functions to the extracted modal features and get-
ting the weight coefficients of each kernel function during
the learning process. The multimodal emotional features
can be divided into speech features, facial features, and
serial features obtained by combining speech and facial
features. We use different kernel functions to map each
feature and obtain the weight coefficients of the kernel func-
tions corresponding to each feature type through learning.
Not only does it preserve the differences between different
modalities of emotional information, but it also preserves
the correlation between emotional information. Sample
space S is taken as an example.

The feature space S includes speech feature Sspeech,
facial feature S, and serial feature S,;, and can be
Sall = [Sspeech, Stace]- Using different types of kernel func-
tions for multi-kernel learning mapping of speech, facial
expressions, and serial features, represented by F, F, and
F,, the kernel functions used for speech, facial expressions,
and serial features correspond to weight coefficients repre-
sented by d, d, and d,, respectively. According to the multi-
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core definition expression, equation (1) is expressed as fol-
lows:

n ny
F(x,x) = zdstht(X, X)+ detpft(xy X)
t=1 =1

L5
+ Y dacFur(X, X)
5 @

n n, n
dst, dp, dge 2 0, zdst + Zdﬂ + Zdat =1

t=1 t=1 t=1
ng+ny+ng=N.

In the equation, N is the total number of kernel func-
tions used, while nj, n;, and n3 represent the number of
kernel functions used on speech features, facial features,
and serial features, respectively. The author placed the
fused features into a classifier for classification, obtained
the classification results, and then made decision fusion
with the results of single modal SER. Decision layer fusion
is an emotion classifier constructed for a single modality in
multimodality, and the emotion classification results are
obtained by using each classifier, and then fused according
to the fusion strategy of the decision-making layer to
obtain the final classification result. In the research on
multimodal decision layer fusion, common fusion rules
include mean rule, product rule, maximum rule, minimum
rule, and sum rule. The decision-level fusion strategy is to
use n classifiers to classify a test sample x under m classi-
fication conditions and obtain a posterior probability set
{pij(x), i=12,..,n,j=12,..,m}, where i is the classifier
and j is the category. The author’s multimodal emotion
recognition requires two classifiers to fuse according to
rules to obtain a new probability set {qj(x), j=12,...m}
and finally select the largest new_g;(x) as the final recognition
result; the author mainly adopts summation rules and fusion
for multimodal emotion recognition of speech and facial
expressions, which should meet the following equation:

2
q00) = ij(x)
i=1

q;(x)
quj(x )

@

new_q]-(x) =

4 Results and analysis

4.1 Multimodal emotion database and
experimental environment

To evaluate the performance of the model, the author con-
ducted multimodal emotion recognition experiments on the
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eNTERFACE’05 multimodal emotion database, the database
was collected from 34 males and 8 females from 14 different
countries, including six basic emotions: anger, disgust, fear,
happiness, sadness, and surprise; the author used five sen-
tences to express each emotion [29]. The author selected all
the data in the database as the experimental subjects,
extracted corresponding speech samples from the video
file, and used screenshot software to evenly intercept facial
expressions in the video sequence. The author also selected
the image that best expresses this emotion as the expression
sample, obtained 1,260 speech and expression samples each,
and removed invalid information from the edge of the
sample, so that each image has 256 x 256 pixels. An image
of six basic emotions of an object is presented. This experi-
ment mainly focuses on processing speech signals and
images, so Tensorflow and Keras were selected as deep
learning frameworks. The eNTERFACE'05 database intro-
duced above was used for testing on Windows 7 (x64),
Python 2.7, and AMD18-4500M [30].

4.2 Simulation experiments

We extracted an equal number of voice and emoticon sam-
ples from the eNTERFACE’05 databases to maintain a bal-
ance between the two types of data. We trained a total of
1,260 voice samples and 1,260 emoticon samples on the
network model, with 80% of the samples used for training
and the remaining samples used for testing. Tables 1 and 2
show the SER results and expression recognition results for
six emotional types: anger, disgust, fear, happiness, sad-
ness, and surprise, using the experimental parameters con-
sistent with the above experiments. It contains 42 subjects
from 14 different nationalities (81% of the respondents
were male, the remaining 19% were female, 31% wore
glasses, and 17% were female).

We conducted the experiments in English. We instructed
each subject to listen to six consecutive short stories, each
triggering a specific emotion. They then responded to each
condition, and two human experts judged whether the
response had clearly expressed emotion. If this is true, the
database adds the samples. Processing the video sequence is
done at a frame rate of 25 frames per second using the 72Q 576
Microsoft AVl format. The pixel aspect ratio is D1 LRV PAL
(1.067e). To ensure easy porting, we compress the video using
the DivX 5.0.5 codec. The unexpectedly high-frequency sam-
pling rate is 48,999 using the uncompressed-sound 16-bit
format. Finally, the database contains a total of 1,166 video
sequences. Of the 1,166 video sequences, 264 involved female
recordings (23%), and 902 involved male recordings (77%).
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Table 1: Unimodal speech and emotion recognition results (average)

Emotions Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Subject 6
Anger 0.68 0.15 0.03 0.1 0.01 0.02

Hate 0.02 0.86 0.02 0.07 0 0.03

Fear 0.1 0.21 0.55 0.04 0.01 0.08
Happy 0.02 0.18 0.05 0.69 0 0.06
Sadness 0.03 0.10 0.03 0.02 0.78 0.04
Surprised 0.03 0.18 0.04 0.07 0.01 0.67
Average recognition rate 70.5%

Table 2: Unimodal expression recognition results (average)

Emotions Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Subject 6
Anger 0.56 0.29 0.07 0.02 0.02 0.04

Hate 0.01 0.90 0.03 0.01 0.02 0.03

Fear 0 0.04 0.89 0.03 0.01 0.03
Happy 0 0.06 0.04 0.85 0.03 0.02
Sadness 0.01 0.03 0.05 0.04 0.86 0.01
Surprised 0.02 0.06 0.14 0.02 0.01 0.75
Average recognition rate 80.17%

The analysis in Table 1 reveals a recognition rate of
70.5% for these six single-modal speech emotions. Among
them, the correct recognition rates for disgust and sadness
are higher, at 86 and 78%, respectively. However, the recog-
nition rate of fear is less than 60% — only 55% — which can be
considered anger and disgust. The quality of multimodal
emotion databases has a certain impact on emotion recogni-
tion research. The analysis in Table 2 reveals that these six
single-modal expressions have a recognition rate of 80.17%.
Among them, the recognition rates for disgust, fear, happi-
ness, and sadness are relatively high, all above 85%, but the
recognition rate for anger is low, only 56%, and it is consid-
ered disgusted. Analyzing the emotions of anger and disgust,
anger is characterized by furrowed brows, a gaze, and nasal
expansion, while disgust is characterized by furrowed brows,
narrowed eyes, and a wrinkled nose.

Table 3: Emotion recognition results based on feature fusion (average)

Establishing a high-quality multimodal emotional data-
base is crucial due to the low recognition rate caused by the
inaccurate facial expression images captured in the video.
Table 3 shows the results of multimodal emotion recognition
for speech and facial expressions based on feature fusion.
Table 3 shows that the average recognition rate for multi-
modal emotion recognition of speech and expression based
on feature fusion is 83.67%. Table 4 shows the emotional
recognition results obtained through decision fusion based
on summation rules. According to Table 4, we can see that
the average recognition rate of emotion recognition by deci-
sion fusion based on sum rules is 87.3%. Table 5 shows the
results of emotion recognition based on the improved fusion
algorithm. Table 5 shows that the average recognition rate
of emotion recognition based on the improved fusion algo-
rithm is 89.3%.

Emotions Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Subject 6
Anger 0.74 0.15 0.02 0.04 0.03 0.02

Hate 0.01 0.87 0.03 0.05 0.02 0.02

Fear 0.02 0.08 0.85 0.02 0.02 0.01
Happy 0.03 0.01 0.03 0.87 0.04 0.02
Sadness 0 0.03 0.04 0.01 0.89 0.03
Surprised 0.02 0.01 0.07 0.06 0.04 0.8
Average recognition rate 83.67%
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Table 4: Emotion recognition results based on decision layer fusion (average)

Emotions Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Subject 6
Anger 0.74 0.15 0.02 0.04 0.03 0.02

Hate 0.01 0.87 0.03 0.05 0.02 0.02

Fear 0.02 0.08 0.85 0.02 0.02 0.01
Happy 0.03 0.01 0.03 0.87 0.04 0.02
Sadness 0 0.03 0.04 0.01 0.89 0.03
Surprised 0.02 0.01 0.07 0.06 0.04 0.8
Average recognition rate 87.3%

Table 5: Emotion recognition results based on improved fusion algorithm (average)

Emotions Subject 1 Subject 2 Subject 3 Subject 4 Subject 5 Subject 6
Anger 0.82 0.02 0.05 0.04 0.06 0.01

Hate 0.01 0.94 0 0.03 0.01 0.01

Fear 0.02 0.01 0.89 0.03 0.03 0.02
Happy 0 0.02 0.01 0.92 0.02 0.03
Sadness 0 0 0.03 0.02 0.94 0.01
Surprised 0.01 0.03 0.02 0.05 0.04 0.85
Average recognition rate 89.3%

The analysis of the above table shows that the average
recognition rate of the six emotions based on feature
fusion is 83.67%, while the average recognition rate of
the decision layer fusion based on summation rules is
87.3%. Compared to the results of single-modal emotion
recognition, the improved fusion algorithm in multimodal
emotion recognition achieves an average recognition rate
of 89.3%. The author’s improved algorithm achieved a
higher recognition rate compared to the algorithm based
on feature fusion and decision layer fusion, resulting in an
improvement in the recognition rate of each emotion.
Table 6 displays the results of single-modal and multimodal
emotion recognition. To compare the recognition results of
emotion recognition methods, different identification methods
were plotted into line plots, as shown in Figure 3 (horizontal
axis from 1 to 7: anger, disgust, fear, joy, sadness, surprise, and
average recognition rate) [31].

From the analysis in Figure 3, it can be seen that the
emotion recognition based on eNTERFACE’05 audio and

Table 6: Accuracy of emotional recognition by different methods

video multimodal emotion database has an accuracy of
70.5% for single modal SER, 80.17% for single modal expres-
sion recognition, and 83.67% for multimodal emotion recog-
nition based on feature fusion, the accuracy of multimodal
emotion recognition based on summation rule decision
layer fusion is 87.3%, while the accuracy of multimodal
emotion recognition based on improved fusion algorithm
can reach 89.3%, which is significantly improved com-
pared to other multimodal emotion recognition accuracy
rates of 60.09 and 83.92%, this indicates that this method
has certain improvements in emotion recognition, and
experimental results show that the performance of multi-
modal emotion recognition combining speech and facial
expressions is better than that of single modal emotion
recognition [32].

Figure 4 presents the results of the experimental ana-
lysis of the proposed approach for several motions. The
percentage values are also presented in this experimental
analysis in Table 7.

Method

Average recognition rate (%)

Single-modal SER results

Single-modal facial expression recognition results

Emotional recognition results based on feature fusion

Emotional recognition results based on decision layer fusion
Emotion recognition results based on improved fusion algorithm

70.5
80.17
83.67
87.3
89.3
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Figure 3: Average recognition rates of different methods.

The experimental analysis results demonstrate the effec-
tiveness and resilience of the proposed emotion recognition
approach. The single-modal speech method demonstrated an
average recognition rate of 77.4% when applied to a range
of emotions, whereas the single-modal expression method
achieved 84.3%. The fusion of features improved recognition
by 87.5%, and the fusion of decisions increased it to 90.8%. The
novel algorithm, Improved Fusion Algorithm, demonstrated
the maximum level of accuracy, attaining a noteworthy
average recognition rate of 92.8%. The present comparative
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analysis demonstrates that the proposed algorithm surpasses
both single-modal approaches and conventional fusion
methods, highlighting the substantial progress made in
the field of multimodal emotion recognition. The out-
comes indicate the potential for real-world implementa-
tions across various domains, underscoring the proposed
method’s superiority in capturing intricate emotional
manifestations. Table 8 presents the comparative analysis
of the proposed approach with existing studies [7,11,13].
The comparative analysis reveals that our proposed approach
outperforms existing studies across multiple critical para-
meters. With a remarkable recognition rate of 92.8%, our
approach, combining speech and facial expressions, sur-
passes Zheng et al’s [7] method by 9.3% points and Zhang
et al. [11] by a substantial margin of 27.8% (Figure 5).

The advanced fusion algorithm implemented show-
cases the effectiveness of our dual-layer fusion strategy,
contributing to this superior performance. Notably, our
method excels in utilizing a multimodal dataset (eNTERF-
ACFE’05), ensuring a robust evaluation environment com-
parable to other studies. Moreover, the fusion strategy
employed in our approach, namely the Improved Fusion
Algorithm, demonstrates its effectiveness against diverse
strategies like wave off-field push, cross-mode fusion, and
kernel fusion, contributing to a significant accuracy boost.
These results affirm the innovation and efficacy of our
proposed approach, positioning it as a standout solution
in the field of multimodal emotion recognition.

Experimental Analysis
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Figure 4: Experimental analysis of the proposed approach.
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Table 7: Experimental analysis of proposed approach in (% age)

Motion Single modal Single modal Feature Decision layer Improved fusion
speech (%) expression (%) fusion (%) fusion (%) algorithm (%)
Anger 70.5 80.17 83.67 873 89.3
Hate 75.2 82.45 85.1 88.2 90.1
Fear 68.9 78.3 82 86.5 88.9
Happy 82 88.7 91.2 93.8 95.5
Sadness 783 85.6 88.9 91.5 93.2
Surprised 86.5 921 94.3 96 97.2
Average 77.4 843 87.5 90.8 92.8

5 Discussion

In this section, we elaborate on the potential of our multi-
modal emotion recognition system to transform robot
behavior in the real world. Adding emotional intelligence
to robots could change everything, especially when it

comes to improving relationships between humans and
robots. The system is good at reading both spoken and
unspoken emotional cues, which leads to more natural
and understanding exchanges that improve the way people
talk to each other. Our system is also adaptive, which
means that robots can change how they help and support

Table 8: Comparative analysis of proposed approach with existing studies [7,11,13]

Parameters Proposed approach Zheng et al. [7] Zhang et al. [11] Wang et al. [13] (Kernel Fusion)
Recognition rate (%) 92.8 83.5 65 83.92

Modalities utilized Speech, Facial Exp. Speech, Text, Action  Audio, Video, Text Speech, Facial Exp.

Fusion strategy Improved Fusion Alg. ~ Wave Off-Field Push  Cross-Mode Fusion Kernel Fusion

Database used eNTERFACE’05 MELD eNTERFACE’05 eNTERFACE’05

Average experiment accuracy (%) 0.928 0.835 0.65 0.8392

Comparative Analysis

100

90
80
70
60
50
40
30
20
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0 A— —

Proposed Approach Zheng et al. [7]

Zhang et al. [11] Wang et al. [13]

B Recognition Rate (%) u Average Experiment Accuracy (%)

Figure 5: Comparative analysis of the proposed approach.
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people based on the feelings they detect. This customized
method improves the level of care in places like healthcare
settings. Our method helps robots become more emotion-
ally intelligent, which makes them better team members
who can work together and understand each other. This
emotional intelligence makes relationships more peaceful
and helps people accept robots as helpful team members.

This has effects on socially aware navigation and inter-
action, where robots using our approach can move through
crowded areas with a greater awareness of how people are
feeling. This skill makes sure that people treat each other
with respect and care, and it deals with social limits in
public places. Even with these improvements, though, moral
concerns are still the most important thing. We stress how
important it is to have strong privacy protections to keep
user consent and sensitive emotional data safe. In the end, our
multimodal mood recognition system is useful in real life as
well as being a step forward in technology. This changes how
people and robots communicate, making robots more under-
standing, responsive, and socially aware. The effects we talked
about show how possible it is to make robots understand and
respond to emotions. This is a big step toward making robot
friends that are smart and sensitive to our feelings.

The practical integration of our algorithm into robot
behavior involves navigating various challenges for seam-
less real-world implementation. In a family setting, the
algorithm’s effectiveness may face hurdles such as ambient
noise and dynamic lighting conditions. Incorporating noise
cancellation techniques and adaptive algorithms ensures
robust performance, addressing challenges such as ambient
noise and dynamic lighting conditions. Real-time respon-
siveness becomes crucial, prompting the need for efficient
processing and immediate feedback. Handling incorrect
identifications demands a thoughtful approach, potentially
involving user feedback loops to enhance the algorithm’s
learning over time. Considerations extend to user-centric
design principles, ethical implications, and the establish-
ment of human-robot trust. The adaptability of the algo-
rithm to diverse human expressions and emotions should
be a focal point, enhancing its applicability in dynamic, real-
world scenarios. As robots increasingly become part of daily
life, our algorithm’s successful integration hinges on a com-
prehensive understanding of the nuanced challenges and
considerations inherent in human-robot interactions.

6 Conclusion

This research has delved deeply into critical aspects including
Ppreprocessing, feature extraction, fusion strategies, and emotion

DE GRUYTER

recognition classification for both speech signals and expression
images. The suggested method for detecting emotions is
based on a dual fusion strategy at both the feature layer
and the decision layer. It takes advantage of the fact that
different sources of emotional information work well
together. Through extensive experimentation on the eNTE-
RFACE’05 audio and video multimodal emotion database,
we achieved a commendable recognition rate of 89.3%.
Comparative analysis revealed a substantial improvement
in multimodal emotion recognition over single-mode recog-
nition. The applications of emotion recognition have found
widespread use in diverse fields such as remote education,
customer service, and safe driving, attesting to the practical
significance of this research. While the advent of convolu-
tional neural networks has introduced novel approaches to
the study of emotion recognition, challenges persist, parti-
cularly in the realm of multimodal emotion recognition.
Notably, there is a pressing need for the establishment of
a comprehensive and standardized multimodal emotion
database. The study opens avenues for future research in
several directions. First, further exploration and refinement
of fusion strategies can contribute to enhancing the robust-
ness and generalizability of multimodal emotion recognition
systems. Additionally, the incorporation of advanced machine
learning techniques, including deep learning architec-
tures, could yield improvements in accuracy and effi-
ciency. Moreover, addressing the existing challenges in
establishing a comprehensive and standardized multi-
modal emotion database is imperative.
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