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Abstract: In last decades, there have been drastic environ-
mental transformations and mutations happening all around
the world. Due to the continuous mass transfer process, for
example,CO2 mass transfer, which in this case, takes the form
of greenhouse gas emissions, unusual and extreme kinds of
phenomena have been occurring here and there, disturbing
our ecosystems and causing damage and chaos on their paths.
Reducing or stopping these gas emissions has become one of
the major topics in our planet. We investigate the solvability
of a mathematical model describing the mass transport pro-
cess in nature and where additional perturbations para-
meters have been considered. Besides addressing the stability
of the model, its convergence analysis is also given with the
use of Crank–Nicholson numerical method, in order to assess
its efficiency and perform some numerical simulations. The
results obtained show that the model’s dynamic is character-
ized by many grouping (accumulation) zones, where mass (of
CO2, for instance) accumulates in an increasing way. This
result is important in controlling how CO2 can be stored in
this growingly perturbed environment that surrounds us.

Keywords: mass transport, CO2 emission process, frac-
tional time order derivative, stability and convergence
analysis

1 Introduction and basic concepts

The heat or mass transfer dynamics can be observed in
many areas and aspects of real life. Particularly, when phy-
sical material that exists in a homogenous phase is trans-
ported to another homogenous phase. The main distinction

between the two phases involved in the transfer process is
the difference of state (diffusivity, solubility). As a simple
example for mass transfer, we have a system of gas–liquid
contact (Figure 1) where, for instance, the marine or fresh-
water that was previously left on the ground will certainly
evaporate as the result of water molecules (H O2 ) that diffuse
into the air [1]. Such evaporation has proven to be intense
during the last decades, and the water cycle is severely
impacted by the climate change causing drought and drying
up of waterways. Another example for mass transfer occurs
in a complex geological system (Figure 2) where carbon
dioxide (CO2) molecules (or mass) are transported and
deeply stored below the earth surface [2]. Mass transfer
also plays an important role in soil restoration where pro-
cesses such as evaporation and condensation are the main
key and driving factors. The dynamic characterizing the
heat transfer is similar to the one that characterizes the
mass transfer and both transfers can happen simulta-
neously since heat transfer usually results from the
mass difference between two interacting objects. Skoči-
lasová et al. [3] analyzed a particular case of heat transfer
occurring inside a pipe and involving a fluid and a tur-
bulent flow regiment.

Therefore, the process of mass or heat transfer depicts
the mass transportation or heat diffusion from a particular
area to another and is one of the pioneer concepts that lie
at the core of the transport theory. It is important to recall
that describing the way mass is transported from one
point/region to another is one of the major purposes of
the mass transfer equation, making such an equation
unavoidable in the area of transport theory. The process
of mass transfer can happen either in one phase or in
multiple phases involving phase boundaries. The most
common case widely used in science problems is the
one where least one fluid phase is involved in the mass
transfer process. These fluid phases are commonly liquid
or gas. Solid phase can also be described as well. In the
sense of general analysis, the mass transfer equation can
take the form [4]:

+ = +εβ M t x θuM t x κM t x t x, , , , .t x xx �[ ( ) ( )] ( ) ( )

An equivalent version is
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with t representing

the time variable and x the spatial variable. The dependent
variable M represents the mass concentration, u the velocity,
θ the porosity, ε the density of mass, κ the thermal conduc-
tivity, β the specific heat, and finally� the source term. Recall
that the basic principle that generated this mass transfer
equation can be compared with its analogy with the mathe-
matical equation in the heat transfer, which considerably
depends on the temperature difference driving force for

heat flow. Hence, the mass can be calculated using the spe-
cific heat capacity taking the form = ⋅M

q

T CΔ
, where q is the

heat transferred, TΔ is the change in temperature, and C is
the specific heat capacity.

There exist in the literature different techniques used for
the derivation and generation of mass or heat transfer equa-
tions. In the process of generation, their theoretical significance
in real life and their relation to other theories such as the general
diffusion theory are given. For the reader interested in the
methods used to establish general mass/heat transfer equations,
we refer the articles [4–6] and also references therein.

Using the values given in Table 1 for the parameters
involved in Eq. (1), we can generate its numerical repre-
sentation as the one shown in Figure 3 and which depicts
the spatial evolutive dynamics of the mass involved in the
transfer process within the x-space interval 0, 40[ ] as time t

varies from 0 to 20. The figure shows only one major mass

Figure 1: Gas–liquid contact involved in the process of mass transfer (evaporation) and where, for instance, water cycle can be severely impacted by
the climate change [1].

Figure 2: Complex geological system showing how molecules of carbon
dioxide (CO2), for instance, can be transported and deeply stored below
the earth surface [2].

Table 1: Parameters’ estimation

Description (parameters’ symbols) Estimated values

Mass density (ε) 0,05 (kg)
Porosity (θ) 0.005 (–)
Thermal conductivity (κ) 10 (W K m‒1 ‒1)

=ν
κ

εβ

~0,9

Specific heat (β) ~222 (J kg K‒1 ‒1)
Velocity (u) ~20 (m s‒1)
Source term (�) 0,2 (W m‒3)
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cluster arising mostly in the interval ≤ ≤x30 40 and a rela-
tively constant and flat evolution elsewhere in the space.

Now, the question that presents itself is whether there
is a way of creating a variety of mass clustering across
different scales in the evolutive system. We try to give an
answer by investigating the perturbed version of the equa-
tion where some model’s parameters and terms have been
added. The Caputo–Fabrizio operator [7] is one of the per-
turbing factors to be considered.

After defining the Caputo–Fabrizio operator in Section 2,
we describe succinctly the Crank–Nicholson numerical
scheme, before continuing in Section 2.1 where we show
the stability result of the scheme. In Section 2.2, we proceed
by showing the convergence result of the scheme before
ending in Section 2.3 where numerical representations are
performed. Finally, we conclude the whole analysis by clearly
expressing the main results of this article.

2 Numerical solvability of the mass
transfer model

Let us recall the fractional operator that was proposed in
order to depict particular behavior that occurs in multi-
scale systems and materials with massive heterogeneities.
It is called the Caputo–Fabrizio fractional derivative, and
was proposed by authors of the same names [7]. Today
considered as the derivative of fractional order with no
singular kernel, it is expressed by:

Definition 2.1. (Caputo–Fabrizio derivative) Let us assume
that the function M is taken from > ∈H b b0; ; 0; ϱ 0; 11( ) [ ],
then its Caputo–Fabrizio fractional derivative of order ϱ reads as:
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However, if we assume that the function M is not
taken from >H b b0; ; 01( ) , then, its Caputo–Fabrizio frac-
tional derivative of order ϱ reads as:
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where α is a real constant. Losada and Nieto [8] upgraded this
definition of Caputo–Fabrizio fractional derivative as follows:
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Now, using the Caputo–Fabrizio derivative, Model (1)
is modified and expressed as
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satisfying the initial condition
=M x ϕ x0, ,( ) ( ) (6)

as well as the boundary conditions

= =M t

t

M t

t

L, 0
3

and ,
cosh

3
.( ) ( ) (7)

Recall that the variable x represents the spatial compo-
nent, t represents the time component with M θ, , and u,
respectively, representing the mass concentration, the por-
osity, and the velocity. Mass density is given by ε, the spe-
cific heat given by β, the thermal conductivity represented
by κ, the source term given by �, and finally, =ν .

κ

εβ

Figure 3: The spatial evolutive dynamics of the mass involved in the transfer process within the x -space interval 0, 40[ ] as time t varies from 0 to 20. It
shows only one major mass grouping arising mostly in the interval ≤ ≤x30 40, for ∈t 0, 4 .[ ] There is a relatively uniform and flat evolution
elsewhere in the space.
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In the last decades, a number of research and publica-
tions have analyzed mathematical models describing dyna-
mical processes such as dispersion, advection, and also
diffusion. Innovative methods and techniques involving frac-
tional calculus (fixed or variable derivative order) were used
in many research publications [9–12]. For instance, Atangana
[9] used the concept to analyze the stability and convergence
results of the time-fractional variable order telegraph equa-
tion. For instance, Lin et al. [10] proposed an explicit numer-
ical scheme able to easily approximate the problems under
study. Another specific example is found in Goufo [12] where
they applied the concept on an epidemic model to analyze the
stability of the Ebola hemorrhagic fever dynamics with a non-
linear transmission. Fractional models with constant order’s
derivative particularly sparked many studies [13–17]. For
example, technique like implicit difference was used and
proven to be a useful tool in solving time-dependent diffusion
equation [13] or technique like weighted average finite differ-
ence proven in the study of Yuste et al. [18] to be a valuable
tool for solving the same type of diffusion differential sys-
tems. Other valuable techniques are described in previous
articles [19–21], some of them using matrix analysis and flex-
ible numerical scheme have proven to be efficient for solving
fractional models where the main variables change in both
space and time. Let us now describe the numerical scheme
considered here to be the most suitable for the study, analysis
and solvability of Systems (5)–(7); it is based on the Crank–
Nicholson numerical scheme as proposed in the study of
Diethelm et al. [21].

Using the discretization
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= ≤ ≤ =
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m m L
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b

where n and m are the numbers of grid points and a the
step size. Using Crank–Nicholson-related discretization, the
explicit formula for the first-order derivative with respect
to the x-component can be expressed by
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Moreover,
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By Crank–Nicholson time discretizing, the explicit for-
mula for the derivative of order one with respect to the
t-variable can be expressed by
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Similarly, the explicit formula for the derivative of order
two with respect to the time t can be expressed by
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Discretizing the Caputo–Fabrizio derivative via
Crank–Nicholson approach at a point t x,p b( ) gives the
explicit formula:
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with the coefficients expressed as
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We can now substitute (8)–(12) into (5) and obtain

∑ ⎟⎜

⎟

⎟

⎜

⎜

−
⎡

⎣⎢
⎛
⎝

− ⎞
⎠

+ −
⎤
⎦⎥

+ ⎛
⎝

−

+
− ⎞

⎠

− ⎛
⎝

− +

+
− + ⎞

⎠

− + =

=

−
− − − +

+

+ + + −

+ −

+ + + + −

+ −

+

α M t x M t x

η

M t x M t x

θu

M t x M t x

a

M t x M t x

a

νκ

M t x M t x M t x

a

M t x M t x M t x

a

εβ

t x t x

q
1 ϱ

, ,

, ,

1

2

, ,

2

, ,

2

1

2

, 2 , ,

, 2 , ,

1

2
, , 0.

j

p

p j b p j b

j

p

p b p b

p b p b

p b p b

p b p b p b

p b p b p b

p b p b

1

1
1

1

1

1 1 1 1

1 1

1 1 1 1 1

2

1 1

2

1� �

( ) ( )

( ) ( )

( ) ( )

( ) ( )

( ) ( ) ( )

( ) ( ) ( )

( ( ) ( ))

(14)

Using the following simplified notations
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Re-arranging (16) leads to
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It is now time to analyze the stability of the mass
transfer model via (17).

2.1 Stability analysis of the mass transfer
dynamic

Based on the aforementioned notations, definitions, and
setting, we can state the following proposition.

Proposition 2.1. The approximation scheme based on
the Crank–Nicholson approach described in Section 2 and
used to approximate the solution for the mass transfer
system (5) is stable.

Proof. We start the proof by considering the approxima-
tion = t xI I ,b p
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It appears that the function xkp( ) is expandable into the
Fourier series to become
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with δ the Dirac Delta operator. To support the proof and
explain some of it steps, we need to state the following
assertions and properties that are related to the the
model’s parameters.
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Hence, adopting the Crank–Nicholson numerical method
to solve the mass transfer model causes an absolute error
given by the following relation:
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In addition, if it is assumed that the error function kb p, can
take the expression of the Dirac Delta-exponential function

= δ ek ,b p

p

iςpb, (21)

where ς represents the real spatial wave, then induction on
p and additional development lead to
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which concludes the proof for the stability result. □

2.2 Convergence analysis of the mass
transfer dynamic

We continue in this section our analysis by completing the
solvability of the mass transfer Systems (5)–(7). For that, we
investigate the convergence state of the system in connection
to the Crank–Nicholson scheme presented in the previous
sections. It is important to point out the existence of real
constants >γ γ γ γ γ, , , , 0
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(26)

Then, choosing M t x,p b( ), =b m1, 2,…, , = −p n1, 2,…, 1, to
be the exact solution, at the point t x, ,p b( ) of the Cauchy
problem associated to the mass transfer system, we can
pose = −M t x xΨ ,b p

p b

b p, ,( ) , and = =Ψ Ψ 0p p0,[ , Ψ p1, ,
Ψ ,…p2, , −Ψ .pm T1, ] Therefore, (20) is equivalent for =p 0, to
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≤ ≤j p1 and for >p 0, to
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≤ ≤j p1 . Recall that the quantity +Πb p, 1 is defined by the
expression
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Using all the four systems (23), (24), (26), and (28) leads to
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≤ ++ +
γ a v vΠ 2 ,b p, 1 2 ϱ 1 ϱ( ) (29)

with the constant γ, which is strictly positive and real.
Interpreting Inequality (29), it is clear that the growth

of +Πb p, 1 is dependent on how + +
a v v22 ϱ 1 ϱ grows also.

It means that both +Πb p, 1 and + +
a v v22 ϱ 1 ϱ grow at a

similar and comparative pace. Additional information,
concepts, and methods related to error analysis in gener-
alized fractional processes can be found in previous
studies [22,23] and references therein. From the afore-
mentioned observation, we prove the following conver-
gence result:

Proposition 2.2. The approximation scheme based on
Crank–Nicholson approach described in Section 2 and
used to approximate the solution for the mass transfer Sys-
tems (5)–(7) converges, and we have the following inequality
condition:

≤ ++
∞

+ + −
γ a v v EΨ 2 ,p

j

b p1 2 ϱ 1 ϱ , 1 1‖ ‖ ( )( )

with ≤ ≤j p1 and = −p n0, 1,…, 1 and =∞Ψp‖ ‖

≤ ≤ −max Ψb

b p

m1 1
,∣ ∣ and >γ 0 representing a constant.

The theoretical analysis performed in the two sections
above allows us to understand the importance of using the
Crank–Nicholson method described in Section 2 in the sol-
vability of the mass transfer Systems (5)–(7). We know now
that the scheme is stable and is convergent. These two
conditions are crucial to guarantee the well-posedness of
the method involved in the system’s solvability. The con-
vergence condition given Proposition 2.2, for instance, is
very important for the full and thorough investigation,
interpretation, and explanation of the mass transfer phe-
nomena, which is under study in this article.

2.3 Numerical representation:
Multi-grouping dynamics

From the previous analysis, results and proofs, it is now
clear that the scheme chosen to solve the mass transfer
Systems (5)–(7) is stable and converges. This allows the
presentation of some numerical representations in order
to analyze the behavior of the approximated solutions.

We can refer to Table 1 for related parameters’ value.
The source term plays a non-negligible role in the multi-
grouping dynamic, and its trajectory with regard to the
time t is shown in Figure 4.

Let us associate with the system the following initial
and boundary conditions, respectively, given as

Figure 4: Variation of the source term � as time t is taken from 0 to 20.

Figure 5: Spatial evolutive dynamics of the mass involved in the transfer process, when =ϱ 1, within the x -space interval 0, 40[ ] as time t varies from 0
to 20. It shows only one major mass grouping arising mostly in the interval ≤ ≤x30 40, for ∈t 0, 4 .[ ] There is a relatively uniform and flat evolution
elsewhere in the space.
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Figure 6: (Left) Spatial evolutive dynamics of the mass involved in the transfer process, when =ϱ 0.83, within the x -space interval 0, 40[ ] as time t

varies from 0 to 20. It shows two major mass grouping arising mostly in the interval ≤ ≤x30 40, for ∈t 0, 4[ ] and in the interval ≤ ≤x2 8, for
∈t 17, 19 .[ ] There is a relatively uniform and flat evolution elsewhere in the space. (Right) Related spatial distribution.

Figure 7: (Left) Spatial evolutive dynamics of the mass involved in the transfer process, when =ϱ 0.65, within the x -space interval 0, 40[ ] as time t

varies from 0 to 20. It shows three major mass groupings arising mostly in the interval ≤ ≤x30 40, for ∈t 0, 4[ ] then, in the interval ≤ ≤x16 19, for
∈t 13, 14[ ], and in the interval ≤ ≤x2 8, for ∈t 17, 19 .[ ] There is a relatively uniform and flat evolution elsewhere in the space. (Right) Related spatial

distribution.

Figure 8: (Left) Spatial evolutive dynamics of the mass involved in the transfer process, when =ϱ 0.55, within the x -space interval 0, 40[ ] as time t

varies from 0 to 20. It shows four major mass grouping arising mostly in the same areas as in Figure 7 and also in the interval ≤ ≤x9 11, for
∈t 6, 10 .[ ] There is a relatively uniform and flat evolution elsewhere in the space. (Right) Related spatial distribution.

8  Emile F. Doungmo Goufo and Amos Kubeka



= =M x ϕ x

x

0,
3

3

( ) ( ) (30)

and

= =M t

t

M t

t

L, 0
3

, ,
cosh

3
,( ) ( ) (31)

and choose =L 40. Numerical simulations representing
the physical evolution of mass during the transfer process
are depicted in Figure 5–9. In Figure 5, for instance,
we have the physical evolution of mass during the transfer
taken at different time t ( ≤ ≤t0 20) and space x ( ≤ ≤x0 40)
for =ϱ 1. A single major mass grouping is observed only at
the beginning ( ∈t 0, 4[ ]) in the interval ≤ ≤x30 40, before
dissipating later on and becoming relatively uniform and flat.
In Figure 6, for =ϱ 0.83, we have two major mass groupings

that are observed mostly in the interval ≤ ≤x30 40, for
∈t 0, 4[ ] and in the interval ≤ ≤x2 8, for ∈t 17, 19 .[ ] The

evolution is uniform elsewhere in the space.
In Figure 7, for =ϱ 0.65, we have three major mass

groupings that are observed at different average times
at the beginning ( =t 2), the middle ( ≃t 12), and toward
the end ( ≃t 19.). Hence, the groupings are mostly in the
interval ≤ ≤x30 40, for ∈t 0, 4[ ], then, in the interval

≤ ≤x16 19, for ∈t 13, 14[ ] and in the interval ≤ ≤x2 8,

for ∈t 17, 19 .[ ] The evolution is shown to be uniform else-
where in the space. Similar observation is made in Figure
8, plotted for =ϱ 0.55 and where there are four major mass
groupings arising mostly in the same areas as in Figure 7
and also in the interval ≤ ≤x9 11, for ∈t 6, 10 .[ ] There is a
relatively uniform and flat evolution elsewhere in the
space. Finally, in Figure 9, plotted for =ϱ 0.40, there are
many more major mass groupings that are forming during
the evolution, are scattered here and there, and seem to
increase as the parameter ϱ decreases. The mass transfer
process appears to be highly dynamic and active in Figures
8 and 9 compared to Figures 5 and 6, meaning that the
parameter ϱ is playing an important role in terms of con-
trolling the quantity of mass being transferred. There is in
reality an increasing mass (CO2) accumulation with respect
to the parameter ϱ, as shown in Figure 10.

3 Conclusion

We have investigated the solvability of a mathematical
model describing the mass transport process in nature
and where additional perturbation parameters have been
considered. After addressing the stability of the model, its
convergence analysis has also been done in order to assess

Figure 9: (Left) Spatial evolutive dynamics of the mass involved in the transfer process, when =ϱ 0.40, within the x -space interval 0, 40[ ] as time t

varies from 0 to 20. It shows many major mass grouping arising mostly in the same areas as in Figure 8 and also in other areas scattered here and
there. (Right) Related spatial distribution.

Figure 10: Increasing mass accumulation with respect to the para-
meter ϱ.

Accumulation process in the environment  9



its efficiency and perform some numerical simulations. The
results obtained have shown that the model’s dynamic
is characterized by many accumulation zones where the
mass, of CO2, for instance, can accumulate in an increasing
way. The observed increasing accumulation appears to be
dependent on the model’s parameter, namely, the order.
The results exposed in this article are also important as
they prove that the model can be used to control the way
mass (of CO2, for instance) can be stored in this growingly
perturbed environment that is changing the way we live.
This observation is even more crucial especially nowadays
where the emission of CO2 in the atmosphere is classified as
the prime cause of climate change touching the whole globe
and causing catastrophes and calamities all over the planet.
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