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Abstract: This study deals with a mathematical model that
examines the spread of Coronavirus disease (COVID-19).
This model has been handled with different processes
such as deterministic, stochastic, and deterministic–sto-
chastic. First of all, a detailed analysis is presented for
the deterministic model, which includes the positivity of
the solution, the basic reproduction number, the disease,
and endemic equilibrium points. Then, for the stochastic
model, we investigate under which conditions, the solution
exists and is unique. Later, model is reconsidered with the
help of the piecewise derivative, which can combine deter-
ministic and stochastic processes. Numerical simulations
are presented for all these processes. Finally, the model
has been modified with the rate indicator function. The
model presenting these four different situations is com-
pared with the real data in Russia. According to the results
obtained from these situations, the model that is obtained
by adding the rate indicator function predicts the COVID-19
outbreak in Russia more accurately. Thus, it is concluded
that the model with the rate indicator function presents
more realistic approach than the previous ones.

Keywords: COVID-19 spread, fractional differentiation and
integration, rate indicator function

1 Introduction

The novel Coronavirus disease (COVID-19) was first encoun-
tered in a group of patients who developed respiratory
symptoms (fever, cough, shortness of breath) in late
December in Wuhan Province, China [1]. As a result of

research, it was a virus identified on January 13, 2020.
The epidemic was initially detected in seafood and animal
markets in Wuhan and then spread from person to person,
spreading to other provinces in China, especially Wuhan,
and then to the whole world. Although the countries some-
times take measures, the increases in cases have not been
prevented. As a result, all countries have faced the waves,
even most countries have witnessed the fifth wave. During
this long time, numerous mathematical models are studied
and epidemics in many countries are tried to be predicted.
Sometimes deterministic models and sometimes stochastic
models are used to predict and interpret epidemics [2–6].
In addition to classical order models, fractional order
models are also discussed and the dynamics of the epi-
demic have been examined [7–12].

Some studies in the literature are as follows: Masandawa
et al. have considered a mathematical model that combines
both public control measures and health workers [13].
Ariffin et al. have determined the severity of the disease
and the approximate number of days needed for the dis-
ease trend to decline in Malaysia, which has been severely
affected by the COVID-19 outbreak [14]. Premarathna et al.
have made estimations of the future number of COVID-19
cases in Sri Lanka [15]. Lotfi et al. developed a regression-
based robust optimization (RO) approach with a mean
absolute deviation objective function to estimate the number
of patients affected by the COVID-19 outbreak in Iran [16].
Asempapa et al., using the COVID-19 data from Brazil and
South African countries, created a mathematical model
between the two subgroups that they classified as low risk
and high risk and showed that it is possible to prevent the
disease with drug-free interventions [17]. Samui et al., using
India’s COVID-19 epidemic data within a certain period, have
found a compartmental mathematical model to find the causes
of disease transmission and control the epidemic [18]. Alqarni
et al. have constructed a new mathematical model for the
transmission dynamics of COVID-19 using disease cases
reported in the Kingdom of Saudi Arabia over a given time
period [19]. Grassly et al. developed a mathematical model that
aims to investigate the potential impact of different polymerase
chain reaction tests and isolation strategies on the transmission
of the severe acute respiratory syndrome SARS-CoV-2 [20].
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The objective of this research is to design a mathema-
tical model that can effectively forecast the number of
COVID-19 cases in Russia within a given time frame. There
are three situations to consider: a deterministic process for
the epidemic, a stochastic process for the epidemic, and a
combination of both. In addition to these situations, the last
one is the situation where the rate indicator function, which
is very successful in estimating the numbers of infected, is
added to a model that will be presented in the next section.
In this study, we compare all of these patterns that will
estimate the number of cases in Russia [1] which has faced
a new wave recently, and determine the best prediction for
the infected cases in this country.

Some definitions of fractional derivatives will be now
presented. We start with the definition of the fractional
derivative with power-law kernel [7] is given as
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where < ≤α0 1. The definition of the fractional derivative
with exponential decay kernel [8] is presented as
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where < ≤α0 1. Here, M α( ) is the normalization function
such that = =M M0 1 1( ) ( ) . The definition of the fractional
derivative with Mittag–Leffler kernel [9] is defined by
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is the Mittag–Leffler function. Here,
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is the normalization function, noting that = =AB AB0 1 1( ) ( ) .
The definitions for fractional integrals, incorporating power
law, exponential decay, and Mittag–Leffler kernel are as
follows:
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2 Model formulation

In this section, we consider a mathematical model to
understand the dynamics of the COVID-19 pandemic in
Russia. Employing this model [21], we will be able to
have an idea about the rate of spread of the disease and
predict the number of future cases. The mathematical
equations under investigation are represented by
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where initial conditions are as follows:
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The model discussed in this article will be divided into seven
compartments. Let N t( ) be the total human population to be
considered. It is important to note that the nonlinear terms
S*Is and S*Is are assumed to be divided byN for simplicity in
notation. At any given time, the number of susceptible is
called S , the number of exposed E , the number of symp-
tomatically infected Is, the number of asymptomatically
infected Ia, the number of quarantined Q, the number of
recovered R, and the number of death F . Now, let us talk
about the parameters that we will use in the model and what
they mean. The recruitment rate into the susceptible com-
partment ρ, the effective contact rate β

s
, the effectiveness of

social distancing β
a
, proportion of peoplewearing facemasks

ψ, the effectiveness of face masks ξ , proportion of exposed
individuals showing clinical symptoms after the incubation
period − θ1 , progression rate from exposed compartment to
infectious compartment φ, isolation rate for individuals in
symptomatically infected compartment αs, recovery rate of
individuals in symptomatically infected compartment λs,
COVID-19 disease mortality rate for individuals in the infec-
tious compartment δs, isolation rate of asymptomatically
contagious individuals αa, recovery rate of asymptomatically
infectious individuals λa, recovery rate of individuals in the
quarantined compartment λq, COVID-19 disease mortality
rate for individuals in quarantined compartment δq and nat-
ural death rate of all individuals is denoted by μ.

The COVID-19 model is considered in a feasible region
Ω such that
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2.1 Positivity and boundness

In this subsection, we shall show that the solutions of the
model are nonnegative and bounded if the initial condi-
tions are positive for all >t 0. Assuming that the classes
S t( ) and I ts( ) have same signs and <ψξ 1, for E t( ) class, we
can have the following inequality:

≥ ∀ >− +E t E e t, 0.φ μ t0( ) ( ) (10)
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Assuming that the classes I ts( ) andQ t( ) are integrable, then
we have
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Finally, we will discuss the positivity for S t( ) class. For this,
we need to define the following norm:
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Hence, for the class S , we have
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However, we know that the addition of all equations of
model leads to
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Hence, the positive solutions of the model are bounded.

2.2 Equilibrium points of the model

In this subsection, we present the disease-free and endemic
equilibrium points of Model (7). To do this, we set the right-
hand side of each equation in Model (7) equal to zero. Thus,
the disease-free equilibrium point is found as
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and the endemic equilibrium point is calculated as
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2.3 Reproduction number

In this subsection, the next-generation method is used to
obtain reproduction number, which serves to understand
the dynamics of the disease [22]. To achieve this, we con-
sider the classes E , Is, and Ia. Employing the next-generation
method, the following Jacobian matrices are evaluated:
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= ⎡
⎣⎢

− −
+

+
−
+

⎤
⎦⎥

R
ρ

μ

β ψξ θ φ

φ μ k

β ψξ θφ

φ μ k

1 1 1
.

s a

0

1 2

( )( )

( )

( )

( )
(25)

3 Existence and uniqueness of
solution of the model

In this section, the conditions under which the solution of
the COVID-19 model with the Atangana–Baleanu fractional
derivative exists and is unique will be investigated. We
start with examining the existence of the solution of the
associated model.

3.1 Existence of the solution

In this section, we show that the solution of the considered
model exists and is unique. To do this, we consider the
following model with Mittag–Leffler kernel:
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with the initial conditions
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To avoid complexity, we will use some notations
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Theorem 1. The kernels F F F, ,…,1 2 7 in the aforementioned
system hold the Lipschitz condition and contraction if the
following inequalities satisfy
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Similarly,
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In the general form, System (26) can be converted to
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Using recursive formula yields
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Taking the difference between two successive iterations
leads to
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Applying the norm on both sides of the aforementioned
equation, we can have
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Since the functions F F F, ,…,1 2 7 hold the Lipschitz condi-
tion, we have the following:
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which completes the proof. □

Theorem 2. System (26) has a solution under the conditions
that we have from Eq. (38):
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We now show that the functions in the aforementioned
equation are solutions of the model. To do this, we assume

− = −Y t Y Y t Y t0 ,n n
( ) ( ) ( ) ( ) (41)

where Y tn
 ( ) are the reminder terms of series solution.

Then, we need to show

→Y t 0.n
∥ ( )∥ (42)

Then, we write

∫

⎜ ⎟

≤
−

−

+ −

−

≤ ′⎛
⎝

−
+ ⎞

⎠
−

−

−

−

−

Y t
α

AB α
F t Y F t Y

α

AB α α
t τ F τ Y

F τ Y τ

K
α

AB α

t

AB α α
Y Y

1
, ,

Γ
,

, d

1

Γ
.

n i i n

t

α
i

i n

i

α

n

1

0

1

1

1

∥ ( )∥
( )

∥ ( ) ( )∥

( ) ( )
( ) ∥ ( )

( )∥

( ) ( ) ( )
∥ ∥

(43)

Applying this recursively yields

≤ ′ ⎡
⎣⎢

−
+ ⎤

⎦⎥
−

≤ ′ ⎡
⎣⎢

−
+ ⎤

⎦⎥
−

+

−

+

−

Y t K
α

AB α

t

AB α α
Y Y

K
α

AB α

T

AB α α
Y Y

1

Γ

1

Γ
.

n i
n

α
n

n

i
n

α
n

n

1

1

1

1

∥ ( )∥ ( )
( ) ( ) ( )

∥ ∥

( )
( ) ( ) ( )

∥ ∥

(44)

Applying →∞limn on both sides of the aforementioned equa-
tions, we can have

→Y t 0,n
∥ ( )∥ (45)

which completes the proof. We can say that the system has
a solution. □
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3.2 Uniqueness of the solution

To show that solution of the system is unique, we assume

that the system has two solutions such that =Y Y ti

1 1

( ) and
=Y Y ti

2 2( ), =i 1, 2,…, 7. To complete our proof, we need to

show =Y t Y t .i i

2
1

( ) ( ) For this aim, we consider the following
integral equations:

∫

= +
−

+ − −

Y t Y t
α

AB α
F t Y

α

AB α α
t τ F τ Y τ

1
,

Γ
, d

i i i i

t

α
i i

1

,0

1

0

1 1

1

( ) ( )
( )

( )

( ) ( )
( ) ( )

(46)

and

∫

= +
−

+ − −

Y t Y t
α

AB α
F t Y

α

AB α α
t τ F τ Y τ

1
,

Γ
, d .

i i i i

t

α
i i

,0

2

0

1 2

2 2

( ) ( )
( )

( )

( ) ( )
( ) ( )

(47)

Taking difference of the aforementioned equalities

∫

− =
−

−

+ −

−

−

Y t Y t
α

AB α
F t Y F t Y

α

AB α α
t τ F τ Y

F τ Y τ

1
, ,

Γ
,

, d .

i i i i i i

t

α
i i

i i

1 2

0

1 1

2

1 2

( ) ( )
( )

[ ( ) ( )]

( ) ( )
( ) [ ( )

( )]

(48)

Taking absolute value on both sides of Eq. (48) yields

∫

− ≤
−

−

+ −

−

−

Y Y
α

AB α
F t Y F t Y

α

AB α α
t τ F τ Y

F τ Y τ

1
, ,

Γ
,

, d ,

i i i i i i

t

α
i i

i i

1 2

0

1 1

2

1 2

∣ ∣
( )

∣ ( ) ( )∣

( ) ( )
( ) ∣ ( )

( )∣

(49)

and consider the Lipschitz condition

− ≤
−

−

+ −

Y t Y t
α

AB α
L Y Y

t

AB α α
L Y Y

1

Γ
.

i i i i i

α

i i i

1 2 1 2

1 2

∣ ( ) ( )∣
( )

∣ ∣

( ) ( )
∣ ∣

(50)

Arranging the aforementioned inequality leads to

⎟⎜ ⎜ ⎟−
⎛
⎝

− ⎛
⎝

−
+ ⎞

⎠
⎞
⎠

≤Y t Y t
α

AB α

T

AB α α
L1

1

Γ
0.i i

α

i

1 2

∣ ( ) ( )∣
( ) ( ) ( )

(51)

Hence, we have

− = ⇒ = =Y t Y t Y t Y t i0 , 1, 2,…, 7.i i i i

1 2 1 2

∣ ( ) ( )∣ ( ) ( ) (52)

Then, we can conclude that the model has a unique solution.

4 Numerical Solution of COVID-19
model with Mittag–Leffler kernel

Throughout this section, we construct a numerical scheme
with Newton polynomial for the model of COVID-19 spread
where the kernel is Mittag–Leffler

= − − − − −

= − + − − +

= − − + + +
= − + +
= + − + +

= + + −

= +

D S t ρ β ψξ SI β ψξ SI μS

D E t β ψξ SI β ψξ SI φ μ E

D I t θ φE α δ λ μ I

D I t θφE α λ μ I

D Q t α I α I λ δ μ Q

D R t λ I λ I λ Q μR

D F t δ I δ Q

1 1 ,

1 1 ,

1 ,

,

,

,

.

t

αABC

s s a a

t

αABC

s s a a

t

αABC

s s s s s

t

αABC

a a a a

t

αABC

s s a a q q

t

αABC

s s a a q

t

αABC

s s q

0

0

0

0

0

0

0

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( )

( ) ( )

( )

( )

(53)

We can facilitate the aforementioned system as

=

=

=

=

=

=

=

D S t f S E I I Q R F t

D E t f S E I I Q R F t

D I t f S E I I Q R F t

D I t f S E I I Q R F t

D Q t f S E I I Q R F t

D R t f S E I I Q R F t

D F t f S E I I Q R F t

, , , , , , , ,

, , , , , , , ,

, , , , , , , ,

, , , , , , , ,

, , , , , , , ,

, , , , , , , ,

, , , , , , , .

t

αABC

s a

t

αABC

s a

t

αABC

s s a

t

αABC

a s a

t

αABC

s a

t

αABC

s a

t

αABC

s a

0 1

0 2

0 3

0 4

0 5

0 6

0 7

( ) ( )

( ) ( )

( ) ( )

( ) ( )

( ) ( )

( ) ( )

( ) ( )

(54)

Applying the associated integral, we obtain the following:

∫

=
−

+

× − =−

Y t
α

AB α
F Y t

α

AB α α

t τ F Y τ τ i

1
,

Γ

, d , 1, …, 7.

i

t

α
i

0

1

( )
( )

( )
( ) ( )

( ) ( )

(55)

If the functions f
1
, f

2
, f

3
, f

4
, f

5
, f

6
, and f

7
can be approxi-

mated within the interval +t t,k k 1[ ] using Newton polyno-
mial, the following scheme can be achieved

∑

∑

∑

= +
−

+
+

+
+

−

+
+

− +

+

=

−
−

=

−
−

−
−

=
−

−
−

−

Y t Y
α

AB α
F Y t

α t

AB α α
F Y t A

α t

AB α α
F Y t

F Y t A

α t

AB α α
F Y t

F Y t F Y t A

0
1

,

Δ

Γ 1
,

Δ

Γ 2
,

,

Δ

2 Γ 3
,

2 , , ,

n i
n

n

α

k

n

i
k

k

α

k

n

i
k

k

i
k

k

α

k

n

i
k

k

i
k

k i
k

k

1

2

2
2 1

2

1
1

2
2 2

2

1
1

2
2 3

( ) ( )
( )

( )

( )

( ) ( )
( )

( )

( ) ( )
[ ( )

( )]

( )

( ) ( )
[ ( )

( ) ( )]

(56)
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where

= − + − −

= ⎡
⎣⎢

− + − + +
− − − + +

⎤
⎦⎥

=

⎡

⎣

⎢
⎢
⎢
⎢

− + − + + −
+ + +

− − − + + −
+ + +

⎤

⎦

⎥
⎥
⎥
⎥

A n k n k

A
n k n k α

n k n k α

A

n k n k α n k

α α

n k n k α n k

α α

1 ,

1 3 2

3 3
,

1 2 3 10

2 9 12

2 5 10

6 18 12

.

α α

α

α

α

α

1

2

3

2

2

2

2

[( ) ( ) ]

( ) ( )

( ) ( )

( ) ( ( ) ( )( )

)

( ) ( ( ) ( )( )

)

(57)

5 Numerical simulation

In this section, we present the numerical simulations for
our model with the following Atangana–Baleanu fractional
derivative:

= − − − − −

= − + − − +

= − − + + +
= − + +
= + − + +

= + + −

= +

D S t ρ β ψξ SI β ψξ SI μS

D E t β ψξ SI β ψξ SI φ μ E

D I t θ φE α δ λ μ I

D I t θφE α λ μ I

D Q t α I α I λ δ μ Q

D R t λ I λ I λ Q μR

D F t δ I δ Q

1 1 ,

1 1 ,

1 ,

,

,

,

.

t

αABC

s s a a

t

αABC

s s a a

t

αABC

s s s s s

t

αABC

a a a a

t

αABC

s s a a q q

t

αABC

s s a a q

t

αABC

s s q

0

0

0

0

0

0

0

( ) ( ) ( )

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( )

( ) ( )

( )

( )

(58)

Here, the initial conditions are considered as

= = =
= = = =

S E I

I Q R F

0 10,000, 0 1,750 , 0 1,950 ,

0 1,965 , 0 90, 0 0, 0 10,

s

a

( ) ( ) ( )

( ) ( ) ( ) ( )
(59)

and the parameters are

= = = = =

= × = =

= = = =

= = = =

−

ρ β ψ ξ β

μ φ θ

α δ λ α

δ λ λ δ

5, 0.1, 0.1, 0.5, 0.1,

3.6529 10 ,
1

6
, 0.5,

0.2, 0.015,
1

10
, 0.2,

0.015,
1

10
, 0.05, 0.015.

s a

s s s a

a a q q

5

(60)

For the deterministic system of COVID-19 spread, we pre-
sent the numerical simulations in Figures 1–4.

6 Stochastic model of COVID-19
spread

In this section, we consider the following stochastic COVID-
19 model:

= − − − − −
+

= − + − − +
+

= − − + + +
+

= − + + +
= + − + + +
= + + − +
= + +

S ρ β ψξ SI β ψξ SI μS t

σ S t B t

E β ψξ SI β ψξ SI φ μ E t

σ E t B t

I θ φE α δ λ μ I t

σ I t B t

I θφE α λ μ I t σ I t B t

Q α I α I λ δ μ Q t σ Q t B t

R λ I λ I λ Q μR t σ R t B t

F δ I δ Q t σ F t B t

d 1 1 d

d ,

d 1 1 d

d ,

d 1 d

d ,

d d d ,

d d d ,

d d d ,

d d d ,

s s a a

s s a a

s s s s s

s

a a a a a

s s a a q q

s s a a q

s s q

1 1

2 2

3 3

4 4

5 5

6 6

7 7

[ ( ) ( ) ]

( ) ( )

[ ( ) ( ) ( ) ]

( ) ( )

[( ) ( ) ]

( ) ( )

[ ( ) ] ( ) ( )

[ ( ) ] ( ) ( )

[ ] ( ) ( )

[ ] ( ) ( )

(61)

where σi and B ti( ), =i 1, …,7{ } are the stochastic compo-
nent and standard Brownian function, respectively.

Figure 1: Numerical visualization for the class of susceptible and exposed individuals.
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6.1 Existence and uniqueness of the model

In this subsection, we prove that the solution of Model (26)
exists and is unique. For simplicity, let us rewrite Model
(26) as follows:

= +
= +
= +
= +
= +
= +
= +

S u t S t C t S B t

E u t E t C t E B t

I u t I t C t I B t

I u t I t C t I B t

Q u t Q t C t Q B t

R u t R t C t R B t

F u t F t C t F B t

d , d , d ,

d , d , d ,

d , d , d ,

d , d , d ,

d , d , d ,

d , d , d ,

d , d , d .

s s s

a a a

1 1 1

2 2 2

3 3 3

4 4 4

5 5 5

6 6 6

7 7 7

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

(62)

For simplicity, we shall take as = =C t x σ x i, , 1,…, 7i i i i( ) . To
achieve our aim, we need to show that linear growth con-
dition and the Lipschitz condition are satisfied, i.e.,

Figure 2: Numerical visualization for the class of symptomatically and asymptomatically infected individuals.

Figure 3: Numerical visualization for the class of quarantined and recovered individuals.

Figure 4: Numerical visualization for the class of died individuals.
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< + ∀ ∈u t x C t x l x t T, , , 1 , 0, ,i i i i i i
2 2 2∣ ( )∣ ∣ ( )∣ ( ∣ ∣ ) [ ] (63)

and

− −

< − ∀ ∈

u t x u t x C t x C t x

l x x t T

, , , , ,

¯ , 0, .

i i i i i i i i

i i i

1 2 1 2

1 2

∣ ( ) ( )∣ ∣ ( ) ( )∣

∣ ∣ [ ]
(64)

First, we shall prove the linear growth condition. For the
function u t S, ,1( ) we have

⎟⎜

= − − − − −
≤ + −

+ − +

= + − + − +

≤ + −

+ − +

≤ + −

+ − +

=
⎛

⎝
+

− + − + ⎞

⎠

≤ ≤

≤ ≤

∞

∞

∞ ∞

u t S ρ β ψξ SI β ψξ SI μS

ρ β ψξ S I

β ψξ S I μ S

ρ β ψξ I β ψξ I μ S

ρ β ψξ I

β ψξ I μ S

ρ β ψξ I

β ψξ I μ S

ρ

β ψξ I β ψξ I μ

ρ
S

, 1 1

4 1

1

4 1 1

4 1 sup

1 sup

4 1

1

4 1

1 1

,

s s a a

s s

a a

s s a a

s

t T

s

a

t T

a

s s

a a

s s a a

1
2 2

2 2 2 2 2

2 2 2 2 2 2

2 2 2 2 2 2 2 2 2

2 2 2

0

2

2 2

0

2 2 2

2 2 2 2

2 2 2 2 2

2

2 2 2 2 2 2 2

2

2

∣ ( )∣ ∣ ( ) ( ) ∣

( ( ) ∣ ∣ ∣ ∣

( ) ∣ ∣ ∣ ∣ ∣ ∣ )

( ( ( ) ∣ ∣ ( ) ∣ ∣ )∣ ∣ )

( ( ( ) ∣ ∣

( ) ∣ ∣ )∣ ∣ )

( ( ( ) ∥ ∥

( ) ∥ ∥ )∣ ∣ )

( ( ) ∥ ∥ ( ) ∥ ∥ )
∣ ∣

(65)

under the condition

=
− + − +

<∞ ∞
m

β ψξ I β ψξ I μ

ρ

1 1

1.
s s a a

1

2 2 2 2 2 2 2

2

( ( ) ∥ ∥ ( ) ∥ ∥ )
(66)

Then, the following inequality holds:

≤ +u t S l S, 1 .1
2

1
2∣ ( )∣ ( ∣ ∣ ) (67)

For the function u t E, ,2( ) we obtain

⎜ ⎟

= − + − − +

≤ − + −

+ +

≤

⎛

⎝

⎜
⎜
⎜⎜

−

+ −

+ +

⎞

⎠

⎟
⎟
⎟⎟

≤ −

+ − + +

≤ − +

×
⎛

⎝
+

+
− +

⎞

⎠

≤ ≤ ≤ ≤

≤ ≤ ≤ ≤

∞ ∞

∞ ∞

∞ ∞ ∞

∞ ∞ ∞

u t E β ψξ SI β ψξ SI φ μ E

β ψξ S I β ψξ S I

φ μ E

β ψξ S I

β ψξ S I

φ μ E

β ψξ S I

β ψξ S I φ μ E

ψξ S β I β I

φ μ

ψξ S β I β I
E

, 1 1

3 1 1

3

1 sup sup

1 sup sup

3 1

1

3 1

1
1

,

s s a a

s s a a

s

t T t T

s

a

t T t T

a

s s

a a

s s a a

s s a a

2
2 2

2 2 2 2 2 2 2 2

2 2

2 2

0

2

0

2

2 2

0

2

0

2

2 2

2 2 2 2

2 2 2 2 2 2

2 2 2 2 2 2

2

2 2 2 2 2 2

2

∣ ( )∣ ∣ ( ) ( ) ( ) ∣

( ( ) ∣ ∣ ∣ ∣ ( ) ∣ ∣ ∣ ∣

( ) ∣ ∣ )

( ) ∣ ∣ ∣ ∣

( ) ∣ ∣ ∣ ∣

( ) ∣ ∣

( ( ) ∥ ∥ ∥ ∥

( ) ∥ ∥ ∥ ∥ ( ) ∣ ∣ )

( ) ∥ ∥ [ ∥ ∥ ∥ ∥ ]

( )

( ) ∥ ∥ [ ∥ ∥ ∥ ∥ ]
∣ ∣

(68)

such that

=
+

− +
<

∞ ∞ ∞
m

φ μ

ψξ S β I β I1
1,

s s a a

2

2

2 2 2 2 2 2

( )

( ) ∥ ∥ [ ∥ ∥ ∥ ∥ ]
(69)

such that ≠ψξ 1. Thus, we have

≤ +u t E l E, 1 .2
2

2
2∣ ( )∣ ( ∣ ∣ ) (70)

Similarly,

⎟⎜

= − − + + +
≤ − + + + +
≤ −

+ + + +
≤ −

×
⎛
⎝

+
+ + +
−

⎞
⎠

≤ +

≤ ≤

∞

∞

u t I θ φE α δ λ μ I

θ φ E α δ λ μ I

θ φ E

α δ λ μ I

θ φ E

α δ λ μ

θ φ E
I

l I

, 1

2 1

2 1 sup

2 1

1
1

1 ,

s s s s s

s s s s

t T

s s s s

s s s

s

s

3
2 2

2 2 2 2 2

2 2

0

2

2 2

2 2 2

2

2 2 2

2

3
2

∣ ( )∣ ∣( ) ( ) ∣

(( ) ∣ ∣ ( ) ∣ ∣ )

(( ) ∣ ∣

( ) ∣ ∣ )

( ) ∥ ∥

( )

( ) ∥ ∥
∣ ∣

( ∣ ∣ )

(71)

under the condition

=
+ + +
−

< ≠
∞

m
α δ λ μ

θ φ E
θ

1
1 and 1.

s s s

3

2

2 2 2

( )

( ) ∥ ∥
(72)

Next,

⎜ ⎟

= − + +
≤ + + +

≤ ⎛
⎝

+
+ + ⎞

⎠
≤ +

≤ ≤

∞
∞

u t I θφE α λ μ I

θ φ E α λ μ I

θ φ E
α λ μ

θ φ E
I

l I

,

2 sup

2 1

1 ,

a a a a

t T

a a a

a a

a

a

4
2 2

2 2

0

2 2 2

2 2 2

2

2 2 2

2

4
2

∣ ( )∣ ∣ ( ) ∣

( ∣ ∣ ( ) ∣ ∣ )

∥ ∥
( )

∥ ∥
∣ ∣

( ∣ ∣ )

(73)

where

=
+ +

<
∞

m
α λ μ

θ φ E
1.

a a

4

2

2 2 2

( )

∥ ∥
(74)

Next,

⎜ ⎟

= + − + +

≤ +

+ + +

≤ +

×
⎛
⎝

+
+ +

+
⎞
⎠

≤ +

≤ ≤ ≤ ≤

∞ ∞

∞ ∞

u t Q α I α I λ δ μ Q

α I α I

λ δ μ Q

α I α I

λ δ μ

α I α I

l Q

,

3 sup sup

3

1

1 ,

s s a a q q

s

t T

s a

t T

a

q q

s s a a

q q

s s a a

5
2 2

2

0

2 2

0

2

2 2

2 2 2 2

2

2 2 2 2

5
2

∣ ( )∣ ∣ ( ) ∣

( ∣ ∣ ∣ ∣

( ) ∣ ∣ )

( ∥ ∥ ∥ ∥ )

( )

∥ ∥ ∥ ∥

( ∣ ∣ )

(75)

under the condition

=
+ +

+
<

∞ ∞
m

λ δ μ

α I α I
1.

q q

s s a a

5

2

2 2 2 2

( )

∥ ∥ ∥ ∥
(76)

For the function u t R, ,6( ) we write
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= + + −

≤ + +

+
≤ + +

×
⎛

⎝
⎜ +

+ +
⎞

⎠
⎟

≤ +

≤ ≤ ≤ ≤ ≤ ≤

∞ ∞ ∞

∞ ∞ ∞

u t R λ I λ I λ Q μR

λ I λ I λ Q

μ R

λ I λ I λ Q

μ

λ I λ I λ Q
R

l R

,

4 sup sup sup

4

1

1 ,

s s a a q

s

t T

s a

t T

a q

t T

s s a a q

s s a a q

6
2 2

2

0

2 2

0

2 2

0

2

2 2

2 2 2 2 2 2

2

2 2 2 2 2 2

2

6
2

∣ ( )∣ ∣ ∣

( ∣ ∣ ∣ ∣ ∣ ∣

∣ ∣ )

( ∥ ∥ ∥ ∥ ∥ ∥ )

∥ ∥ ∥ ∥ ∥ ∥
∣ ∣

( ∣ ∣ )

(77)

where

=
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<
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Finally, we have
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For the stochastic part,
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Thus, we verified the first condition if the following is
satisfied:

<m m m m m mmax , , , , , 1.1 2 3 4 5 6{ } (81)

We now prove the Lipschitz condition
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− = − + −
≤ + + −
≤ −

u t E u t E φ μ E E

ε φ μ E E

l E E

, ,

¯ ,

2
1

2
2 2 1 2 2

1

2 2 1 2 2

2
1 2 2

∣ ( ) ( )∣ ∣ ( )( )∣

∣ ( ) ∣∣ ∣

∣ ∣

(83)
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Also, we write
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Then, we can conclude that the system has a unique solution.

6.2 Numerical solution of stochastic COVID-
19 model with Mittag–Leffler kernel

In this subsection, we present a numerical algorithm based
on the Newton interpolation polynomial to solve stochastic
model with Mittag–Leffler kernel:
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subject to
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The aforementioned model can be solved using the Newton
interpolation polynomial as follows:
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The numerical simulations will be depicted using the same
parameters in Eq. (60). Also, we consider the following
initial data and stochastic constants:
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The numerical simulations for stochastic system of COVID-19
spread are shown in Figures 5–8.

6.3 Numerical solution of COVID-19 model
with piecewise derivative

In this section, we combine two concepts called determi-
nistic and stochastic for the considered model using piece-
wise derivative. To do this, we consider a piecewise process
where the spread displays three processes, namely, clas-
sical behaviors, stochastic behaviors, and finally nonlocal
behaviors. In this case, if we consider T as the last time of
the spread, this is to say, the last day where a new infection
occurs, then, for the first period of time ranging from 0 to

T1, the mathematical model will be constructed with clas-
sical differential operator, the second-phrase stochastic
approach will be used, the model will be with the
Atangana–Baleanu differential operator and finally at
the last phase. The mathematical model explaining this
dynamic is then presented as follows:
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Using the same routine, the numerical solution can be
obtained as
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Figure 6: Numerical visualization for the class of symptomatically and asymptomatically infected individuals.

Figure 7: Numerical visualization for the class of quarantined and recovered individuals.

Figure 5: Numerical visualization for the class of susceptible and infected individuals.
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The numerical simulations of model with piecewise dif-
ferential and integral operators are performed for =α 0.9

in Figures 9–12.
For another case, we can consider the following

system:
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The numerical simulations for the aforementioned model
are given in Figures 13–16.

Figure 8: Numerical visualization for the class of died individuals.

Figure 9: Numerical visualization for the class of susceptible and infected individuals.

Figure 10: Numerical visualization for the class of symptomatically and asymptomatically infected individuals.
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7 Modification of COVID-19 model
with the rate indicator function

In this section, we modify model presented in this study by
the rate indicator function introduced by Atangana and Araz
[23]. First, we shall present the definition of the rate indicator
function. The rate between two days can be calculated as

=
−
−+

+
r

f f

d d
,i

d d

i i1

i i1 (97)

where
+

f
di 1

is the observed data of day +d .i 1 The daily rate
indicator function can be defined by

= + −
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−
−

−
+

+
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d d
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( ) ( )
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(98)

Figure 11: Numerical visualization for the class of quarantined and recovered individuals.

Figure 12: Numerical visualization for the class of died individuals.

Figure 13: Numerical visualization for the class of susceptible and infected individuals.
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The considered model with classical derivative can be
modified with the rate indicator function as follows:

′ = − − − − −

′ = − + − − +

′ = − − + + +
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′ = + − + +
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′ = +
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such that + + + =α δ λ μ 1.s s s

Figure 14: Numerical visualization for the class of symptomatically and asymptomatically infected individuals.

Figure 15: Numerical visualization for the class of quarantined and recovered individuals.

Figure 16: Numerical visualization for the class of died individuals.
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7.1 Comparison between real data and
model with rate function

In this subsection, we compare our model with experi-
mental data in Russia since it is well known that mathe-
matical models contribute to understanding and analyzing
real-world problems. In order to compare infected cases in
Russia with the model, the weekly data have been used
from March 2, 2020, to August 29, 2022 [1].

Situation 1. Comparison between real data and the
deterministic model

To achieve our aim, we consider the deterministic
model
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with the initial conditions
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While performing the simulations, the following para-
meters are taken as
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The comparison between experimental data in Russia and
the deterministic model is presented in Figure 17.

When Figure 17 is examined, although the determi-
nistic model is successful in predicting the future of the
process, it has not been observed that it is successful
enough in capturing the cumulative cases exactly.

Situation 2. Comparison between real data and sto-
chastic model

We now consider the following model with stochastic
constant:
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with the initial conditions
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While performing the simulations, the following para-
meters are taken as
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Figure 17: Comparison between the deterministic model and accumu-
lative data in Russia.
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The comparison between experimental data in Russia and
stochastic model is presented in Figure 18.

When Figure 18 is examined, it is observed that the
model with stochastic constant captures more cumulative
cases after the 50th week. Although the model with sto-
chastic constant, which is successful in exhibiting non-sta-
tionary processes is not able to fully capture the cumulative
cases, it is seen that it gives better results than the determi-
nistic model.

Situation 3. Comparison between real data and piece-
wise model

In this case, we deal with the following model:
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with the initial conditions

= = =
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While performing the simulations, the following para-
meters are taken as
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The comparison between experimental data in Russia and
the deterministic model with piecewise derivative is given
in Figure 19.

Now, let us compare the modified model by adding the
stochastic constant to the piecewise model and the real
data. Such model is represented by
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where =α 0.98, =σ 0.1i , and =σ 0.0013i͠ . The comparison
between experimental data in Russia and stochastic–deter-
ministic model is shown in Figure 20.

Figure 18: Comparison between stochastic model and real data in
Russia.

Figure 19: Comparison between deterministic model and accumulative
data in Russia.
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In Figure 19, it can be clearly seen that the piecewisemodel
performs quite well for cumulative cases compared to the pre-
vious two situations. In order to capture more data points, it is
concluded from Figure 20 that the model where stochastic is
added in the first and third intervals reach more reality.

Situation 4. Comparison between real data and model
with the rate indicator function

Here, we modify the considered model by the rate
indicator function, which is given by
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where + + + =α δ λ μ 1s s s . The initial conditions are as follows:

= = =
= = = =

S E I

I Q R F

0 144,000,000, 0 13, 0 2,

0 4, 0 2, 0 2, 0 1.

s

a

( ) ( ) ( )

( ) ( ) ( ) ( )
(111)

While performing the simulations, the following para-
meters are considered as

= = = = =

=
= = = =

= = = =

= = =

ρ β ψ ξ β

μ

α δ λ α

δ λ φ θ

λ δ N

0.0000195, 0.01, 0.1, 0.5, 0.5,

0.3,

0.3, 0.2, 0.2, 0.3,

0.0015,
1

20
,

1

450
, 0.7,

0.0005, 0.0015, 144,000,000 .

s a

s s s a

a a

q q

(112)

The comparison between experimental data in Russia and
model with the rate indicator function is performed in
Figure 21.

As shown in Figure 21, the model to which the rate
indicator function is added has been quite successful in
predicting infected cases in Russia.

8 Conclusion

In this study, a mathematical model depicting a COVID-19
outbreak is modified using different differential operators.
The model is considered in four different situations, first
deterministic, then stochastic, then piecewise derivative,
and finally with the rate indicator function. For these
models, various analyses are presented, including basic
reproduction number, equilibrium points, existence, and
uniqueness. Numerical simulations are depicted for each
situation of the model. Finally, the best scenarios have
been examined by comparing the weekly and cumulative
data from March 2, 2020, to August 29, in Russia, with the
deterministic model, stochastic model, piecewise model,
and model with the rate indicator function. In this study,
our focus was on the fact that the deterministic model is
less reliable when dealing with cumulative data for Russia,
and thus, the stochastic model is preferred for capturing a
greater number of points. Still, when we evaluate real
cumulative data, this study reveals that it has been noted
that as the number of cases starts to level out, there is a
subsequent rise in the overall data, which can be more

Figure 20: Comparison between deterministic-stochastic model and real
data in Russia. Figure 21: Comparison between deterministic model with rate function

and real data in Russia.
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accurately portrayed using piecewise model. Our analysis
showed that the three cases used for predicting cumulative
data were insufficient in predicting daily data. To over-
come this, we considered the case incorporating the rate
indicator function proposed by Atangana and Araz. As a
result, we have analyzed the functionality of the rate indi-
cator function, and it has been proven to have a high level
of accuracy in predicting daily data. Briefly, according to
the obtained results, the model with piecewise derivative
gives better results than the deterministic and stochastic
model for cumulative cases. However, none of the models
were successfully enough for the weekly data. However,
upon the examination of the presented simulations, it is
evident that the model incorporating the rate indicator
function has been the most successful in accurately repre-
senting both cumulative and weekly data. It is clearly seen
that the rate indicator function will open new doors in
mathematical modeling.
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