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Abstract: Separation is the primary consideration in cloud
computing security. A series of security and safety prob-
lems would arise if a separation mechanism is not de-
ployed appropriately, thus affecting the confidence of
cloud end-users. In this paper, together with characteris-
tics of cloud computing, the separation issue in cloud com-
puting has been analyzed from the perspective of informa-
tion flow. The process of information flow in cloud comput-
ing systems is formalized to propose corresponding sepa-
ration rules. These rules have been verified in this paper
and it is shown that the rules conform to non-interference
security, thus ensuring the security and practicability of
the proposed rules.
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1 Introduction
Cloud computing is an emerging computing model based
on separation and sharing. Sharing is one of the char-
acteristics of cloud computing, while separation is a cor-
nerstone of cloud computing security. If effective separa-
tion in a cloud computing environment failed to be im-
plemented, a series of problems would arise, such as vir-
tual machine escape, virtual machine stealing, and covert
channels. Therefore, the issue of separation should be one
of the primary security issues for a CSP (Cloud Service
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Provider). By ensuring reliable separation in a cloud com-
puting environment, the confidence of users for the CSP
can be enhanced and the acceptance of a CSP by users can
be improved.

The study of separation can be discussed from two as-
pects: technologies and theories. For the technology part,
the study of separation includes traditional network iso-
lation, access control, encryption technology, isolation of
virtualization level, as well as covert channels and side
channels in cloud computing environments, etc. [4–6]. For
the theory part, some studies have formalized description,
analysis and verification on partial components in cloud
computing. However, the cloud computing system is too
large and too complex, thus making an overall formalized
description and analysis difficult.

Rushby [1] and Kelem [2] have proposed proof condi-
tions for secure separation for raw virtual machine sys-
tems. Rushby pointed out that the separation between
virtual machines can be considered as “when a virtual
machine performs an operation, there should be no per-
ception in other virtual machines”. Meanwhile, Kelem de-
scribed the separation requirements of virtual machine
systems as “an internal operation of the virtual machine
will not produce systematic state variation visible to other
virtual machines”. However, with today’s point of view,
these two conditions are more like achievable results of
successful separation, rather than of proof conditions for
separation.

The “perception” and “influence” between virtual ma-
chines fit the semantic of information flow provided by
non-interference. Non-interference theory is an important
method in the study of information flow. It provides a se-
mantic to describe information flow within a system. In
addition, it can also be applied to analyze the security of
information flow in a system. Since the interaction pro-
cess of the system can be effectively described by infor-
mation flow, information flow has been widely applied to
demonstrate the security of complex systems. In informa-
tion flow analysis of cloud computing, there exists a se-
ries of related work, including critical information flow
based on the Xen virtualization system discussed with
DFL (Data Flow Logic), the issue of “conflict-of-interests”
among different tenants analyzed in [3], with the applica-
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tion of a Chinesewall model. Meanwhile, there is also liter-
ature [4] describing a non-deterministic system with non-
interference theory, indicating that non-interference the-
ory is able to provide modeling and analysis for more com-
plex systems (such as cloud computing systems). Thus, in
this study, from the perspective of information flow based
on the semantic theory of the separation concept and non-
interference theory, we have proposed a separation rela-
tionship and requirements for a cloud computing system
from a global point of view. The main contributions of this
paper are as follows: the formal description of informa-
tion flow in cloud computing system is given; a separation
model of cloud computing system level has been proposed
based on information flow; and it is proved that the secu-
rity of a cloud computing system constructed based on the
above separation model can be assured.

Theorganizationof this paper is as follows.After a gen-
eral introduction to separation issues and related work in
cloud computing, background of cloud computing service
architecture and non-interference theory are briefly dis-
cussed in Section II. The formal description of information
flow in cloud computing is discussed in Section III, includ-
ing the corresponding separation rules. In Section IV, secu-
rity of the separation rules is provedwith non-interference
theory. Section V offers additional discussion. And finally,
the paper is concluded in Section VI.

2 Background

2.1 Cloud computing service architecture

A typical architecture of cloud computing services has
been described (Figure 1). Based on virtualization technol-
ogy, the hardware resources (including CPU, memory, net-
work and storage, etc.) will be encapsulated by a manage-
ment center within the CSP and allocated to different vir-
tual machines. Through the cloud computing services in-
terface, the resources will provide service to end users in
the form of virtual machines. At the same time, there are
corresponding regulatory organizations in the CSP,manag-
ing and controlling the users, virtualmachines and virtual
machine interface, as well as virtualization layer.

Three types of information flow in a cloud computing
environment are presented here (Figure 1):
(i) Information flow between virtual machines. Since a lot of
hardware resources are shared between virtual machines,
there is a certain information flow between virtual ma-
chines, i.e., information flow at the virtual machine level.
For this part of information flow, the information ismainly

Figure 1: A typical cloud computing system

exchanged through thehypervisor; (ii) Information flowbe-
tween users and CSP. Users send operating instructions to
the infrastructure they have rented through the cloud ser-
vices interface and receive corresponding feedback. Thus
the information flow between user and CSP is formed,
which is information flow at the cloud computing level;
(iii) Management information flow. The management cen-
ter of the cloud computing system responds to manage-
ment instructions of the cloud computing system, thus
generating the management information flow. This type
of information flow is similar to that between virtual ma-
chines, while there are also great differences.

For the three types of information flow, different levels
of separation are required. The information flow between
virtual machines brings separation requirements for the
virtual machine level. Separation for the virtual machine
level is mainly reflected in the “interference” relationship
between virtual machines, namely whether the state of a
virtualmachinewould have observable effects on other vir-
tual machines. For example, after the end of the life cy-
cle of a virtual machine, the sharing resource may be re-
leased and there may be residual information in the re-
leased resources. Another example is whether the preemp-
tion of resources in one virtual machine would have ef-
fects on response speed of other virtual machines running
in the same physical host. Furthermore, the information
flow between users and the CSP bring separation require-
ments on the cloud computing level. Compared with the
virtual machine level, the cloud computing level is more
dynamic and there should be an independent centralized
resource management mechanism. Therefore, separation
on the cloud computing level ismainly reflected in the pro-
cess of uniformly dynamical allocation and retrieving of
resources for users, such as whether different tenants ac-
cess the same resources and how communications are per-
formed between different tenants.
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2.2 Non-interference theory

Non-interference theory is a formal semantic for describ-
ing the relationship of information flow policies. It was
originally applied to describe transitive information flow
policies in a deterministic system, such as H � M and M
� L, and then H � L, which makes information able
to flow from H to L transitively. Later, Rushby [4] extended
non-interference theory to intransitive policies, such as H
� D, D � L, but H ��� L which indicates that the in-
formation cannot flow from H to L. In a cloud computing
environment, the direct and indirect influences between
components can both be regarded as intransitive infor-
mation flow. For example, resources are retrieved by the
management center and reassigned to a new virtual ma-
chine, and this process can be considered as information
flow fromoriginal virtualmachine to themanagement cen-
ter, and then from management center to new virtual ma-
chine. Therefore, in this study, the proposed separation
model has been demonstrated and validated with intran-
sitive non-interference theory.

Rushby [4] also indicated that the “unwinding rela-
tion” in non-interference theory can not only be applied
to prove the security of a system, but also be applied
to construct a secure system by designing access control
rules based on this theory. In recent years, Meyden [5] has
pointed out and treated some deficiencies in Rushby’s in-
transitive non-interference theory. The “unwind theorem”
in non-interference theory has been further improved and
applied to prove system security. In this study, the seman-
tic of non-interference defined by Meyden has been fol-
lowed to make formalized description of a cloud comput-
ing system. Here are some basic definitions from Meyden.

A deterministic state machine M = {S, s_0, A, D, O,
step, dom, obs} is applied to describe one system in
which S is the set of states; represents the initial state of
the system; A is the action set of system, a ∈ A represents
that a is a single action, while α ∈ A* indicates α is a series
of action sequences; D represents domains in the system;
O represents the set of observed values observable to the
domain; the function step: S × A → S represents the sys-
tem in one state performing an action and then going for-
ward to the next state; dom: A → D represents the domain
which performs a specified action; and obs: S ×D → O rep-
resents the observed value of one domain in one state. In
addition,� is applied to represent information flow pol-
icy between domains; thus we can simply use M (D, � )
to represent a system composed with D and� . The theo-
rem has been expanded with the relationship family∼u in
a single D by Meyden:
If s∼ut, then obs(s, u)=obs(t, u) (the consistency of output,

referred to as OC;
If s∼ut and s∼dom(a)t, then s • a∼dom(a)t • a (weak single-
step consistency, referred to as WSC);
If dom(a)���u, then s∼dom(a)t • a (local consistency, re-
ferred to as LR).

3 Description of cloud computing
separation model

3.1 Formal description of information flow in
cloud computing

On the basis of the definitions from non-interference the-
ory introduced in Section 2, some supplementary defini-
tions are required. The resources in cloud computing sys-
tems are represented by D = {PM, R, T1, T2, . . . , T}, in
which PM indicates the resource address space retained by
the management organizations, R represents the resource
address space which can be allocated (remaining) in the
system, and Ti represents the resource address space of
tenant i, which is the address space of the virtual machine
owned by tenant i. H is applied to represent the entire ad-
dress space of cloud computing systems so clearly H =
{PM ∪ R ∪ T1 ∪ . . . ∪ Tn}. V denotes the set of values of
the address space, with A as the set of actions of the sys-
tem, and S as the set of states of the system. We define the
relevant functions as follows:

• The address space mapping function addr: S × D →
H represents an actual address spacewhich a virtual
machine corresponds to in a specific system state;

• The tenant resource (virtual machine) membership
function host: S × H → 2D represents the tenant re-
source (virtual machine) which an address space be-
longs to in a specific state;

• The address space value function value: S × H → V
represents the value of an address in a specific state
in the system. Specifically, value(s,h)=0 means that
the address h in state s is filled with 0, which is also
the initialization and emptying operation of address
h; when address space can be allocated, it must be
initialized, namely ∀h ∈ R, s ∈ S, value (s, h) = 0;

• The tenant resource (virtual machine) observation
function ∀d ∈ D, obs (s, d) = {(t, value(s, t))|t ∈
D}represents that the observable content of d in
state s is a two-tuple composed of one address space
and the value in this address space.

With these definitions, a series of actions can be de-
scribed by the access of address space from correspond-
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ing subject to object, such as the access of tenant to their
leased infrastructure, management actions from manage-
ment organization, as well as resources allocation and re-
trieving. In anotherwords, the operation of an entire cloud
computing system can be described with information flow.
Follow the definition of non-interference theory,� is ap-
plied to represent information flow in a cloud computing
system, such as T1 � T2 indicating address space T1
of Tenant 1 flowing to address space T2 of Tenant 2, and
T1���T2 indicating that the information cannot flow from
T1 to T2. Hence, the cloud computing system can be ex-
pressed as M (D, � ). The information flow between vir-
tual machines in the system, as well as the information
flow from user or tenant to virtual machines can both be
described with value variation within the address space of
the tenant resources [6–10].

In addition, the management operations from a cloud
computing management center on a cloud computing sys-
tem resource constitute special information flow. Some
special rules are required to describe this type of informa-
tion flow. Intuitively, if a configuration change happened
to a virtual machine in a cloud computing system (accord-
ing to a tenant’s request or administrator adjustment), it
would mean the resource it processed would vary. It is ap-
parent that the new resources could be obtained only from
idle resources, or a portion of the resources would be re-
turned to the resource pool. Therefore, the following rules
can be defined to accommodate the special management
information flow.

Rule 1 (Resource management rule): In a cloud com-
puting system M (D, � ), ∀t ∈ {Ti|i = 1, 2, . . . , n} , ∀h ∈
H, ∀a ∈ A, there are:

addr (s, h) t ∧ addr (step (s, a) , h) ⊂ t ⇒ addr (s, h) ⊂ R

addr (s, h) ⊆ t ∧ addr (step (s, a) , h) t ⇒ addr

(step (s, a) , h) ⊂ R

The two rules indicate that there is no direct overlap
between the resources of different tenants; the resources
cannot be directly transited from one tenant to another
tenant, while there will always be a process of retrieving
and re-allocation. Basedon the resourcemanagement rule,
we can make an independent description of management
information flow:

In a cloud computing system M (D,� ), ∀t ∈ {Ti|i =
1, 2, . . . , n}, ∀h ∈ H, ∀a ∈ A, dom(a)� t is applied to
indicate that dom(a) produces amanagement information
flow on t, if one of following conditions is met:

t ∈ ̸ addr (s, h) ∧ t ∈ addr(step (s, a) , h)

t ∈ addr (s, h) ∧ t ∈ ̸ addr(step (s, a) , h)

Although resources between tenants cannot be directly ex-
changed, there is still need for communication or sharing.
Therefore, an appropriate pipe should be defined to de-
scribe the information exchange between tenants. For in-
formation exchange through a pipe, the fact is that a ten-
ant reads data fromone address and thenwrites data to an-
other address space. Thus, a pipe can be considered as a
passageof space address forwhich the tenant of the sender
has read permission, while the tenant of the receiver has
write permission. P represents the pipe in M (D,� ), the
occupied address space is expressed with a pipe address
function rs: P→ 2D, a pipe beginning function begin: P →
D and a pipe terminating function ter: P → D which are
all applied to describe the address space connected by the
pipe. Obviously, begin(p)≠ter(p). In this paper, for simplic-
ity, the following rules are defined to normalize the pipes:

Rule 2 (Pipe creation rule): In a cloud computing sys-
tem M (D,� ), for ∀u, t ∈ {Ti|i = 1, 2, . . . , n}, and u ≠ t:

u ∩ t ≠ ∅ ⇒ ∃p ∈ P ∧ s (p) = u ∩ t

∀p1,p2 ∈ P, p1 ∩ p2 = ∅

This rule describes a pipe between two tenants. Mean-
while, it also points out that there exists only zero or one
pipe between different tenants, and in addition, no over-
lap is allowed between two pipes [11–14].

Based on the definitions of management information
flowandpipe,we canmake further descriptionon� , that
is:

∀u, t ∈ {Ti|i = 1, 2, . . . , n} , thenut ⇔ u ∩ t ≠ ∅ ∨ u |||= t.

3.2 Separation rules for cloud computing
system

On the basis of the above formalized description on the in-
formation flow of a cloud computing system, we propose
the required separation conditions in the cloud computing
system:

Rule 3 (Separation rule for cloud computing system):

Rule 3-1: Resource separation

∀r ∈ R, value (S0, r) = 0
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The first rule, Rule 3-1, indicates that the address space
of different tenants should not be overlapped. The sec-
ond rule indicates that allocatable resources in the sys-
tem (including initial remaining resources and retrieved
resources) should be in the emptied state in the resource
pool. That is, a new resource obtained by tenants must be
initialized, without residual data.

Rule 3-2: Pipe separation

∀r ∈ R, s ∈ S, a ∈ A, addr (step (s, a) , r)
≠ addr (s, r) i� dom (a) = PM

∀p, begin (p) ⊆ PM ∨ ter (p) ⊆ PM

This set of rules reflects the separation rules for creating a
pipe. Specifically, the pipe must be created between man-
agement organizations and tenants. In addition, resource
management can only be performed bymanagement orga-
nizations.

Rule 3-3: Tenant separation

∀ t ∈ {Ti|i = 1, 2, . . . , n} , then∃p, begin (p) = t ∨ ter (p) = t

Rule 3-3 indicates that each tenant must be controlled by
management organizations.

Rule 3-4: Single step consistency in separation

∀s1, s2 ∈ S, h ∈ H, a ∈ A, value (s1, h) = value (s2, h)
⇒ value (step (s1, a) , h) = vaule(step (s2, a) , h)

Rule 3-4 indicates that single step consistency should be
reached in a cloud computing system. If the values of one
address space are the same in two states, when the sys-
tem sends the same action, the value in this address space
should remain the same.

These four sets of rules indicate the separation ruleswhich
should be followed in a cloud computing environment.
They are closely related to information flow in the cloud
computing system, covering the information flow control
between virtual machines, information flow control be-
tween tenants, as well as the separation roles played by
management information flow [15–18].

4 Security analysis
Rule 3 guarantees secure separation in a cloud computing
system, and also providesmaterial for implementing sepa-
ration in a cloud computing system. In this section, based

on non-interference theory, the security embodied in Rule
3 will be analyzed.

Lemma 1 (Observation of single-step consistency): If
the cloud computing system M (D, � ) can satisfy the
rules in Rule 3, then

∀a ∈ A, ∀s1, s2 ∈ S, t ∈ {Ti|i = 1, 2, . . . , n}
obs (s1, t) = obs (s2, t) ⇒ obs (step (s1, a) , t)
= obs(step (s2, a) , t)

Proof: According to the definition of the obs function, the
observed result should be a two-tuple composed of ad-
dress space and value in this address space; thus, action
a should be discussed in two cases.

CASE: a is a simple operation of address writing. For
such an action, a can only change the value in the ad-
dress space, while the range of address space will not be
changed. Therefore, simply according to Rule 3-4,

vaule (s1, h) = value (s2, h)
⇒ value (step (s1, a) , h) = value(step (s2, a) , h),

we have obs (step (s1, a) , t) = obs(step (s2, a) , t).

CASE: a is a management operation. For such an action,
a can change the range of address space, while the value
in the original address space will not be changed. When
the action a is to compress the address space, obviously,
the observed value within the address space will not be
changed; when the action is to expand the address space,
because the newly allocated address space h’ is the ad-
dress space after initialization, there will be

value
(︀
s1, h′

)︀
= value

(︀
s2, h′

)︀
=

value
(︀
step (s1, a) , h′

)︀
= value

(︀
step (s2, a) , h′

)︀
= 0.

The value in the original address space will not be influ-
enced, so that .

Lemma 1 has been proved.�

Lemma 2 (secure separation theorem): If the cloud
computing system M (D, � ) satisfies the rules in Rule
3, then M is non-interference secure with respect to “� ”.

Proof: To prove M is non-interference secure with respect
to “� ”, we need to respectively prove that, for “� ”, M
satisfies OC, WSC and LR according to Theorem 1.

In M (D,� ), the relation of M on D is defined∼ t, s1 ∼ s2
if obs(s1, t) = obs(s2, t). Obviously OC can be satisfied.
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According to Lemma 1, we can see

s1∼ts2 ⇔ obs(s1, t) = obs(s2, t)
obs(s1, t) = obs(s2, t) ⇒ obs(step(s1, a), t)
= obs(step(s2, a), t)

⎫⎪⎪⎬⎪⎪⎭
⇒ step(s1, a)∼tstep(s2, a)

That is, WSC can be satisfied;
Since dom(a) ��� t, apparently there is no informa-

tion flow from dom(a) to t. Thus, there is no pipe between
dom(a) and t; according to Rule 3-2, we can see that dom(a)
is not PM. Thus dom(a) can neither change the address
space range of t, nor change the values in the address
space of t. That is, obs(s, t)=obs(step(s, a), t), according to
the definition of ∼ t, obs(s, t) = obs(step(s, a), t) ⇔ s ∼t
step(s, a). Thus, LR can be satisfied.

Lemma 2 has been proved.
Lemma 2 proves that the separation can be effectively

ensured in a cloud computing system constructed based
on Rule 3.

5 Discussion
Resources in a cloud computing system, such as comput-
ing resources of CPU time slice, storage resources of mem-
ory, disk and network etc., can be described with address
space. The information flow in a cloud computing sys-
tem can also be described by writing operations on dif-
ferent address spaces. Therefore, when discussing separa-
tion based on information flow, the focus should mainly
be on the separation of resources, which is the separation
of address space. Based on the separation rules proposed
in this study, a separation model has been constructed in
a cloud computing system. The role of PM has been em-
phasized in thismodel: the actions of retrieving, allocation
and scheduling of any resources (address space) must be
completed by PM. In this model, PM has been placed in
the central position of the entire cloud computing system.
As shown in Figure 2, the different tenants T1, T2, T3, com-
municate with PM through pipes P1, P2, P3, respectively.
Through pipe P4, the appropriate resources will be sched-
uled (allocating or retrieving) to different tenants (dashed
arrows in Figure 2) by PM.

Actually, the cloud computing system constructed
based on Rule 3 is more suitable to construct a cloud com-
puting system requiring strict separation. In addition, the
separation security between this systemandanexistingac-
tual system can also be analyzed to a certain extent. For ex-
ample, in the architecture ofXen [19], eachvirtualmachine
communicateswith VMM through an event channel, while

Figure 2: The cloud computing system based on Rule 3 and the
allocation of resources scheduled through pipes

there is no channel between virtual machines. VMM pro-
vides corresponding CPU resources for virtual machines,
as well as physical memory mapping (or dynamic adjust-
ment such as a balloon driver) and I/O operations. How-
ever, in some other actual systems, the collaborative ten-
ants should and must perform job division and collabora-
tion through the network. In this case, besides the rules
proposed in this study, some new sharing management
rules to accommodate a wider range of application scenes
are required.

6 Conclusion
Security is the core issue of cloud computing, while sepa-
ration is one of the most important security measures. In
this paper, separation in a cloud computing system has
been analyzed from the perspective of information flow,
and a series of security rules have been proposed which
can be proved in theory. Secure separation can be ensured
in a cloud computing system constructed based on this se-
curity rule. Our study provides guidance for the construc-
tion of cloud computing systems and it also provides refer-
ence for the consistency between actual systems and strat-
egy. Learning from the assessment and validation method
in TCSEC and CC, the rules proposed in this study can
also provide a method and guidance for verifying the sep-
aration in existing cloud computing systems. Therefore, it
also provides references for analyzing security of existing
cloud computing systems, as well as designing and con-
structing future trusted and secure cloud computing sys-
tems.
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