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Abstract: The current information retrieval research on in-
dustrial clusters has low precision, low recall ratio, ob-
vious delay and high energy consumption. Thus, in this
paper, a information retrieval algorithm based on vector
space for industrial clusters is proposed. By optimizing the
unlawful labels in the database network, dividing the web
pages of the industrial cluster information database and
calculating the keyword scores of the relevant information
of the industrial cluster corresponding to a web page, a
set of well-divided database pages is obtained, and the pu-
rification of the industrial cluster information database is
realized. According to the purification of industrial clus-
ter information database, RFD algorithm is used to extract
the page data features of purified industrial cluster infor-
mation database. The extracted results are substituted into
the information retrieval, and the vectors composed of re-
trieval units are used to describe the information of var-
ious types of industrial clusters and each retrieval. The
matching results of information retrieval are obtained by
calculating the correlation between the information of in-
dustrial clusters and the query, and the information re-
trieval of industrial clusters is completed. Experimental re-
sults show that the algorithm has high precision and recall
ratio, short retrieval time and low energy consumption.
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1 Introduction

Industrial clusters refer to the collection of enterprises
and related corporate bodies with geographical proxim-
ity, interrelated, and linked by virtue of mutual common-
ality and complementarity in a specific field [1]. The main
components of industrial clusters include enterprises, gov-
ernments, university research institutes, financial institu-
tions, industry associations and intermediary institutions.

At present, the relevant platforms provide a variety of
information retrieval services for the spatial database of
industrial clusters, including fuzzy queries: approximate
queries for enterprise names; classified queries: specific
queries for production types in the enterprise database;
peripheral queries: joint query for geographic coordinates
and various types of industries in the enterprise tables;
Site search: joint query for multiple fields in enterprise,
product and industry information tables [2, 3]. Through
the analysis and research of the above-mentioned retrieval
methods for the platform, it is found that the retrieval mod-
ule of this platform only supports the search of some data
resources and some fields in the platform. The retrieval ef-
ficiency of the system is low, and it cannot meet the user’s
retrieval needs correctly. It lacks an efficient intelligent in-
formation retrieval algorithm or method.

The humanization of retrieval is reflected in the stan-
dardization of Web site design and the clarity of naviga-
tion. Information construction and retrieval is a hot issue
in recent years. Information construction is proposed to
better organize and present information on the web. An
important goal is to make information understood. The or-
ganization and expression of information are essential for
achieving good performance of information retrieval and
acquirement [4]. Information retrieval, as an indispens-
able and important means of inquiry in people’s daily life
and work, plays an increasingly important role in today’s
society. The following are some widely used information
retrieval methods and algorithms.

Zhang Xiaomin et al. put forward a keyword retrieval
method based on temporal semantics. Temporal informa-
tion was introduced to construct temporal data graph, and
temporal correlation scoring mechanism was designed.
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Temporal semantic constraints were introduced in the pro-
cess of temporal graph search, and keyword-based tempo-
ral retrieval algorithm was designed. Experimental results
showed that the retrieval time was short, but the preci-
sion was low [5]. Jiang Yu et al. proposed an information
query algorithm based on Top-k. This algorithm extracted
the static Top-k information of inverted index, and then
calculated the initial threshold for specific query terms dy-
namically. On this basis, combining MaxScore and WAND
algorithm, a fast-start Top-k query processing algorithm
was proposed. Experimental results showed that the pro-
posed algorithm had low computational complexity, but
low recall ratio [6]. Zhao Yanni et al. proposed tree match-
ing algorithm based on effective path weight. On the ba-
sis of maintaining the effective node and tree structure of
XML document tree, the information of tree root node is
the most important. With the increase of tree depth, the
importance of node information is gradually weakened.
The path weight was calculated automatically according to
the path hierarchy, and the corresponding path was given.
The matching degree of the tree was calculated accord-
ing to the effective information of tree node and the ef-
fective path of tree structure. Experiments on large-scale
XML document queries showed that the algorithm had a
high query rate, but the delay of query process was obvi-
ous [7]. Ma Youzhong et al. proposed a similarity join query
algorithm for high-dimensional data based on Chi square
distribution. In order to solve the problem of dimension-
ality disaster and high computational cost in similarity
join query of high-dimensional data, high-dimensional
data was mapped to low-dimensional space based on p-
stable distribution. The property of chi-square distribution
proved that if the distance of low-dimensional space was
greater than ke, the probability of that the distance of origi-
nal space was greater than € had a lower bound, so it could
be filtered effectively in low-dimensional space at a lower
computational cost. Experiments on real data sets showed
that the proposed algorithm had a good recall rate, but it
had the problem of high query energy consumption [8].

Aiming at the problems existing in the current re-
search results, an information retrieval algorithm for in-
dustrial clusters based on vector space is proposed. The
detailed process is as follows:

The improved VIPS algorithm is used to purify the in-
formation database of industrial clusters, so as to improve
the precision and recall ratio of information retrieval, and
reduce the retrieval delay and the energy consumption.

RFD algorithm is used to extract the page data fea-
tures of purified industrial cluster information database,
which lays a foundation for information retrieval of indus-
trial clusters.
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The search space is defined, to calculate the correla-
tion between documents and queries, and realize the in-
formation retrieval of industrial clusters by the idea that
the higher the correlation between information and query
words is, the more relevant the information is.

The proposed algorithm is verified.

The full text is summarized and the next research plan
is proposed.

2 Material and methods

2.1 Purification of industrial cluster
information database

In order to improve the precision and recall ratio of infor-
mation retrieval in industrial clusters, reduce the retrieval
delay and energy consumption, the information database
of industrial clusters needs to be processed. Noise removal
module is indispensable[9]. In this paper, the improved
VIPS algorithm is used to debase information blocks.
Through a large number of statistics and analysis, noise
semantic blocks are identified by using the number of text
and links, the relative position of the page blocks and the
content attributes of the page blocks. The origin coordi-
nates of the database web page window are defined as the
top left corner of the web page, the abscissa coordinate of
the web page block center X is the abscissa coordinate of
the center point of the web page block in the window, the
ordinate coordinate of the web page block center is Y, the
width of the web page is W, and the height of the web page
is H. The spatial position of the web page is defined by the
relative space position K of the web block, and the expres-

sion of K is:
u Y/H<R;

d Y/H=R,

K={ 1 X/W=<R3 4))
r X/Ws<R,
mid else

Where u, d, 1, r, and mid represent the top, bottom, left,
right and middle positions of the database pages.

According to the definition of equation (1), VIPS algo-
rithm is used to partition the web pages, and the rules are
used to purify the web pages. The optimized sorting algo-
rithm is as follows:

Input: database web page set P and the keyword set Q
of industry cluster related information.

Output: a good set Spof database pages.

The detailed process is as follows:

Optimize the illegal labels in the database network.



62 —— RongshengLiand Nasruddin Hassan

Use VIPS algorithm to segment web pages.
Calculate the scores of key information related to in-
dustrial clusters in a web page:

;i3 (bxfixtyxr)
S (0257

Where S; represents the score of web page j correspond-
ing to relevant information keywords of industrial clus-
ters, ¢; represents the number of entries containing rele-
vant information keywords of industrial clusters, t;; rep-
resents the occurrence frequency of relevant information
keywords of industrial clusters in web page j, f; represents
the frequency of inverted words in web pages of relevant
information keyword i of industrial clusters. b represents
the field parameter, and I; represents the length of page j.

According to the equation (2), it can get a good set of
database page Sp:

S; = Q-K @

S
SP:ﬁ'b (3)

Where S represents the set of original database page. The
result of equation (3) is the result of purifying industrial
cluster information database.

2.2 Feature extraction of industry cluster
information

According to the purification of industrial cluster informa-
tion database in Section 2.1, RFD algorithm is used to ex-
tract the page data features of the purified industrial clus-
ter information database.

Usually, if a feature item becomes a representative fea-
ture of a category, most samples of that category have this
feature; if a feature item becomes a discriminant feature of
a category, then most samples of other categories do not
have this feature. In feature extraction, the representative
and discriminant features should be selected as vector rep-
resentations of a class [10, 11].

Supposing that p (x' ‘c' ) can approximate the ratio

of the number of information containing feature item x’
in training set category ¢’ to the total number of informa-
tion containing ¢ in training set, then p (x' E") can ap-
proximate the ratio of the number of information not be-
longing to category ¢ and containing feature item x to
the total number of information not belonging to category
¢ in training set. The similarity measure of characteristic
RFD (x', c') can be expressed as:

RFD (x', c') - SP(A B

A > (AxD-BxC)?
M N-M) =

MZ(N - M)
(4)
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Where A represents the number of training information
belonging to category ¢ and containing characteristic item
x . B represents the number of training information that
does not fall into category ¢ and contains characteristic
item x'. C represents the number of training information
data that belong to category ¢ and does not contain char-
acteristic item x'. D represents the number of training in-
formation that does not fall into category ¢” and does not
contain characteristic item x . M represents the number of
information belonging to category c". N represents the to-
tal number of training data.

Since both N and N — M in the equation (4) are con-
stants, the equation (4) can be simplified to:

RFD (x', c’) = (AxD-BxC)> )

In order to reduce the error of feature extraction, the
equation (5) is improved.

RFD - (AxD-BxC)> AxD-BxC>0
0 AxD-Bx(C<0

Based on the above considerations, the calculated fea-
ture items of equation (6) have more classification discrim-
ination ability, which is mainly to remove the information
data features of industrial clusters which do not have the
classification ability.

The main idea of improved feature extraction based
on RFD is that for a feature to become a representative fea-
ture of a certain category, it must have the following two
characteristics: representative and discriminant [12]. The
absolute value of the sum of the representativeness mea-
sure of feature item x and the discriminability measure
of feature item x~ are used to measure the correlation be-
tween features and categories, which is called ARFD. Con-
ditional probability p (x' ’c) is a representative measure

(6)

’

of characteristic item , while —p (x' ‘c ) is a discriminant

measure of characteristic item x . The improved feature ex-
traction is to calculate by using equation (7):

ARFD(,¢) = [|p(x|c) - p(x'©)|| Sp @
Equation (7) can be approximated to:
, A B
C)=‘M_N—M‘SP ®)

Where the greater the value of ARFD(x', ¢') is, the more the
relevant information of feature item x” and class ¢ is.

ARFD (x',
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2.3 Information retrieval algorithm based on
vector space for industrial clusters

In order to improve the precision and recall ratio of in-
formation retrieval in industrial clusters, information re-
trieval is realized on the basis of information feature ex-
traction of industrial clusters. The retrieval pattern of vec-
tor space is a relatively easy to understand retrieval pat-
tern, and is a widely used information retrieval algorithm
model in the field of information retrieval[13, 14]. The basic
idea is that information and query are made up of words,
and each query can be described by a vector composed of
retrieval units. When searching, the correlation between
information and query is calculated, and the higher the
correlation with a specific query is considered the more rel-
evant information.

The common way to describe information and re-
trieval vectors is that the retrieval space is composed of all
retrieval units contained in information and retrieval, and
the information and retrieval are represented as vectors in
this space.

It is assumed that the information retrieval space of
industrial clusters is Q = (f], 5, , ). Among them,
t, = (i’ =1,2,--+,n) is the different retrieval units con-
tained in information and query, n’ is the size of the whole
retrieval space Q, that is, the total number of different re-
trieval units contained in information query.

In retrieval space Q, all information can be repre-
sented by vectors: d (w1, Wgy,+ » Wy, ). Among them,
wyy(i =1,2,-++,n)is a series of descriptions of the in-
formation meaning, when the retrieval unit t1 appears in
the information type, w, is 1, conversely, when the re-
trieval unit tl does not appear in the information, w,,, is
0. Usually, most of the items in w;, are zero because the
size of search space is much larger than the length of each
industry information file.

Combining the above information, we can approxi-
mately understand that in search space , all queries can
also be represented by vectors: g = (wg1, wg2, "+, a)qnf>.
Among them, w,, = (i’ = 1,2,---,n) is a series of de-
scriptions of the query meaning, when retrieval unit tl ap-
pears in the query, w,,, is 1, conversely, when retrieval unit
tl does not appear in the query, w,, is 0. In general, be-
cause the length of queries is shorter than that of industrial
clusters, more entries will be zero in w g’

According to the above analysis, not every retrieval
unit is equally important in information retrieval of indus-
trial clusters (for example, keywords should be more im-
portant than non-keywords). So, how to embody such in-
formation in vectors needs to be solved urgently [15-21].
One of the feasible schemes is to adjust the weight of vec-
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tors manually, which enlarges the weight of retrieval units
that users care about. However, manual intervention is dif-
ficult to achieve because of the huge workload. Therefore,
another method is more commonly used in information re-
trieval: the weights based on the statistical frequency of
the information file set, also known as TF-IDF weights.

TF-IDF weights consist of two parts, one is the fre-
quency of the retrieval unit appearing in the information
file, that is, TF, the other is called inverted file frequency,
that is, IDF. TF-IDF weight is usually the product of TF and
IDF for a given retrieval unit.

For the convenience of illustrating the problem, the
following definition is made: TF;; represents the fre-
quency of the retrieval unit tl appearing in the industrial
cluster information database, DF; represents the amount
of information containing the retrieval unit tl in the entire
industrial cluster information database.

By defining the above definition, the frequency of in-
version information can be defined as:

IDF; = log (DdF]) 9)
Where, IDF; represents the frequency of reversal informa-
tion.

For a given information file, the vector describing the
information file is composed of n’ elements, which corre-
spond to n’ retrieval units in the information file set. The
weights of each element are determined by the frequency
of the corresponding retrieval unit appearing in the indus-
trial cluster information database and the frequency of the
retrieval unit appearing in the entire industrial cluster in-
formation database, as shown in Eq. (10):

wyy = TFyy x IDJ; (10)

Using as the weight of each element in the vector,
the vector of information and retrieval is further adjusted.
When the value range is [0.25, 0.30], the vector of infor-
mation and retrieval can be adjusted best. This vector can
describe the information and query more accurately.

For vector space retrieval model, it not only needs
to define vectors to represent information and retrieval,
but also needs to choose an appropriate method to calcu-
late the relevance of information and query to determine
whether information and query are related. The cosine of
vector angle is used as the basis for judging the relevance
of industrial cluster information.

According to the above, the similarity between infor-
mation d  and retrieval q is defined in retrieval space Q.
The retrieval matching process can be expressed as fol-
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lows:

"
Z wd;, X (qu,

i'=1
n n
2 2
dwq D W,
i'=1 i'=1

Where SC(d', q) calculated by equation (11) is the result of
information retrieval based on vector space.

scd, q) = 5 *ARFD (1)

3 Results

In order to verify the validity of the vector space based
information retrieval algorithm for industrial clusters, a
correlation experiment is conducted. In the experiment,
two industrial gathering information of education and en-
tertainment in a province are selected as the source of
experimental data. Experimental environment: Intel Pen-
tium Dual E2140@1.60GHz; operating system: Microsoft
Windows XP; hard disk: 160 GB; memory: 1 GB; develop-
ment tools: Eclipse 3.2. The experimental indicators are:
Retrieval precision; Retrieval recall ratio; Retrieval delay;
Network energy consumption of retrieval. The results are
as follows:

Figures 1 and 2 show that the information retrieval al-
gorithm based on vector space for industrial clusters has
higher precision and recall ratio, and is more robust than
the current research results. RFD algorithm is used to ex-
tract the page data features of purified industrial cluster in-
formation database, and preliminarily determine the char-
acteristics of industrial cluster information data, which
provides support for information retrieval. Based on fea-
ture extraction, the retrieval space is set, and the cosine
of vector angle is used to judge the correlation between in-
formation and retrieval in industrial clusters. The results
of information retrieval in industrial clusters are obtained,
which effectively improves the precision and recall ratio of
information retrieval.

As can be seen from Figures 3 and 4, compared with
the current research, the information retrieval algorithm
based on vector space has a great advantage in terms of
retrieval delay and energy consumption. Before search-
ing for industrial clusters, this algorithm uses improved
VIPS algorithm to purify the information database of in-
dustrial clusters. The noisy semantic blocks are identified
and removed by the number of text and links, the relative
position of web blocks and the content attributes of web
blocks, thus greatly reducing the information retrieval de-
lay and reduce retrieval energy consumption.
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4 Discussion

This paper discusses the effect of adjusting the weight w;;
of each element in the information data vectors of indus-
trial clusters to the information and retrieval vectors. The
value of w;y is defined in [0.19, 0.24], [0.25,0.30] and
[0.31, 0.36] respectively, and the effect of weight w;; on
information and retrieval vectors is observed. The larger
the adjustment coefficient is, the more accurate the vector

can describe the information and the content of the query.
The simulation results are as follows:

In Figure 5, when the value of wyy is[0.19,0.24] and
the vector adjustment coefficients of information and re-
trieval fluctuate greatly, which indicates that the accuracy
of vector description information and query content will
also be affected to varying degrees, and then the effect of
information retrieval in industrial clusters will be affected.
When the value of wyy is [0.25, 0.30], the vector adjust-
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Figure 3: Comparison of retrieval time for different information retrieval methods

ment coefficient of information and retrieval is the largest,
which means that the vector can describe information and
query content to the greatest extent.

5 Conclusions

As a hot social content, industrial clusters play a positive
role in social development. Information retrieval of indus-
trial clusters is conducive to understanding the develop-
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Experiment 4:
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Figure 4: Comparison of energy consumption in different informa- ment status of industrial clusters, which is of great signif-
tion retrieval methods icance to the regulation and progress in this field. There-
fore, an information retrieval algorithm of industrial clus-
ters based on vector space is proposed. The information
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retrieval of industrial clusters is completed by purifying
the information database of industrial clusters, extracting
the information features of industrial clusters and match-
ing the information similarity of industrial clusters. Exper-
imental results show that the proposed algorithm has a
high retrieval rate and retrieval efficiency, and has abso-
lute advantages over the current research results.
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