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Abstract: The traditional uniform distribution algorithm
does not filter the image data when extracting the ap-
proximate features of text-image data under the event, so
the similarity between the image data and the text is low,
which leads to low accuracy of the algorithm. This paper
proposes a text-image feature mapping algorithm based on
transfer learning. The existing data is filtered by ‘cluster-
ing technology’ to obtain similar data with the target data.
The significant text features are calculated through the
latent Dirichlet allocation (LDA) model and information
gain based on Gibbs sampling. Bag of visual word (BOVW)
model and Naive Bayesian method are used to model im-
age data. With the help of the text-image co-occurrence
data in the same event, the text feature distribution is
mapped to the image feature space, and the feature dis-
tribution of image data under the same event is approx-
imated. Experimental results show that the proposed al-
gorithm can obtain the feature distribution of image data
under different events, and the average cosine similarity is
as high as 92%, the average dispersion is as low as 0.06%,
and the accuracy of the algorithm is high.

Keywords: Transfer learning, text-image, feature map-
ping, clustering, LDA model, BOVW model
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1 Introduction

With the development of online information dissemina-
tion technology, the amount of event information accom-
panied by text-image is increasing. Traditional text mining
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technology can no longer satisfy people’s learning needs
of multimedia information. However, it is still difficult to
develop knowledge models directly in the feature space
of multimedia data, especially in the image feature space.
Whether the mature text mining technology alongside suf-
ficient text information on the Internet can be used to as-
sist the knowledge learning of image data is a hotspot of
current research.

Reference [1] proposes an adaptive control scale-
invariant feature transform (SIFT) feature uniform distri-
bution algorithm (called uniform distribution algorithm)
based on the characteristics of stop and reverse (SAR) im-
age data. By using local texture features and combining
them with optimization screening strategy, the SIFT fea-
ture points can be reasonably distributed in image space
and scale space by adaptively controlling the distribution
of features in different spaces while ensuring the stabil-
ity and accuracy of feature points. But without consid-
ering the timeliness of image data, the accuracy of this
algorithm is not high. In Reference [2], a fast connected
component labeling algorithm implemented on an field-
programmable gate array (FPGA) is proposed. Run-length
encoding is used to optimize image annotation, which can
reduce the number and length of tags and extract the fea-
tures of components during the run-length encoding. Due
to the complexity of the algorithm, the efficiency of the al-
gorithm is low. In Reference [3], by calculating image fea-
tures and delays, enhanced scanning (DE-MRI) is used to
analyze heterogeneous machine learning, and an uncer-
tainty assessment framework with potential ablation tar-
get recognition is constructed. However, due to the rela-
tionship between image features and delay, in the analysis
of heterogeneous machine learning situation, data is not
sufficient, and data analysis efficiency is low, which has
certain limitations.

Transfer learning method develops a compact and ef-
fective representation from the annotated data of a source
domain and a few annotated or unannotated data of the
target domain, and then applies the learning feature repre-
sentation method to the learning task of the target domain.
In this method, not only self-annotated data but also unan-
notated data are used, so it is neither supervised learn-
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ing [4], nor unsupervised learning and semi-supervised
learning, but a new machine learning method. During fea-
ture migration, even if the data in the source data space
and the target data space do not intersect at the instance
level, they may be related at the feature level [5]. Data with
two feature perspectives can be used to establish a link be-
tween two different feature spaces. These data are not nec-
essarily used as training data for knowledge learning, but
they can act as a role of dictionary. Taking a subject event
as the background, the sufficient text-image information
about the event on the Internet is used as a basis for knowl-
edge migration.

Aiming at these problems, in this paper a text-image
feature mapping algorithm based on transfer learning is
proposed, which uses clustering technology to filter the
existing data to find the data very similar to the target
data [6]. The significant text features are calculated by LDA
model based on Gibbs sampling and information gain.
The BOVW model and naive Bayesian method are used
to model the subject of image data. With the help of the
text-image co-occurrence data [7] in same event, the text
feature distribution is mapped to the image feature space,
and the feature distribution of image data under the same
event is approximated.

2 Atext-image feature mapping
algorithm based on transfer
learning

2.1 Transfer learning algorithm for
clustering text

Although the existing auxiliary data is out of date, there
should be some data in the existing data that is very sim-
ilar to the test data and can be used to help target tasks
learning [8]. Therefore, clustering technology is used to
find data that is very similar to test data from existing data.

2.1.1 Introduction to clustering

Clustering is an important form of data mining. The pur-
pose of text clustering is to group large-scale text datasets
into multiple classes, and make the text in the same class
have a high degree of similarity, while the text between dif-
ferent classes is quite different [9]. As a function of data
mining, clustering can be used as an independent tool
to obtain data distribution, observe the characteristics of
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each cluster, and focus on some specific clusters for further
analysis. At the same time, clustering technology can also
be used as a pre-treatment step of other algorithms to ef-
fectively improve the performance of other algorithms [10].

2.1.2 Text representation and text similarity formula

According to the traditional vector space model (VSM)
representation, the text content can be expressed as a
weighted feature vector. Let D be a text set, d; is a text in
the set, t is a feature word, ¢; is the i-th feature word, and
w; is a weight of the i-th feature word.

di=(t1xW1;t21W2;---;tn-Wn) (1)

Where, the weight w; can be represented by the tf-idf
weight of each feature. The tf-idf formula is as follows:

tf - idf =3 tf (d, ) - log -2

@
deD df ©

Where, tf (d, t) is the word frequency of word t in text d,
df (t) is the number of text containing word t in text set D,
and |D| represents the number of text contained in text set
D.

The similarity between two texts can be calculated by
the cosine of the angle a between two vectors. Assuming
that two texts are d; = (t1,wi;ta, Wa;...;tn, Wn) and
dy = (t1,01;t2, 02;...;tn, On), the similarity between d;
and d, is expressed as follows:

w! x g’

1 - 3)
<Z wizxy 0i2>
i=1 i=1

s

1

~ (did;) =cosa =

The greater the value of ~ (d;d,) is, the more similar the
two texts are, of which w is the weight of the feature and o
is the approximate text weight.

2.1.3 Algorithm principle

Firstly, the auxiliary training data are clustered together
with the target training data [11]. The result of clustering
is that the intra-cluster similarity is high, and that of the
data inter-cluster is different. Therefore, after clustering,
no auxiliary data clustered in the same cluster with the tar-
get training data is filtered out. All that is left is data with
high similarity to the target data, and training them with
the target data will greatly improve the performance of the
classifier [12]. The definitions of some basic symbols used
in the paper are given below.
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Definition 2.1.1 * set Xb as the target sample space and Xa
as the auxiliary sample space. * set Y = {0, 1} as a class
space.

Definition 2.1.2 (test data set) S = {(x{)}, of which x{ €
Xb,i=1,2,...,k, and k are the number of elements of
set S.

Definition 2.1.3 (training data set) The training dataset
consists of two parts:

Tb = {(x}’, c (x]’-’))},wherex}’ e€eXb,j=1,2,...,m;

Ta = {(x{,c(x{))}, wherex{ € Xa,i=1,2,...,n;
where, c (x) is the real class label of the instance, t is the
feature word, i and j are the number of permutations, is the
target training data set, Ta is the auxiliary training data
set. M and n are the size of target training dataset and aux-
iliary training dataset respectively.

2.1.4 Algorithm steps

Input: two training datasets Ta and Tb, a test data set S.
Output: classification result h; (X;).

Read the training data Ta and Tb.

The training data are classified into N classes according to
class labels: T; (i =1, ..., N), of which T; is the instances
set of classes labeled i;

Fori+ 1 toN6 (4)

a. call a basic clustering algorithm to cluster T; and return
clustering results.

b. scan T;, delete auxiliary data from instances that are not
clustered with target data.

End for;

Call a basic classification algorithm and get a classification
model according to the filtered training data and test data
S.

htIX—>Y.

Test the performance of the classification model on S and
output it [13].

2.2 Atext-image feature mapping algorithm
based on transfer learning

Based on the previous section, the existing data is filtered
by clustering technique [14], and the data which is very
similar to the target data is obtained. Data with two feature
perspectives are used to establish a link, and two different
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feature spaces are connected.These data are not necessar-
ily used as training data for knowledge learning, but they
can act as a dictionary. Taking a subject event as the back-
ground, sufficient text-image information about the event
on the internet is used as a basis for knowledge migration.

2.2.1 Text-image co-occurrence data constrained by
events

In the heterogeneous spatial learning model, the difficulty
of the whole learning process will be greatly reduced if a
data with two feature spatial perspectives is used as an
aid [15]. The heterogeneous spatial learning model under
event constraint provides the possibility. The text-image
co-occurrence data under event constraints are given here.
E is an event set, event e € E;V is the whole image data
set, and the relevant image {v} € V under event e. D
is the whole text data set, and the text set under event
e is {d} € D; Uy is the image feature space, and Up is
the text feature space. Text-image co-occurrence data in-
stances vd € S and S are co-occurrence data set, [ are op-
eration coefficients, and uy, € Uy and u; € Up are corre-
sponding features of image data instances and text data
instances, respectively. Under the constraint of events, the
text-image co-occurrence data vd is formally described at
the feature level as follows:

P(uv,ud)=£P(uv,d)P(ud\d)dd (4)

P(uv,uyg)=fP(v,uy)P(uyv|v)dv (5)

P (uv, ug) = [[P(v,d)P(uq|d)P(uy|v)dvdd  (6)
vd

where, P(uy|d) and P (uy|v) are feature extraction pro-
cesses.

2.2.2 Text subject modeling

The LDA model based on Gibbs sampling is used to extract
subject information from text sets for modeling [16], and
the probability model is:

wilzi , % ~ disc (¢<Zf>) , ¢ ~ dir (B) @)
zi ‘edf ~ disc (9(‘“) ,0 ~ dir (a)

In order to deal with the new text outside the event train-
ing text and facilitate parameter reasoning, the symmetric
dir (a) and dir () prior probability assumptions are made
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for 8@ and ¢@. In order to obtain the probability distri-
bution of text subjects, the posterior probability P (w |z) of
lexicon w for text subjects is calculated instead of ¢ and 6,
and then ¢ and 0 are calculated indirectly by Gibbs sam-
pling. By calculating the most discriminant feature in each
subject feature space, the feature which has the more in-
formation gain can be as the significant text feature.

2.2.3 Image data modeling

A Naive Bayesian model is used to model the image. Firstly,
the speeded up robust features (SURF) are computed and
the bag of visual words (BOVW) model is established. Im-
age v is considered as a set of visual words. Each visual
word f comes from the visual vocabulary F,v = {f |f € F},
and F represents the whole image feature space. According
to the feature independence hypothesis, the image clas-
sification model is defined as: an event category c deter-
mines an image feature distribution P (f € F|c). Through
this model, the maximum posteriori is used to infer the im-
age’s classification objective function hyg : V — C, and
the image subject category modeling is completed. For tar-
get image v, the subject categories are:

hyp = arg maXp(c)fH P(fc) (8)
cv

2.2.4 Text-image feature mapping

Both text subject modeling and image subject modeling
belong to discrete object models. The feature indepen-
dence hypothesis [17] can be applied to their features, that
is, each feature independently affects the posterior proba-
bility of an instance under a given event category. In the
process of text-image feature migration, the problem of
feature migration can be greatly simplified by separating
text features and image features for mapping [18]. Figure 1
is a schematic diagram of text-image feature migration:
The category label of each text in D under event con-
straint is the same as that of the image target category
c. Text d is represented by a subject feature word bag as
d = {t|t € T}.Thematic feature dictionary T is the subject
vocabulary in a text feature space. At the same time, there
isa S = {(v, d)} set of text- image co-occurrence data un-
der corresponding event. To infer the image feature distri-
bution P (f |c) under event category c, the most significant
text features in text set D are first computed, and then the
most significant text features are mapped to the image fea-
ture space by means of text-image co-occurrence data set
S. Distribution of image features under the target category
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Figure 1: Text image feature migration under event constraint

is inferred from text significant features and text-image co-
occurrence data in event text sets.

P(flc)=Nc > P(f|w,c,S)P(wlc,D)

weW(c)

©

Where, W (c) is the most prominent text feature set in the
text set D under event category ¢, N is normalization coef-
ficient, P (w|c, D) is text feature distribution under event
category c, and P (f |w, ¢, S) is image’s feature conditional
distribution probability on text-image co-occurrence data.

Eq. (9) shows that the probability of a particular im-
age feature appearing is proportional to the probability of
it appearing in the text-image co-occurrence data associ-
ated with each significant text feature if the event category
c is given [19]. At the same time, the probability of specific
image features is related to the importance of each signifi-
cant text feature for the target concept [20]. Next, the cal-
culations of P (f |w, ¢, S) and P (w |c, D) are elaborated.

Firstly, the text feature distribution P (w|c, D) is com-
puted for each event category concept ¢ € C, and the most
significant event text feature set W (c) is calculated, and
n is the operation coefficient. The LDA model is used to
model the event text set, and Laplace smoothing is used
to solve the sparse problem of text subject features.

Pwlc,D)=[1+n(w,c,D)]/[|[W|+n+(c,D)] (10)
n(w,c,D)=> n(w|d)P(c|d) (12)
deD
n(c,D)=> n(n|d)P(c|d) (12)
deD
Then, the image feature conditional distribution

P(f|w,c,S) in the text-image co-occurrence dataset is
computed, and Laplacian smoothing is still used.

P(flw,c,S)= (13)



DE GRUYTER

[1+n(f,w,c,S)]/[|F|+n(w,c,S)]

n(f,w,c,8) = > n(fv)P(w,cl|d) (14)
(v,d)eS

n(w,c,S) = Z n(v)P(w,c|d) (15)
v,d)eS

2.2.5 Evaluation Criteria

The goal of the text-to-image feature mapping algorithm is
to estimate the feature distribution of image information
under event categories [21]. According to the feature inde-
pendence hypothesis of the BOVW model, image features
are regarded as random variables which appear indepen-
dently. Image feature distribution can be represented as a
vector with the same size as the bag of character words.

P(flc) = (P; = O)F)1, ZP—l (16)
Cosine similarity and K-L (Kullback-Leibler) diver-
gence dispersion is used as the performance evaluation
scale [22], it is assumed that p probability distribution is
the datum distribution, and the other probability distribu-
tion g is the approximation of distribution p. The greater
the cosine similarity of the two approximations is, the
closer the two feature distributions are and the higher the
approximation degree is. The formula for cosine similarity
is as follows:

cS.) = 3 Piail ﬁj P+ \/Z ar

K-L dispersion is an asymmetric measure to evaluate the
difference between two probability distributions. Its value
reflects the approximation of distribution g to distribution
p.Inthe determination of the characteristic distribution of
the reference image data, the K-L dispersion is defined as:

17)

P;
KL(P|q) = zi:P,lb . (18)
Based on the above methods, 15 categories of video secu-
rity incidents on the Internet are analyzed as data sets [23],
corresponding categories are: E1: Sanlu milk powder inci-
dents; E2: red-cored duck egg incidents; E3: Turbot inci-
dents; E4: Jinhao tea oil incidents; E5: Maile chicken inci-
dents; E6: Plasticizer incidents; E7: Clenbuterol incidents;
E8: paraffin wax in hot pot incidents; E9: Gutter oil event;
E10: Crayfish event; E11: Fushou snail incidents; E12: Poi-
sonous steamed bread incidents; E13: Maggot citrus inci-
dents; E14: Bursting watermelon incidents; E15: Poisonous
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bird’s nest incidents. Depending on the duration of the in-
cidents [24], the number of related text downloads ranged
from 800 to 2000, with text-image accompanying text ac-
counting for about one-third to one-second.A text-image
accompanying sample is regarded as a co-occurrence data
instance, but in the case of multiple images in a sample, it
is considered that one image corresponds to the same ac-
companying text, and the number of co-occurrence data
instances is calculated according to the number of images.
Based on artificially collecting, the image data of each food
safety event from the Internet search engine and related
web pages are searched. For each event, 200~400 images
are collected separately. The BOVW model is used to repre-
sent each image in a bag of visual word, and the histogram
vector expression of each image is obtained.

Firstly, the feature distribution of the reference im-
age is constructed. Using all the images under each event
category c, an image feature distribution is obtained as
the base feature distribution by the Naive Bayesian clas-
sifier. Theoretically, the Naive Bayesian classifier can cal-
culate the real image feature distribution under the tar-
get category when the training data is sufficient. The two
intuitive methods are compared with the text-image fea-
ture mapping algorithm. The first method is the uniform
distribution algorithm, assuming that each image feature
appears randomly under the concept of each event tar-
get with the same probability. The second method is the
tagged query algorithm, which uses the name of category
c as the query keyword, searches in the Internet search en-
gine [25], and uses the returned K image to train the Naive
Bayesian model to get the image feature distribution. The
K value of the experiment is 50 based on experience [26—
31].

3 Results

The K value of this experiment is 50 according to experi-
ence. The comparison between the three algorithms under
cosine similarity is shown in Figure 2, 3, and 4.

Analyzing the results of the three algorithms in the
cosine similarity, we can see that the maximum value of
the uniform distribution algorithm is 0.94%, the minimum
value is 0.74%, the maximum value of the label query algo-
rithm is 0.97%, the minimum value is 0.76%, and the max-
imum value of the proposed algorithm is 0.99% and the
minimum value is 0.76%.

Through data comparison, the cosine similarity of the
proposed algorithm is always higher than that of the uni-
form distribution algorithm and the label query algorithm.
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Figure 2: The effect of uniform distribution algorithm on estimation
of distribution under cosine similarity
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Figure 3: Estimation of distribution effect under tag cosine similarity
algorithm

The larger the similarity value is, the more accurate the ap-
proximate feature extraction is. Therefore, the accuracy of
the proposed algorithm is higher than the other two algo-
rithms.

As shown in Figure 5, 6, and 7, the prediction results of
the three algorithms under K-L dispersion are compared:

Analysis of Figure 5, 6, and 7 shows that the results
of the three algorithms are comparable under K-L discrete
values. The maximum value of the uniform distribution al-
gorithm is 0.27%, the minimum value is 0.05%, the max-
imum value of the tagged query algorithm is 0.30%, the
minimum value is 0.04%, and the maximum value of the
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Figure 4: Algorithm for estimating distribution effect under cosine
similarity
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Figure 5: Uniform distribution algorithm under K-L discrete value to
estimate distribution effect diagram

proposed algorithm is 0.17% and the minimum value is
0.03%.

Through data comparison, the K-L dispersion of the
proposed algorithm is always lower than that of the uni-
form distribution algorithm and the label query algorithm.
Discreteness is an asymmetric metric measure to evaluate
the difference of two probability distributions. Its value re-
flects the approximations. The smaller the dispersion is,
the smaller the difference is. Therefore, the difference of
the algorithm in this paper is lower than that of the other
two algorithms.

From the comparison of the effects of different algo-
rithms on estimating the distribution under the above dif-
ferent metrics, it can be seen that the image feature dis-
tribution generated by the text-image feature mapping al-
gorithm is the closest to its benchmark distribution under
most event categories, while the uniform distribution algo-
rithm is only close to the results of other algorithms under
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Figure 7: The algorithm is used to estimate the distribution effect
under K-L discrete values

one category (E6). By checking the data under this cate-
gory, it is found that this is due to the large differences in
the image data between them. The label query algorithm
under three categories (E1, E9, E11) is equivalent to the text-
image feature mapping algorithm proposed by the author.
By checking the data, for these event categories, the event
category name is directly input from the search engine as
the query keyword, and the resulting images are closely
related to the event category, so the similar distribution ef-
fect of the label query algorithm is better.

In addition to the above direct method, the approxi-
mation degree of a similar image feature distribution to
the benchmark distribution can be measured from differ-
ent training data scales.Each time, from each category of
the collected event image data set, N images are randomly
selected, and the Naive Bayesian model is trained for 100
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times. The feature distribution and reference distribution
of each image are compared. Finally, the results of all re-
peated rounds are arithmetically averaged. The number of
images randomly selected for each event category is 20, 40,
60, 80, 100, 120, 140, 160 in turn. The approximate results
of uniform distribution algorithm, label query algorithm
and feature mapping algorithm under each category are
averaged, and then compared with the above method. Fig-
ures 8 and 9 show the average difference between the im-
age feature distribution and the reference distribution ob-
tained by these approximate methods under the two mea-
surement scales.

A
1.00
0.95 | -
N | —
£ 090 |
=
5
= 0.85 |
E
z
£ oso0|
(]
0.75 ’H
0 5
£ & .$2040 60 80 100 120 140 160
a S .
S & . & & Number of pictures
SFITEFE F S
TFFS $
So &
FETFFE
_i\ £
Q¢

Figure 8: Comparison of different algorithms for estimating distribu-
tion under cosine similarity

As can be seen from Figures 8 and 9, the approximate
results of the uniform distribution algorithm, the label
query algorithm and the feature mapping algorithm under
each category are averaged, and then compared with the
above method. The text-image feature mapping algorithm
is similar to the feature distribution obtained by training
100 labeled images, and the cosine similarity of the pro-
posed algorithm is 92%; that of the uniform distribution
algorithm is 76%; and the label query algorithm is 84%.
The average value of cosine similarity of the proposed al-
gorithm is the largest in every category. The discrete de-
gree of the proposed algorithm is 0.06%; that of the uni-
form distribution algorithm is 0.17%; the label query algo-
rithm is 0.09%; the average value of the discrete results of
the proposed algorithm is the smallest in each category.
The above data show that the proposed text-image feature
mapping algorithm based on transfer learning can effec-
tively learn the image feature distribution under the target
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Figure 9: Comparison of different algorithms for estimating distribu-
tion under K-L discrete values

event category from the text data of related events and text-
image co-occurrence data.

Under the 100 events, the similarity distribution of
text- image data is simulated. The proposed algorithm is
simulated with the uniform distribution algorithm and la-
bel query algorithm. The average optimal fitness and aver-
age operation time of the two algorithms are obtained. The
detailed results are described in Table 1. From the analy-

Table 1: Simulation results of approximate distribution of image
data distribution under 100 events

Type of algorithm Average Mean
optimum  operation
fitness time /s
/%
Uniform distribution algorithm 7.51 54.09
Tagged query algorithm 8.22 53.69
Algorithm in this paper 9.85 34.72

sis of Table 1, we can see that the optimal fitness of the
proposed algorithm is 9.85%, the uniform distribution al-
gorithm is 7.51%, the label query algorithm is 8.22%, and
the fitness of the proposed algorithm is the highest. In the
comparison of the average operation time, the proposed
algorithm takes 34.72 seconds, the uniform distribution al-
gorithm takes 54.09s, and the label query algorithm takes
53.69s, indicating that the proposed algorithm takes the
shortest time and has the highest efficiency. This algorithm
can quickly and effectively extract the approximate feature
distribution of text-image data under 100 events. This al-
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gorithm not only extracts the approximate feature distri-
bution of text-image data effectively, but also consumes
less time and has high efficiency.

4 Discussion

In the traditional machine learning framework, the task of
learning is to learn a classification model based on given
sufficient training data, and then use this learning model
to classify and predict test documents. However, we see
that machine learning algorithms have a key problem in
the current Internet mining research: a large amount of
training data in some emerging areas is difficult to obtain.
It can be seen that the development of internet applica-
tions is very fast. A large number of new areas are emerg-
ing, from traditional news, to web pages, pictures, blogs,
podcasts and so on. Traditional machine learning needs
to calibrate a large amount of training data in each field,
which will consume manpower and material resources.
Without a large amount of annotated data, a lot of learn-
ing related researches and applicationscan’t be carried
out. Secondly, traditional machine learning assumes that
training data and test data obey the same data distribu-
tion. However, in many cases, the same distribution hy-
pothesis is not satisfied. In addition, training data is often
out of date. This often requires re-labelling a large volume
of training data to meet our training needs, but labeling
new data is expensive and requires manpower and mate-
rial resources. On the other hand, if we have a lot of train-
ing data with different distributions, it would be wasteful
to discard them completely. How to make rational use of
this data is the aim of transfer learning.

Main problems are solved. Transfer learning can trans-
fer knowledge from existing data to help future learn-
ing. The goal of transfer learning is to use the knowl-
edge learned from one environment to assist learning tasks
in the new environment. Therefore, transfer learning will
not assume the same distribution assumption as tradi-
tional machine learning. At present, the work on trans-
fer learning can be divided into two parts: case-based
transfer learning in isomorphic space and feature-based
transfer learning in isomorphic space. It is pointed out
that case-based transfer learning has stronger knowledge
transfer ability, while feature-based transfer learning has
wider knowledge transfer ability. These two methods have
their own merits. Transfer learning is a relatively new re-
search direction in machine learning. The current research
mainly focuses on data mining, natural language process-
ing, information retrieval and image classification. Ma-
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chine learning has provided extensive research findings
and results, but research into transfer learning is mini-
mal. Features and samples are two important aspects of
text categorization. It is important to consider these two
factors comprehensively. Sample based transfer learning
is another method to solve the problem of transfer learn-
ing. Traditional methods also use feature-based or sample-
based transfer learning methods, but there is a lack of com-
prehensive use of these two methods. The algorithm pro-
posed in this paper can find the data very similar to the
test data from the existing data and improve the accuracy
of the model.

5 Conclusions

In this paper, a text-image feature mapping algorithm
based on transfer learning is proposed. Firstly, clustering
technology is used to filter the existing data and find the
data which is similar to the target data to help the learning
of the target task and improve the performance of the clas-
sifier. Then, the event text data is modeled by the potential
Dirichlet assignment method, and the most prominent text
features are selected by calculating the information gain
of the topic features; the event images are modeled using
the visual word bag model and the naive Bayesian method;
The approximate extraction of the image feature distribu-
tion is realized by the text data feature distribution and
the text-image co-occurrence data feature distribution un-
der the same event. Compared with the traditional uniform
distribution algorithm and labeled query algorithm, the
average cosine similarity of the proposed algorithm is 92%,
that of the uniform distribution algorithm is 76%, and the
labeled query algorithm is 84%. The average dispersion of
the proposed algorithm is 0.06%, that of the uniform dis-
tribution algorithm is 0.17%, and the labeled query algo-
rithm is 0.09%. The experimental data shows that the pro-
posed algorithm has the advantage of high cosine similar-
ity and low dispersion.
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