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Abstract: In this paper we focus on the new version of
computer program MODY for calculations of symmetry-
adapted functions based on the theory of groups and rep-
resentations. The choice of such a functional frame of co-
ordinates for description of ordered structures leads to
a minimal number of parameters which must be used
for presentation of such structures and investigations of
their properties. The aim of this work is to find those pa-
rameters, which are coefficients of a linear combination
of calculated functions, leading to construction of differ-
ent types of structure ordering with a given symmetry. A
spreadsheet script for simplification of this work has been
created and attached to the program.
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1 Theoretical introduction
When a complex system (physical, biological, social or nu-
merical) in some conditions becomes ordered, the knowl-
edge of its symmetry leads to a significant simplification
of the description of such a system aswell as the investiga-
tion of its properties. Themost suitablemathematical tools
for studying symmetry are those developed by the theory
of groups and their representations. The set of transforma-
tions which leave the system invariant forms its symme-
try group. Transformation rules for functions describing
the properties of the system, defined on the space with a
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given symmetry group, can be described in terms of the -
representations of the group.

Theory of group representations was developed many
years ago. E. Wigner [1] G.J. Lubarski [2] and A.P. Crack-
nell [3] introduced the set of basis vectors of irreducible
representations formolecular symmetry groups in calcula-
tions of molecular vibrations as “symmetric coordinates”.
Later, this method was also used also for the analysis of
different continuous, structural phase transitions (for ex-
ample permutational, displacive, magnetic or quadrupo-
lar types). The examples of their works may be found
in [4–14]. Continuous (or semi-continuous) phase tran-
sitions, for example, in crystals, occur when under cer-
tain circumstances occur (e.g. change of temperature, ex-
ternal pressure or magnetic field) in the parent structure
with the highest symmetry. This leads to changes taking
place, leading to lower crystal symmetrywith preservation
of the group-subgroup relation. Because of strong restric-
tions imposed by symmetry of the space where the phase
transition takes place, not all changes are permitted. The
symmetry analysis method based on the representations
of parent symmetry group is able to predict all possible
channels of structural transformations and indicate the
forbidden ones.

A typical situation in which the symmetry analysis is
applied to the description of the ordering process in solids
mentioned above includes the following features:

• There is a well defined high-symmetry (high-
temperature) phase, with a well-known symmetry
space group andwith well known sets of e quivalent
positions (Wyckoff positions) in the unit cell.

• A local physical quantity exists, with known rules of
transformations under the action of operations be-
longing to crystal symmetry group, defined on one
or more symmetry equivalent sets of sites in the unit
cell, which becomes non-zero in the low-symmetry
phase, thus representing a deviation from the high-
symmetry state of the crystal.

• There is a wave vector (given in reciprocal lattice) re-
sponsible for the ordering process, usually known
from the experiment, which describes the propaga-
tion direction and wavelength of ordering waves,
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thus defining the relations between the values of the
ordering quantity in neighboring unit cells of the
crystal. The modulus of the ordering wave vector k
may be commensurate; leading to unit cell multi-
plication in the low-symmetry phase, or incommen-
surate; leading to an incommensurately modulated
phase. The set of symmetry equivalent vectors k is
denoted as {kL} and it is called the k-vector star.
Each individual vector k in the set is called an arm of
the star. The set of symmetry operations leaving the
vector k unchanged is called the k-vector symmetry
group G(k).

In such circumstances every physical quantity of the
crystal that is localized on the atom sitesmay be described
by a Wannier function S, defined on a set of equivalent
positions. It may be a scalar (the change of site occupa-
tion probability), a polar vector (displacements of atoms
from the equilibrium positions), an axial vector (the order-
ing ofmagneticmoments) or even a tensor (the ordering of
quadrupole moments).

−→S =
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, t⃗p,q,s = pa⃗1+pa⃗2+pa⃗3

where a1, a2, a3 are the respective lattice constants of the
periodic structure, and p, q, s are integers.

As may be seen from the equation above the presen-
tation of the function S in the commonly used coordi-
nate frame related to the crystallographic system, u =
(ux , uy , uz), which takes advantage of the translation sym-
metry and reduces the number of parameters needed for
the description of the elementary cell. The other symmetry
relations are lost in this description. As a consequence, the
space of unknown parameters (SUP) is multi-dimensional
and the description of many crystal properties becomes
unnecessarily complicated.

According to the law proved by Wigner [1] each func-
tion defined in the spacewith a given symmetry groupmay
be presented as linear combination of the so called basis
vectors (BVs) of the irreducible representations of this sym-
metry group (IRs). Thus, theWannier function is expressed

as a linear combination of the BVs:

S⃗{kL} =
∑︁
kL
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lν∑︁
λ=1

C(kL)ν,λ Ψ⃗
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where Ψ⃗ (kL)

ν,λ are the BVs and the indices kL, ν, and λ cor-
respond, to the vectors k, the number of the respective IR
of the group, and the dimensions of the respective IR, re-
spectively.

The BVs are calculated within the frame of group the-
ory and are well known in the discussion of phase transi-
tions. Details of the procedure used in the presented pro-
gram can be found in [7]. The unknown parameters lead-
ing to different types of possible ordering structures after
the phase transition is represented as C(kl)ν,λ . Themost prob-
able case is the phase transition occurring according to
one of the IRs and one k-vector, (the new structure is re-
alized within one of the irreducible subspaces of IR, on
which the SUP splits), so number of unknown parameters
needed for the presentation of S function in BV functional
frameof coordinates depends only on the dimension of the
respective IR.

As it may be seen, the presentation of themodel struc-
ture in the termsof thebasis vectors, C(kl)ν,λ , leads to simplest
description of the structure than the frame of the crystal-
lographic system (x, y, z). This kind of description better
reflects the symmetry of the problem and requires the low-
est number of independent parameters.

For calculations of BVs, except for the knowledge of
the symmetry of positions; the knowledge of the rules of
transformations of physical quantities, localized on these
positions, under the symmetry operations is needed. The
transformation matrices related to scalar, polar, and axial
vectors used in the SA are standard. For the tensor case it
requires further explanation.

The electric potential from any charge distribution
may be written as a sum ofmonopolar, dipolar, quadrupo-
lar, and higher contributions. In the presented analysis, it
is assumed that the dipole potential and higher order mo-
ments are absent and therefore the initial form of the total



MODY – calculation of ordered structures by symmetry-adapted functions | 561

potential exhibits spherical symmetry. The components of
3×3 quadrupole moment tensor (QMT) are usually defined
as volume integrals of charge density with respective coor-
dinate combinations [16]. The component values uniquely
define the orientational distribution of the quadrupolar
potential. In general, the QMT matrix has nine compo-
nents, but taking into account that it is symmetrical and
traceless, only five components are independent. For the
convenient application of symmetry analysis, the compo-
nents of quadrupole moment tensor are rearranged into a
vector form, as shown in following equation.

Q̂gen =

⎛⎜⎝ Q11 Q12 Q13
Q12 Q22 Q23
Q13 Q23 (−Q11 − Q22)

⎞⎟⎠

û(⃗rn) =

⎡⎢⎣ u11 u12 u13
u21 u22 u23
u31 u32 u33

⎤⎥⎦ ⇒

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

u11 (⃗rn)
u12 (⃗rn)
u13 (⃗rn)
u21 (⃗rn)
u22 (⃗rn)
u23 (⃗rn)
u31 (⃗rn)
u32 (⃗rn)
u33 (⃗rn)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The requirements imposed on the symmetry-adapted solu-
tion for physical quantities represented by tensors include
the reality condition analyzed in the section discussing
vectors, but additionally there are the conditions imposed
by the internal features of QMT. These type of conditions
are specific for a given physical quantity represented by
the tensor, and for e.g. themoment of inertia, the zero trace
condition would be absent. Thus, the conditions are of
physical origin, like the “constant moment” conditions for
magnetic ordering modes. In practice, these extra require-
ments eliminate some of the solutions obtained from sym-
metry analysis that conform to the reality requirement.
Another criterion that can be used for selection of the fi-
nal solution is the direct relation between the quadrupo-
lar transition and the accompanying structural changes.
It is possible to calculate the atomic displacements for a
given IR, and then to calculate the final symmetry group.
When the final symmetry group is known from the exper-
iment, the number of possible IRs that are active in the
transition is drastically reduced. In the next step, one can
calculate the details of the quadrupolar transition for the
same symmetry changes even if the experimental data on
the quadrupolar transition are far from being complete.

2 MODY – computer program for
calculation of BVs

TheMODY program has been developed since the 1990s. It
performs most calculations related to the theory of groups
and representations, especially the BVs of IRs.

The previous version of MODY programwas described
in the quoted literature [8, 15]. New version of the program
has obtained a new, more compact form. It was written in
C++ in CodeBlocks framework with wxWidgets library. All
input and output settings (parameters) were placed in one
window.

The input part is placed on the left side of the main
programwindow. There are following sections in this part:

Figure 1: The main window of the new version of MODY program.

– Space group and Conditions – allows typing in or
choice of space group according to International
Crystallographic Tables notation. You can also se-
lect the origin choice, if the Crystallographic Tables
contain more than one.

– First atom position - allows the specification of the
first atom coordinates according to International
Crystallographic Tables notation.

– Select wave vector - allows selection of thewave vec-
tor. The pull-down list contains all (nonequivalent)
wave vectors allowed for given group. For incom-
mensurate vectors thewave vector components con-
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tain parameters x, y. In the calculations their actual
values are used, which can be typed in the edition
fields "x=" and "y=". The default value of these pa-
rameters are set as nonzero values equal to 0.17 and
0.27 respectively. The values of x and y parameters
do not affect the mode type (their symmetry), they
merely specify their absolute values. This section al-
lows also the selection of the arm of wave vector star
k in the conventional reciprocal lattice coordinate
system. All arms of the selected k-vector star are cal-
culated for given group and are available on the list
of combo box.

– Type of modes - that group of options allows the se-
lection of themode type out of four types of physical
quantities: scalar, polar vector, axial vector or sec-
ond rank Tensor.

– Modes settings – Checking of the selection field “Si-
multaneous calculations for k and −k“ results in
the calculation and presentation of mode values for
both wave vectors: k and −k. “Lattice translations”
text fields group allows the specification of lattice
translations e.g. selection of the conventional unit
cell for which the modes will be calculated by spec-
ifying the shift from "zero unit cell" by a vector

⇀

t =
⇀n⇀a + m

⇀

b + p⇀c , where ⇀a , b, ⇀c are conventional lat-
tice basic vectors. For the n,m,p coefficients only in-
teger values are accepted.

The output part is placed on the right side of programwin-
dow. There are following sections in this part:

– Consider Representations - allows selection of the
representations forwhich calculations ofmodeswill
bemade. Only active representations are enabled for
selection.

– Choose orbit – allows the choice of orbit of sites for
calculation of modes.

– Output format – allows the selection of modes for-
mat for output.

– Modes can be displayed in following forms: as
C(cosϕ+ i*sinϕ) (default), as reiϕ (rϕ[°]) and as reiϕ
(rϕ[π units]).

– Switching the “Display 0 by _” option on results in
replacement of the zero digits in the output report by
the underscore character.

– Switching “Display all mode versions” options on
results in listing of all the modes, including the zero
amplitude modes and equivalent modes. Switching
this option off results in application of a mode re-
duction procedure and only the non-zero and essen-
tially non-equivalent modes are listed.

– Output accuracy allows the setting of output accu-
racy (the number of digital places) for presentation
of the output data

All important output reports were also placed in one
menu. The format of output data is completely determined
by the settings of output part in themain programwindow.

Figure 2: Output reports of the MODY program.

The new version ofMODYprogramdelivers the follow-
ing output reports:

– Modes IT - modes are calculated and presented in
the conventional IT setting for the irreducible rep-
resentations and G(k1) orbits selected in the input
section.

– Symmetry Elements - presents the information on
symmetry elements of the full space group Gand the
wave vector group G(k1).

– Atoms - presents the report on atomic positions. All
atomic positions are generated by action ofmatrices
of symmetry elements on the position vector of the
first atom.

– Representations - presents the report on symmetry
elements representations in the Kovalev set.

– Transformation matrices for tensors - shows the de-
fault tensor transformation matrices for individual
symmetry elements of the space group. The matri-
ces are available only for the "Second rank Ten-
sor" mode type. The matrices are constructed as R
x R(direct product), where R is the transformation
matrix (3x3) for a given symmetry element.

– Export Modes for analysis - showmodes (like Modes
IT output) in special form dedicated for import in ex-
cel spreadsheets, which may be used for searching
of fitting coefficients.

As shown in [14] the calculation of coefficients for linear
combination of basis vectors in an analytical form is com-
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plex and difficult to implement. In practice, the fitting pro-
cess is achieved by guessing and verifying the guessed co-
efficients. The experience of the person, who controls the
procedure plays an important role in this process.

Two spreadsheet files were attached to the MODY pro-
gram as tools for finding the coefficients of fitted structure.
One of the spreadsheets is dedicated to finding the coeffi-
cients of vector modes (axial and polar), the second one
for second rank tensor modes.

Figure 3: The spreadsheet for finding the linear combination coefl-
cients for vector type quantities.

A linear combination of modes is carried out most
likely for one representation, one orbit and one arm of the
star of the wave vector k (or jointly for k and minus k).

Each of the mode type is transformed according to
the type of quantity that it represents. Linear combination
of modes represents the physical quantity of a given type
(mode type) when it gives real values in all positions of or-
bit atoms. Thus, only some of the coefficient sets in the
linear combination of modes lead the real values in the
atom positions thus representing the physical quantity of
a given type e.g. site occupation probability, atomic dis-
placements, magnetic moments or quadrupole moment.

3 Searching of the fitting
coeflcients (SFC-method)

As mentioned before the most probable transitions are
usually going according to one IR and one k-vector (or k
and minus k). Thus, only such cases may be analyzed in
the attached spreadsheets. Therefore, after calculation of
modes inMODYprogram, only one representation and one
orbit of Gk must be selected for output. The calculated
modes should be shown and saved to a text file with “Ex-
portModes for analysis”menucommand. The spreadsheet
can properly read only files obtained in this way. This file
should be opened in the “data” sheet. The spreadsheet an-
alyzes this data and uses it to fill in the other sheets. Fit-
ting coefficients should to be looked for in the sheet called
“Adjustment_Atom1”. The form in this sheet contains all
modes for the first atom,whichwas imported to data sheet

from the text file. Next to each mode the coefficient Ci set
as rc,ϕc. (i.e. rceϕc) is placed. The value of each coefficient
can be changedusing the controls. The linear combination
of all modeswith current values of coefficients can be seen
in the top part of the sheet as values and charts, separately
for each component x, y, z.

Figure 4: Setting the relations between coeflcients.

Charts present the values of coefficients of analyzed
quantity on the complex plane. So only values of linear
combination located on the horizontal line correspond to
a real value and are allowed as physical results. The real
and imaginary components for the linear combination re-
sult are shown under the chart. The imaginary component
of the result has to be zero to represent a physical quantity.

In one chart everymodemultiplied by its coefficient is
shown separately (in black) and additionally the resulting
linear combination is shown (in red) for a given compo-
nent.

Charts are updated on an ongoing basis so changes re-
sulting from setting the coefficients can be observed. Dy-
namic tracking of the results of the linear combination can
indicate thedesireddirectionof the coefficient corrections.

Coefficient can be set independently of each other
(“set r, fi” option in first combo box) or take zero value
(“zero” option). Very often some subsets of coefficients
combined affect only one component. The form in this
sheet gives possibility to connect a change of the current
coefficient with the previous one (“C1” options). In such
cases the specific relation between coefficients can be set
by the second combo box.

Some typical relations between phases of coeffi-
cients may by chosen as: Cj=±Ci, Cj=90°±Ci, Cj=90°±Ci,
Cj=270°±Ci, Cj=theta°±Ciwhere i<j. The last case allows to
set other value of phase difference for relation between co-
efficients (it may be set next to this combo box).

Obtaining the real values of the linear combination
of modes for the first atom is the essential condition. In
addition to this getting real values of linear combination
of modes is necessary for the rest of the atoms in orbit.
This requirement may be checked in the following sheets.
The “Other_Atoms” sheet presents values ofmodes, coeffi-
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cients and combination and the “Atoms_Graph” sheet con-
tain Charts for the rest of atoms.

The second spreadsheet is dedicated to finding the co-
efficient of linear combination for the second rank tensor
modes. The way of searching is similar to the one used in
the vector modes. In this case the number of dimension is
higher and the number of complex valueswhich should be
analyzed grows from 3 to 9 for each atom.

4 Example of ordering analysis in
TmTe

For illustration of the possibilities of SA and SFC-method
the short discussion of the quadrupolar ordering and
the related structural deformations in TmTe compound is
given below (it is discussed in details in F. Bialas PhD dis-
sertation [23]).

The TmTe compound crystallizes in the structure NaCl
type described by Fm-3m (IT no 225) space group. It was
shown that the presence of quadrupolar phase transition
bellow, TQ = 1.8K, described by wave vector k =(1/2, 1/2,
1/2). The Tm atoms occupies 4(a) positions Tm1:(0, 0, 0),
Tm2:( 0, 1/2, 1/2), Tm3:(1/2, 0, 1/2), Tm4:(1/2, 1/2, 0).
The Te atoms occupies 4(b) positions Te1:(1/2, 1/2, 1/2),
Te2:(1/2, 0, 0), Te3:(0, 1/2, 0), Te4:(0, 0, 1/2). Numerous
experimental and theoretical works describe the changes
of properties of the compound in the phase transition [17–
21]. Especially valuable is the theoretical work of Niko-
laev [22]. The author has included in its paper the analysis
of the symmetryused for themicroscopic calculation inhis
paper. He gives obtained in this way quadrupolar ordering
and accompanying structural displacements obtained in
this way. It allows direct comparison of the results of the
symmetry produced by themethod presented in this study
with the results obtained by another method.

4.1 Quadrupolar ordering on Tm atoms

The calculations made with the program MODY indicate
that the quadrupolar ordering described by the wave vec-
tor k =(1/2,1/2,1/2) and for position 4(a) are allowed to
be active in the phase transition only representations τ1,
τ3, and τ5. The linear combination of BV

∑︀
i
ciΨk⃗,τν ,i has

set the form of TMK e.g. the matrix has to be symmetric,
traceless and has the real coefficients for every represen-
tation.

Matrices of BV for τ3 representation are antisymmet-
ric, 1-dimentional and occurring one time. Because of that
they may not represent quadrupolar tensor matrices.
Representation τ1

One-dimensional representation τ1 occurs two times
in the decomposition, thus two coefficients of the linear
combination should be considered for the construction of
final QMT. Modes calculated for this representation, 4(a)
site andwave vector k =(1/2 , 1/2, 1/2) have the following
form.

Figure 5:Modes for IR τ1, 4(a) sides and wave vector k=(1/2, 1/2,
1/2).

It is impossible to obtain a matrix with properties of
QMT from elements of the first version because the trace
of the matrices are non-zero. The second version provides
with any real parameter c directly QMTmatrices as shown
in the following table.

Figure 6: Quadrupolar ordering according to representation τ1, 4(a)
sites and k=(1/2, 1/2, 1/2).



MODY – calculation of ordered structures by symmetry-adapted functions | 565

The quadrupole moments at atom side position Tm1
at the rest positions (Tm2, Tm3, Tm4) have the same direc-
tions ofmain axes but correspond to opposite deformation
of potential. The ordered structure has symmetry of wave
vector group Gk : R-3m (IT nr 166) and a specific free ro-
tation axis [1, 1, 1] lies along to threefold symmetry axis of
destination group. Because of k =(1/2, 1/2, 1/2), coeffi-
cients of QTM for 4(a) site in the next elementary cell in
every axes have opposite signs. It corresponds to opposite
deformation of potential.
Representation τ5

Two-dimensional representation τ5 occur three times
in the decomposition, thus six coefficients of the linear
combination should be considered for the construction of
final QMT. Modes calculated for this representation, 4(b)
site and wave vector k=(1/2, 1/2, 1/2) are shown in the
following table.

Figure 7:Modes for IR τ5, 4(a) sides and wave vector k=(1/2, 1/2,
1/2).

Only the first version of BVs has non zero elements on
diagonal in QTM matrices thus coefficients corresponded
to them may be considered separately. The spreadsheet
for finding the coefficients of linear combination for the
second rank tensor modes allows various values of coef-
ficients. By changing the coefficients c1 and c2 (for modes
of version 1) specific forms of the finalmatrix which satisfy
the conditions of the QMT matrix can be easily obtained.
But very often the coefficients are connected with each
other. In this case, the family of solutions is obtained. The
form of connected coefficients can be guessed from par-
ticular solutions or obtained by testing various relations
between coefficients in spreadsheet.

Figure 8: Finding the linear combination of TmTe compound, for
quadrupolar ordering, representation τ5, and coeflcients (5).

It is simply to check that the set of coefficients c

c1 = ceiϕ , c2 = cei(
4
3 π−ϕ); c′1 = 0, c′2 = 0; c′′1 = 0, c′′2 = 0;

witch correspond to modes of version 1 only, gives the fol-
lowing form of QMTs

Figure 9:Matrices of the QMT for IR τ5, 4(a) sites, wave vector
k=(1/2, 1/2, 1/2) and coeflcients (5); where ϕ - free parameter.

Any value of the free parameter, ϕ, leads to the form
of QTM with three different main axes along to crystallo-
graphic axes. For some special values of free parameters,
ϕ, the particular cases of symmetry QMTs are obtained.
Such special cases are shown in the following table. For
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the free parameter ϕ’= ϕ + π the QMT matrix has oppo-
site signs for all elements and the directional quadrupolar
potential distribution and directional total potential dis-
tribution are opposite to those correspond to ϕ. For repre-
sentation of τ5 and any value of ϕ correspond to the or-
der parameter p1 = (c1, c2) only identity-operation and
inversion leave this order parameter unchanged. The final
structure in this case has symmetry of space group P-1 (IT
no 2). The specular cases of quadrupolar symmetry struc-
ture occur for ϕ = π/6 with order parameter p2 = (c, −c),
and for ϕ =2π/3 with order parameter p3 = (c, c). In those
cases two additional symmetry elements occur: twofold
axis in [1, −1, 0] direction and symmetry plane described
by Miller index (1, −1, 0). The crystal has after phase tran-
sition quadrupolar structure described by symmetry space
group C2/c (IT no 15) or C2/m (IT no 12) respectively.

Figure 10: Quadrupolar ordering according to representation τ5,
4(a) sites, k=(1/2, 1/2, 1/2), coeflcient (5) and chosen values of
free parameters a = c

√
3.

The remaining versions of modes (2 and 3) have ma-
trices with non-zero complex elements outside of the diag-
onal. Four coefficients for those modes should be consid-
ered for the construction of the final matrix which satisfy
the conditions of QTM.

Figure 11: Finding the linear combination of TmTe compound, for
quadrupolar ordering, representation τ5, and coeflcients (6).

As it can be seen, modes for coefficients c1’ (c3 in
spreadsheet)with c2”(c6) and c2’(c4) with c1’(c5) could be
combined together because they affect the same elements
of matrix. For correlation of c′1 = ceiϕ , c′′2 = cei(

4
3 π−ϕ), and

c′2 = ceiα; c′′1 = cei( 43 π−α) where φ, α- free phase, all ele-
ments of final matrix are real. But for any value of phases
φ, α the final matrix is not symmetric. Only relations be-
tweenall coefficients leads to symmetricmatrix and satisfy
the condition of QMT. In this case the set of coefficients

c1 = 0, c2 = 0; c′1 = ceiϕ , c′2 = ce−iϕ;

c′′1 = cei(
4
3 π+ϕ), c′′2 = cei(

4
3 π−ϕ)

leads to the following form of QMT matrix

Figure 12:Matrix of the QMT for IR τ5, 4(a) sites, wave vector
k=(1/2, 1/2, 1/2) and coeflcients (6); ϕ - free parameters.

Any value of parameter ϕ gives the QMT matrix with
three different main axes of symmetry twice axes. Their
directions depend on the values of coefficient ϕ. For the
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spectacular values of parameter ϕ it obtains cases with
particular symmetry as can be seen in the following table

Figure 13: Quadrupolar ordering according to representation τ5,
4(a) sites, k=(1/2, 1/2, 1/2) for coeflcients (6) and parameter ϕ,
a = c

√
3.

For the free parameter ϕ′ = ϕ + π the QMT matrix
has opposite signs for all elements and the directional
quadrupolar potential distribution and directional total
potential distribution are opposite to those corresponding
to the ϕ. Similarly to the fitting for the first modes version,
the final structure has in general case symmetry of space
group P-1 (IT no 2). Two particular symmetry cases occur
for ϕ =0 which correspond to free parameter

p2,3 =
(︁
c, c; cei( 43 π), cei( 43 π)

)︁
,

and leads to the structure of space group C2/m and for ϕ =
π/2 which correspond to free parameter

p2,3 =
(︁
ic, −ic; cei( 1112 π), −cei( 1112 π)

)︁
,

and leads to the structure of space group C2/c.

4.2 Possible associated structural changes

Possible structural changes for Tm atoms at 4(a) posi-
tions

The calculations made using the "polar vector" op-
tion of program MODY show that for positions 4 (a) and
k = (1/2, 1/2, 1/2), the two irreducible representations
are allowed to be active in the phase transition: a one-
dimensional representation τ4 and two-dimensional τ6.
Both representations occur once in the decomposition.
However, neither of these representations is active in the
quadrupolar phase transition. From the point of view of
symmetry, there is no structural displacement of Tmatoms
associated to quadrupolar ordering.
Possible structural changes for Te atoms at 4(b) posi-
tions

For the structural changes in the positions 4 (b) two
IRs are active, one-dimensional τ1 and two-dimensional
τ5. IRs are present in decomposition. Both IRs occur
one time in the decomposition. These representations are
also active in the quadrupolar transition. It gives the op-
portunity to displace the Te atoms accompanying to the
quadrupolar transition.
Representation τ1:

Structural modes calculated for representation τ1 and
sites 4(b) are real thus any real coefficients of linear com-
bination give direct values of atoms displacement as show
in following table.

Figure 14: Structural modes and displacements of Te atoms at 4(b)
positions for any real value of free parameter C, IR τ1 and k=(1/2,
1/2, 1/2,).

Displacements of tellurium atoms at 4(b) positions ac-
cording to τ1 representation leads to the structure of R-3m
(IT 166) symmetry of wave vector group.

Representation τ5:
Structural modes calculated for representation τ5 and

sites 4(b) are shown in following table.
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Figure 15: Structural modes for 4(b), IR τ5 and k=(1/2, 1/2, 1/2).

Because the basic vectors are complex, it is required to
use complex values of coefficients to obtain real values of
atomic displacements.

The condition of real value of linear combination of
basis vectors leads to following form of coefficients.

C1 = Ceiφ , C2 = Cei(
4
3 π−φ)

where C, φ – free parameters.

Figure 16: FFinding the linear combination of TmTe compound, for
structural ordering, representation τ5, and coeflcients (9).

The values of atom displacements obtained for those
coefficients were shown in the following table.

Figure 17: Displacements of Te atoms at 4(b) positions, IR τ5 and
coeflcients (9).

The final structure has in this case symmetry of space
group P-1 (IT no 2). For the free parameter ϕ’= ϕ + π
the atom displacements have opposite signs for all com-
ponents relative to displacements corresponding to the
ϕ. Particular cases symmetry occur for φ =0, φ = π/3,
φ =2π/3 (then two components are equalC, the third coor-
dinate is equal to -2C, and the final structure has symmetry
of space group C2/m) and for φ = π/6, φ =3π/6, φ =5π/6
(then two components are equal toC, the third coordinate

is equal0, andfinal structure has symmetry of space group
C2/c).

Figure 18: Displacements of Te atoms at 4(b) positions, IR τ5 and
different values of the coeflcients.

4.3 Summary

Symmetry analysis of TmTe allows ordering of quadrupole
moments according to representations τ1 and τ5. None
of these cases are accompanied by the displacement of
atoms. Representation τ1 leads to the ordering where the
main axis of quadrupole moments lies along the [1, 1, 1]
direction. Quadrupole moments at atom in (0, 0, 0) po-
sition has opposite form than at atoms at the center of
faces. The final structure has symmetry ofR-3m (IT no 166).
Quadrupolar ordering according to representation τ1 may
be accompanied by displacement of Te atoms which re-
spect symmetry of R-3m space group. Representation τ5
gives possibility of various quadrupolar ordering. The first
family of solutions with free parameter gives the orienta-
tion of the main axes of quadrupole moments along the
crystallographic one. The second family of solutions also
with free parameter, gives the orientation of themain axes
of quadrupolemoments along to any other directions. Any
value of free parameter leads to the structure of low sym-
metry of space group P-1 (IT no 2). For both the above fam-
ilies of solutions there exist particular values of free pa-
rameters, ϕ, which correspond to the order parameter of
(c, c) and (c, -c) for which the final structures have re-
spective symmetries of C2/m (IT no 12) or C/2C (IT no 15).
The symmetry analysis permits this representation the oc-
currence of ordering associated displacements of atoms,
which keep the symmetry of a quadrupolar structure. In
the analysis of phase transition of TmTe delivered by Niko-
laev andMichel [22] it used representation of group for cal-
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culations of microscopic-energy. The results achieved in
this way indicate that representation of τ5 gives the order-
ing of symmetry of C/2c (IT no 15) or C/2m (IT no 12). The
authors have not eventually settled which type of ordering
occurs. Experimentally both these cases are equally likely.
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