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Abstract: The problem of resource management for server
virtualization under the limitation of recovery time objec-
tive was considered in this paper. Models and methods of
workload and resource management of IT infrastructure
with server virtualization in terms of time limit for services
recovery in case of provision of services by virtual private
servers were proposed. Mathematical models for excess
and lack of resources was formulated as linear and non-
linear 0-1 programming problems. To solve these problems
branch and bound, heuristic and modified genetic algo-
rithms were proposed.
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1 Introduction

Information and Telecommunication Systems (ITS) of
leading corporations can be seen as prototypes and com-
ponents of the future global information society. Based on
the implementation of the concept of data centers, they
provide access to the own resources (services, applica-
tions, computing power, data, etc.) and resources of part-
ner companies, as well as the resources of public author-
ities and other institutions. For efficient organization and
operation of the IT infrastructure it is necessary to solve
a number of problems, primarily the creation of condi-
tions for data-processing capabilities, resource manage-
ment, reliability, safety and others. Hosting companies
that invest in creating their own IT infrastructure to ser-
vice the users, are faced with the above mentioned prob-
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lems [1]. Customers and hosting companies agree on ser-
vice level requirements, which usually include: the avail-
ability and manageability of IT infrastructure, data in-
tegrity, security, reliability and scalability. Achievement of
user requirements at the lowest cost is the essence of the
problem for development and functioning of the IT infras-
tructure. Usually, this complex problem is divided into a
number of smaller problems, but they are not much eas-
ier. One of them is the problem of resource management
and workload of the IT infrastructure.

According to research, servers in many companies typ-
ically run at 15-20% of their capacity, which may not be
a sustainable ratio in the current economic conditions.
Therefore, implementation of server virtualization tech-
nology to reduce the number of physical servers has be-
come popular in recent years. Also virtualization can ease
backup, reduce administrative demands and improve se-
curity for companies that hosts desktops on virtual ma-
chines that are running on centralized servers in data cen-
ter.

Over the years, Virtual Private Server (VPS) hosting
has emerged as good compromise between the affordabil-
ity of Shared Hosting and the operational power of a Dedi-
cated Server. The introduction of cloud infrastructures has
taken that concept, and extended it even further.

Modern IT infrastructure for high-availability VPS
hosting is a network of clusters in a virtualized environ-
ment, each of which contains a number of different highly
available servers. These clusters contain redundant hard-
ware, so if some node fails for any reason, customer’s data
will be safeguarded and customer’s VPS will be booted up
instantaneously on a different node. Logically these VPS
clusters consist of Virtual Machines (VM) that are running
under the control of Hypervisor on physical servers con-
nected to Shared Data Storage (Fig. 1).

One of the main problems of creating virtualization
based IT infrastructures is the problem of workload and re-
source management. The management of resources is im-
portant, since many consumers, such as virtual machine
(VMs), zones, containers, or virtual desktops, request re-
sources. Consolidating different workloads on one system
often entails combining workloads that have different ser-
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Figure 1: Scheme of VPS with a Shared Storage.

vice level agreements and different needs for throughput,
response time, and availability [2]. The problem of work-
load and resource management for server virtualization
is considered in the series of works in which mathemati-
cal models and methods was proposed [1, 3-5]. Also there
are known practical implementation of workload and re-
source management for server virtualization [6, 7]. But
some problems have not been solved yet. One of them is
provisioning of guaranteed recovery time to services in the
event server, that hosts virtual machines fails. Restarting
those VMs on the reserve servers of the cluster is also of
concern.

Disaster recovery (DR) involves a set of policies and
procedures to enable the recovery or continuation of in-
frastructures and systems vital technology following a nat-
ural or human-induced disaster. A disaster recovery plan
(DRP) is a documented process or set of procedures to re-
cover and protect a business IT infrastructure in case of a
fault.

Recovery as a service (RaaS), sometimes referred to
as disaster recovery as a service (DRaaS), is a category
of cloud computing used for protecting an application or
data from a natural or human disaster or service disrup-
tion at one location by enabling a full recovery in the
cloud. RaaS differs from cloud-based backup services by
protecting data and providing standby computing capac-
ity on demand to facilitate more rapid application recov-
ery. There are three main RaaS architectural models de-
pending on the location of the source application or data:
To-cloud RaaS, In-cloud RaaS and From-cloud RaaS. For
high-availability VPS hosting the recovery of VPS on other
physical server inside same cluster can be considered as
case of the In-cloud RaaS.
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One of the most important customer parameters in the
SLA is Availability. But often RTO and RPO are also impor-
tant to customer (Fig. 2).

The Recovery Time Objective (RTO) is the duration of
time and a service level within which a business process
must be restored after a disaster in order to avoid unaccept-
able consequences associated with a break in continuity.

The Recovery Point Objective (RPO) is the maximum
targeted period in which data might be lost from an IT ser-
vice due to a major incident.
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Figure 2: RTO and RPO.

For high-availability VPS hosting the data are stored
in the shared storage (which are implemented as a reliable
RAID-arrays). So, in case of a physical server failure only
current transaction data will be lost and after restoring VM
on a different physical server in the cluster there is no need
in restoring data from a backup to achieve RPO.

The research problem formulation follows.

2 Problem Statement

Consider the case when the cluster consists of a number
of physical servers, which execute VMs under the control
of the hypervisor (Fig. 1). All data are stored in the stor-
age area network (SAN) that allows for live migration of
VMs between servers for the purpose of load balancing
and restarting the VMs on backup server in the case of a
physical server failure.

Each VM has parameters such as the requirements
for the computational resources (memory, CPU time, disk
space, 10 subsystems bandwidth, etc.), VM boot time and
recovery time objective that was agreed with the customer
in the Service Level Agreement (SLA). The problem of the
allocation of the server resources for VMs can be divided
into three stages.

At the first stage, if possible, each VM is provided with
all necessary resources and placed on the server so that in
case of server failure, total restarting time of all VMs from



DE GRUYTER OPEN

the failed server on a reserve server does not exceed the
recovery time objective of any VM from failed server.

It is desirable to place VMs most densely for possible
release the physical servers in the cluster and later switch
them to the stand-by mode to reduce energy consumption.
If such an allocation scheme is found then the problem can
be considered as solved.
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Figure 3: VMs allocation on servers.

If such a scheme could not be found, then the second
stage is the problem of finding the location of the VMs to
physical servers, where all the VMs will have all the nec-
essary resources, without any guarantee of recovery time
objective. Certainly, the problem of release of servers is no
longer relevant.

If the second stage has no positive result (the situa-
tion is an acute shortage of resources) and at the third
stage the problem of resourcing the most important VMs
by less important ones is raised. Of course, at this stage
both purposes of consolidation of free resources and pro-
viding guaranteed time of services restoration is no longer
relevant, since there is no extra resources or free backup
servers available.

3 Essence of Method

We introduce the following notation:

S; — physical server in cluster,i=1, ..., n+l,

e; — power consumption of server S;,i=1, ..., n+l,

R - resource of type k (e.g. CPU, memory), k=1, ..., 1,

I — amount of resource Ry on server S;, V; — virtual ma-
chine,j=1,...,m,

w; — importance weightof V;, j=1,...,m,

Dij — demands of V; in resources Ry,
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t; - time required to boot up Vj,j=1,...,m,

T; - recovery time objective of Vj, j=1,..., m,

x;j — Boolean variable; x;; = 1 for V; placed on S;, otherwise
Xij = 0.

Above problems can be formulated as follows.

Problem 1. Firstly, demands in resources of all VMs on
server S; have to not exceed available resources of this
server:

m
le'jpk}‘srki; k=1,..., L i=1,..., n (1)
j=1

Secondly, all VMs should be placed on a server, and each
of them should be placed no more than on one server:

n
inj=1;j=1,...,m (2)
i=1

Consider the case of the virtualization management
system after the failure of some server automatically de-
ploys all its VMs on the backup server. Let’s denote time
required to restart all VMs of server S; on the backup server

as
m
Z Xijt}' (3)
j=1

If in the configuration of the virtualization manage-
ment system user can not directly specify the order in
which VMs will be recovered, the only option to ensure
that time to recover any VM will not exceed the recovery
time objective is to ensure that all VMs on the server will
be recovered on time, not exceeding recovery time objec-
tive for any of these VMs:

m
injti-xistz;z=l,...,m;i=1,...,n (4)
j=1
Let’s define the indication of no VMs on server S; as
m
[[x=1i=1,....,n (5)
j=1

Then, in order to minimize power consumption of
servers let’s use the following criteria

n m
max Z e; H Xij (6)
=1 j=1

and formulate the problem as follows: satisfy (6) under
constraints (1), (2), (4).

Problem 2. If no acceptable solution for Problem 1 was
found, it will be appropriate to waive constraints (4),
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which ensures the recovery time objective. But it is worth
trying to find the VMs allocation scheme in which recovery
time will not exceed the recovery time objective too much:

n m m
min Z Z Xiz Z xjjtj - Tz @)
j=1

i=1 z=1

Formulate the problem as follows: satisfy (7) under con-
straints (1), (2).

Problems 1 and 2 are non-linear 0-1 programming
problems. To solve these problems we use heuristic greedy
and genetic algorithms. The use of a genetic algorithm [9]
to solve these problems will be appropriate, especially
given their dimension. Controlled genetic algorithm [10]
fits well for such problems.

Heuristic algorithm. Since we are interested in the
densest allocation of VMs on the servers, let’s formulate
the idea of the algorithm as follows:

while (the list of nonallocated VM has at least one VM)
{

find nonallocated VM with the highest recovery time
objective;

try toplace this VM to the one of the highest loaded-
Servers;

}

This simple algorithm is very effective since VM recov-
ery time t; in most cases is directly dependent on its re-
source requirements py;.

Genetic algorithm (GA). Since each VM cannot be
placed on more than on one server, for encoding genes
let’s move from n-m matrix x;; of Boolean variables to the
length m vector y; of discrete variables. Each element of
that vector is the server’s number i = 1,...,n, which con-
tains the appropriate VM. For example:

0 00O0T1TU0T11
|01 010000
Y711 00 001 0 0|’

001 000G OO0
y,»=[32421311}.

This method of gene coding allows, firstly, to reduce
the dimension of the problem, and secondly, to provide au-
tomatic satisfaction of constraints (2). Herewith, the mu-
tation operation corresponds to VM transferring from one
server to another and the crossover operation — to migrat-
ing of several VMs between servers [11].

A series of experiments, which differs in the number
of VMs and strictness of requirements to the recovery time
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objective, was carried out. The number of servers m was
changed from 10 to 40. Experiments were carried out un-
der the conditions of the soft requirements (RTO soft: ¢; <<
t;) and hard requirements (RTO hard: ¢; < t;) to the recov-
ery time objective. All experiments show the advantages of
genetic algorithm over the heuristic algorithm at approxi-
mately 1-6% (Fig. 4).
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Figure 4: Advantage of genetic algorithm over heuristic algorithm.

Problem 3. If no acceptable solution to Problem 2 was
found due to a lack of resources, we have a situation in
which it is not possible to place all the VMs under resource
constraints (1). In this case it would be appropriate to al-
locate all needed resources amongst the most important
VMs at first phase, and residual resources among the rest
of VMs at second phase [8]. So instead of constraints (2),
should be used

n
ZijSl;j=1,...,m (8)
i=1

and criteria

max Z Z Xi]'Wj (9)

i=1 j=1

Formulate the problem as follows: satisfy (9) under con-
straints (1), (8).

This problem is a 0-1 integer linear programming prob-
lem. Use the branch and bound method to solve it. First
show the reduction of the initial number of possible com-
binations from 2™" by using the specificity of the problem.

Firstly, according to constraints (2), each VM can be
placed on no more than on one server, i.e. instead of enu-
merating 2" combinations for each VM V}, we can consider
only n+l options: y; =0, . . ., n, where y; is a number of the



DE GRUYTER OPEN

server on which the VM V; is placed (y; = O for the case
when due to lack of resources VM V; is not placed on any
server or resources allocated to it by the residual princi-
ple).

Secondly, given the VM resource demands p;; are non-
negative numbers, if one of the constraints (1) is not satis-
fied at some stage of exploring the search tree, we can stop
exploring this branch because all its solutions will not sat-
isfy this constraint too.

Thirdly, it should be noted that typically to create the
cluster, servers with identical configurations are used. This
can be used to reduce the total number of the possible
schemes of allocation of VMs on the servers, as shown be-
low.

For example, if there are two identical servers in the
cluster, the number of possible schemes can be reduced
by 2 times because placing all VMs from the first server
onto the second and all VMs from the second server onto
the first neither affect the amount of resources used nor
the amount of residual resources on these servers. In other
words, switching of rows i1, i; in matrix X = ||x;||, which
correspond to the identical columns i;, i, in matrix R =
[|rkil|, affects neither the satisfaction of constraints (1), (2)
nor the criteria. Accordingly, for servers with the same con-
figuration the important thing is not the absolute place-
ment of VMs on these servers, but their relative location.

When the number of servers with the same configura-
tion grows, the number of unnecessary “mirrored” com-
binations increases significantly from (n-1) in the case of
placing all the VMs on the same server to (n! -1) in case of
placing each VM on different server.

To simplify the description of algorithm for exploring
of the search tree with exclusion of “mirrored” solutions
let’s name VMs as a letter (“A”, “B”, ...), servers as a num-
ber (17, “2”, ...) and allocation of VM on server as a com-
bination of this letter and this number (“A1”, “B2”,...).

For example (fig. 5), in the case of three differ-
ent VMs (“A”, “B”, “C”) and three identical physical
servers (%17, “2”, “3”) there are 27 possible VMs alloca-
tion schemes, only 5 of which are unique (A1-B1-C1, A1-B1-
C2, A1-B2-C1, A1-B2-C2, A1-B2-C3) and the rest 22 schemes
(written to the right of corresponding unique scheme) are
“mirrored” to them and can be excluded from enumerat-
ing without degradation of results. So, even for such small
values of m and n, the initial set of combinations can be
reduced more than 5 times.

Let’s formulate idea of algorithm for exploring of the
search tree with exclusion of “mirrored” solutions. We
start with allocating VM “A” on server “1” (in a real case,
we can allocate first VM on its current server to minimize
the number of the migrations of the VMs). We don’t con-
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sider the allocation of VM “A” on servers “2” and “3” since
all servers have same amount of resources which provide
same result. On the next fork of the current branch (alloca-
tion of the next VM) the number of possible servers should
be I+1 but no more than n, where [ is maximum number
of servers in the current branch and n is total number of
servers. So, for VM “B” we need to consider two options:
“A1-B1” and “A1-B2”. We don’t consider the scheme “A1-B3”
as it gives the same result as scheme “A1-B2” (Fig. 5).

If it is not possible to place all the VMs due to a lack
of resources, we have to consider schemes, in which re-
sources for some VMs will be not allocated, i.e. those VMs
will be placed on non-existing server “0” (Fig. 6).

Before enumerating the possible solutions of a
branch, the branch is checked against upper and lower es-
timated bounds on the optimal solution, and is discarded
if it cannot produce a better solution than the best one
found so far by the algorithm. If on some stage of enumer-

Al @

C1 ) A2-B2-C2 A3-B3-C3

O

A2-B2-C1 A2-B2-C3
A3-B3-C1 A3-B3-C2
A1-B1-C3

A2-B1-C2 A2-B3-C2

@ A3-B1-C3 A3-B2-C3
A1-B3-C1

A2-B1-C1 A2-B3-C3

A3-B1-C1 A3-B2-C2
A1-B3-C3

A1-B3-C2 A2-B1-C3
A2-B3-C1 A3-B1-C2
A3-B2-C1

Figure 5: Example of branching with unige and “mirror” solutions.

Figure 6: Branching in case of a lack of resources.
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ation the current solution does not meet the requirements
of constraints, the rest of branch can be discarded, be-
cause all VM’s requirements are non-negative.

Let’s define the procedure of estimating the upper and
lower bounds of optimal solution in the current branch.

For estimating the upper bound let’s use optimistic
prediction which is that the rest of nonallocated VMs,
can be placed on physical servers (not on non-existing
server “0”) under constraints (1), (2). For estimating the
lower bound we can use the greedy algorithm under con-
straints (1), (8).

If on some stage all VMs will be successfully placed
(i.e. there is no VMs on non-existing server “0”) the solu-
tion is found and the search can be stopped because the
global optimum is found and the criteria (9) is at maximum
value.

However, depending on the availability of time, con-
tinuing the search can help to find a solution that will pro-
vide fewer VMs migrations for implementation of a new
plan of VMs allocation than first solution and its “mirrors”.

Here is branching algorithm described in Java-style
pseudo code:

intn; // number of servers

int m; // number of VMs

int[] solution = new int[m + 1]; //location of VMs
// solution[j] is server, where VM j is located
// solution[] is 1-based array [1..m]

void main() {
branch(1, 0); // start of recursion

void branch(int vm, int level) {
for (inti=1; i <= min(n, level + 1); i++) {
solution[vm)] = i;
if (checkSolution() == false) {
return;
}
if (vm <m) {
branch(vm + 1, i);
}else {
rememberSolution();
// or exit, if we need only one solution

}

In order to study the effectiveness of the improved al-
gorithm with exclusion of “mirrored” solutions a series of
experiments was conducted. Results of these are shown in
Table 1.
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Table 1: Effectiveness of exclusion of “mirrored” solutions.

Number Number  Average number of analyzed schemes
of servers, of VMs, Without exclusion With exclusion of
n m of “mirrored” “mirrored”
solutions solutions
4 16 1758080 174237
4 12 82380 7789
4 8 3928 333
4 4 164 10

As seen from the results, exclusion of “mirrored” so-
lutions can significantly reduce the computational work-
load. But for large clusters and increasing the number
of servers and VMs the dimensions of the problem in-
creases significantly and other methods such as genetic al-
gorithms may be much more effective.

4 Conclusions

Models and methods for solving the problem of resource
allocation for server virtualization in the limitations of re-
covery time objective were proposed. Formulated prob-
lems were reduced to problems of 0-1 programming.
Branch and bound, heuristic and modified genetic algo-
rithms were proposed. Results of the experiments con-
firmed the efficiency of the proposed approach for service
providers. The proposed models can be used in data cen-
ters of VPS service providers and other organizations that
are using server virtualization.
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