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Abstract: Researchers in the field of New Testament and Religious Studies were engaged in using digital
techniques from the origins of what is now known as the field of Digital Humanities (DH). Even so, New
Testament researchers have not kept abreast of the tools and techniques coming out of DH research. In
particular, the latest abilities of transformer-based deep neural networks (TB-DNNs) such as BERT have yet
to be comprehensively applied for text classification purposes of New Testament texts. To remedy this lacuna,
we offer an exploration of recent TB-DNN usage in DH for text classification to highlight its potential for NTS.
On the way, we review some of the previous text classification work done in DH and NTS. Finally, we discuss
some of the barriers to implementing TB-DNN models. It is hoped that this article will stimulate NTS
researchers to consider TB-DNN models in their text classification work.

Keywords: digital humanities, New Testament studies, text classification, computational linguistics, trans-
former, deep neural networks, BERT

1 Introduction

The advent of transformer-based deep neural networks (TB-DNNs) in 20171 marked a distinct shift in digital
humanities (DH) tooling, with particular relevance for New Testament studies (NTS). TB-DNNs have shown
state-of-the-art performance in text classification (TC) tasks, such as authorship attribution, genre classifica-
tion, and text dating, which are central to NTS research. Despite their relevance and being almost a decade old,
NTS scholars have yet to tap into the potential of these TB-DNNs. This lag in implementation is, unfortunately,
endemic to much of NTS engagement with DH techniques. We believe this hesitancy to implement DH
techniques is due at least in part to a general unfamiliarity – and perhaps even distrust – of DH techniques
within NTS. This article seeks to remedy this lack of familiarity and distrust and promote the use of TB-DNNs
for New Testament research.

To accomplish this goal, this article is divided into three sections. The first is a brief history of DH that
explores the challenges of defining the field and NTS’s fundamental but tentative relationship to it. The next
section constitutes the bulk of the article. It offers an introduction to the process of text classification and the
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ways in which TB-DNNs have progressed it. Following this introduction, each subcategory of TC will be
reviewed with relevance to NTS. It is hoped that these brief reviews will show the high relevance and potential
of DH broadly, and TB-DNNs in particular, for NTS research. The last section will discuss some challenges with
implementing TB-DNNs, including overcoming data scarcity issues with ancient texts, validating findings, and
ethical concerns. While this review article covers much ground, it is hoped that it will function as a kind of DH
primer for NTS scholars and promote the use of advanced DH techniques in the field.

2 A Brief History of Digital Humanities and New Testament Studies

Tradition places the advent of DH in the mid-twentieth century with the creation of the massive Index
Thomisticus, a digitized concordance of the works of Thomas Aquinas.2 Scholars now complicate this history
by noting various other works done before and around this same time,3 and over the last two decades, the
history of DH has become a focus in its own right, with multiple works devoted to its elaboration.4 The reader
is encouraged to consult these histories for in-depth treatment of the subject.

Along with the increased attention on the history of DH has come additional reflection on how to define
DH and whether it constitutes its own field. There is no real agreement about how to define DH or what
belongs within its scope of practice.5 While DH has been dominated by text analysis tasks,6 many believe that
defining DH based on this work neglects to do justice to the full scope of DH research.7 As of now, the definition
of DH is still up for debate. Though there is pushback to defining DH based on its text analysis approaches, it is
these approaches that we are most interested in for this article.

What does have broad agreement – though not without critique – is the status of DH as its own legitimate
field of inquiry. By analyzing the scope of journal contributions in DH, Luhmann and Manuel show that DH is
not only its own legitimate field of inquiry, but is highly interdisciplinary.8 Yet even as the field is finding its
footing as an established field, some hope for the day beyond the current moment:

we hope that the day will soon come when scholars no longer think in terms of a distinct field called the “Digital Humanities,”
but rather expect the Humanities to be studied using digital methods and sources9

This is a bold statement indeed. What seems assumed in its articulation is the challenge of integrating digital
tools and methods into the humanities in a way that is “natural.” The divide between the humanities and
scientific endeavors like computing has at times felt antagonistic.10 This perceived antagonism can be limiting
to either field, as stereotypes around what it means to be in science versus the humanities can often discourage
their integration. The presence of computing in humanities departments may feel cold or even threatening,
and vice versa.

The field of NTS seems particularly slow in integrating DH techniques. This slow integration exists despite
the fact that the history of DH is actually quite intertwined with NTS. After the creation of the Index
Thomisticus, the origin of DH has been inseparably connected to Biblical and Theological Studies. In fact,
many of the digital tools created in the subsequent decades were made for the study of the Bible.11 Yet DH work
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in NTS has waxed and waned over the decades, with bursts of activity separated by extended periods of
relative inactivity.12 This lack of consistent engagement with DH is lamentable, as NTS scholars might
not only benefit from the DHs, but NTS could, in turn, significantly contribute back to the field of DH.
Many of the key issues of NTS research are also issues within the DH, and the study of ancient texts in NTS
provides a unique challenge to DH techniques. Greater collaboration between the fields is likely to yield
much fruit.

It is worth noting that many significant and important steps have been taken to more robustly integrate
digital methods into NTS. The formation of the Centre for Digital Theology in Durham, UK was an important
progression. Projects like the MARK1613 and the publishing endeavors of Brill in the Digital Biblical Studies
series. The Society of Biblical Literature (SBL) has hosted several program units on Digital Humanities in
Biblical, Early Jewish, and Christian Studies. There is clearly interest and worthwhile contributions being
made toward incorporating digital computing techniques in NTS. It is hoped that this article will build upon
these efforts to stimulate greater integration of DH techniques into NTS. To that end, we now turn to text
classification in digital humanities and New Testament studies.

3 Text Classification in Digital Humanities and New Testament
Studies

Open to the introduction of any modern biblical commentary and one can discern the persistent issues and
questions of the field: who wrote the text? When was it written? What is the genre? These questions all fit
within the umbrella task of text classification. Text classification (TC) is concerned with sorting texts into
discrete, pre-defined categories.14 Categories relevant to New Testament Studies (NTS) include authorship,
date, and genre. Each of these categories, their relevance for NTS, and their history in DH research will be
discussed in the following sections, along with recent advancements in transformer-based deep neural net-
work (TB-DNN) models. Before that, however, a brief introduction to TC is given.

3.1 Introduction to Text Classification in Digital Humanities

3.1.1 Classic Text Classification Approaches

Classical TC can be decomposed into four distinct steps: feature extraction, feature dimensionality reduction,
classification method selection, and result evaluation.15 Text pre-processing may also be necessary if the text is
in poor shape, which is common for ancient texts. No matter what category one is dealing with – authorship,
date, genre – these steps will be employed, with added customization as necessary. We will deal briefly with
each of these steps.

Pre-processing is a step in TC where elements of a text are added or removed to make it better suited
for machine processing. Common pre-processing techniques are stopword removal, stemming, and
lemmatization.16 Some ancient texts that have been digitized using document scans and optical character
recognition (OCR) contain errors that may need to be corrected.17 Pre-processing is often time-
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consuming, but usually necessary, although its impact on classification outcomes should be carefully
considered.18

Feature selection and reduction is the next step in the TC process. Texts can be thought of as high-
dimensional, sparse feature sets. The goal of feature selection and reduction is to isolate the most consequen-
tial elements of a text for classification purposes, as well as improve the efficiency and speed of classification
methods. Classical approaches to feature selection were heavily dependent on domain experts to identify the
textual features that are relevant for the classification task.19 A recent NTS example is Robinson’s attempt to
discern authentic Pauline authorship using “hand-coded” texts with “twenty literary characteristics” that were
“selected by learned scholars of the primary sources.”20 These literary characteristics are mostly rhetorical
features of the text that Robinson believes characterizes Paul’s “style.” The problem with the domain expert
approach is that it may be too subjective and idiosyncratic to be repeatable across multiple domains and
experiments, making evaluation and benchmarking challenging.

Moving away from this domain expert approach, several features have become standard for TC purposes
over the decades. These features include n-grams, bag-of-words, and frequency-based term vectors.21 A helpful
review of more computationally based feature selection methods is provided by Shah and Patel.22 Recently,
word embeddings have been used to represent document features.23 Word embeddings have the advantage of
capturing both semantic and lexical-syntactic features of a text. Word embeddings are the bedrock of modern
text classification work using TB-DNN methods, as will be discussed shortly.

After features have been selected and isolated, further dimensionality reduction may be desired or
necessary. Mirończuk and Protasiewicz provide a helpful list of some classic and more modern dimension
reduction techniques.24 The advantage of more modern techniques is the ability to handle high amounts of text
features, removing the need for dimensionality reduction.

Choosing a classification method is the central decision of TC. Many classification methods have been
designed over the decades. Gasparetto et al. have provided a very helpful overview of some of the more
popular classification methods, including probabilistic classification, k-nearest neighbors (KNN), support
vector machine (SVM), decision trees, and shallow neural networks.25 Kowsari et al. add the Naïve-Bayes
classifier among others and provide helpful mathematical formulations of all these techniques. When NTS has
used computational methods, it has traditionally heavily relied on the more probabilistic classification tech-
niques. Unfortunately, it has done this to the near exclusion of more machine learning-based techniques, such
as KNN, SVM, shallow neural networks, and Naïve-Bayes. Neglecting to implement these more modern tech-
niques has impoverished NTS.

The last step in TC is evaluation. Evaluation is necessary to provide confidence that classification methods
are, in fact, valid and performative. It also helps to determine which methods perform better than others.
Evaluation metrics are based on various combinations of the number of true positives (TP), true negatives
(TN), false positives (FP), and false negatives (FN). Popular metrics based on these numbers are accuracy,
recall, precision, and f-measure.26 In reality, the task of evaluation is challenging. Datasets, benchmarking, and
evaluation metrics have not been fully standardized, limiting the field’s ability to perform comparative
analysis. A key task for NTS is to develop robust and standardized datasets and benchmarks to further the
field’s ability to evaluate TC results.
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3.1.2 TB-DNN Classification Approaches

Deep neural network (DNN) approaches have been around for the last two decades and have contributed
significantly to TC in DH. “Deep” neural networks distinguish themselves from “shallow” neural networks with
their many internal layers of neurons. These added layers contribute greatly to the pattern recognition and
generalization abilities of neural networks. Modern large language models (LMMs) boast dozens to hundreds
of internal layers. Kowsari et al. provide a helpful summary of the early deep learning approaches, including
recurrent neural networks (RNN)27 and long short-term memory (LSTM) networks, among others. These
techniques are excellent and worth implementing in NTS. This article, however, is focused on attention-based
architectures and so will not explore these approaches further.

The first attributed use of attention mechanisms in DNNs is in a machine translation article by Bahdanau.28

Broadly conceived, attention in DNNs is the ability to focus and attend to the most meaningful aspects of a
sequence in order to retain contextually significant information.29 The significant contribution of Vaswami in
2017 was the idea that a translation model could be designed primarily using this attention mechanism.30 The
resulting model is known as the transformer. This new model is highly scalable and is the fundamental innova-
tion enabling modern LLMs, or what we’re calling TB-DNNs. The reader is referred to Gesparetto’s incredibly
helpful and accessible introduction to TB-DNNs in their review of modern text classification techniques.31

An important thing to highlight about these new TB-DNNs is their ability to perform feature-finding based on
syntax and semantics. The enabling technology for this ability is known as word embeddings.32 Embeddings are
word representations that store hundreds or even thousands of word syntactic and semantic features in a feature
space.33 These features are learned and stored in embeddings automatically during TB-DNNmodel training. Thus,
feature selection is no longer limited to reduced dimensionality as with classical TC methods. Rather, these
embeddings may hold hundreds of features that models can train on and then represent in their model weights.

A popular and important TB-DNN model is the Bidirectional Encoder Representations from Transformers,
or BERT, model.34 As the name implies, BERT uses an encoder-only transformer architecture, which means it is
intended to learn and not necessarily generate language. BERT’s ability to encode language rules has made it a
popular and powerful method for text analysis purposes.35 Many versions of BERT have emerged for specia-
lized use, including a more lightweight distilBERT,36 an improved roBERTa model,37 and a cross-lingual
xlmBERT.38 The following exploration of TC sub-tasks will highlight recent uses of BERT models in TC.

3.2 Sub-Tasks in Text Classification

3.2.1 Authorship Attribution

Discussion regarding the authorship of various biblical and extra-biblical books extends back into the early
church.39 The authorship of most books of the Bible is now debated, including the Synoptics, Pauline epistles,
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Gospel of John, letters of John, Revelation, Hebrews, etc. While all of these authorship debates are interesting
and worthwhile in their own right, the issue of Pauline authorship is particularly apt for computational
approaches. This aptitude is due to the fact that multiple documents in the New Testament are attributed
to Paul, even by modern scholars. Although the determination of what is “authentic” Pauline versus
“inauthentic” is continuously in flux,40 even a few confidently “authentic” documents are helpful in identifying
an author’s style. But just how large of a sample is required for stylometric methods to capture an author’s
style? According to Eder, 3,000 consecutive tokens in Ancient Greek is a helpful cutoff.41 Since Romans –which
is considered an authentic Pauline letter by both ancient and contemporary researchers – consists of over
8,000 words,42 it is at least theoretically possible to capture Paul’s authentic style.

While AA can be traced back several millennia,43 the birth of modern DH approaches to AA is usually
traced back to the nineteenth-century musings of Augustus de Morgan44 or the mid-twentieth-century work of
Mosteller and Wallace on the Federalist Papers.45 Since these original formulations, the field of AA has
inspired significant contributions. Many excellent surveys of the field have been written that trace the history
of AA and its techniques.46

Notably for this article, over the last two decades, there has been an influx of machine-learning-based
contributions to the field.47 These contributions are significant and point to an important evolution within the
field of stylometry, namely, the increasing adoption of machine-learning techniques. Some of the more
popular machine-learning classification methods include those already mentioned for TC, including k-nearest
neighbors, SVM, nearest shrunken centroids, and regularized discriminant analysis.48

As mentioned above, the Pauline question is an excellent use case for these techniques. Yet despite its
appropriateness, few advanced AA techniques have been applied to it. For instance, we could find no studies
applying SVM49 or compression techniques to the Pauline question.50 Many computational studies on Pauline
authorship have, instead, relied on distance-basedmethods.51 Considering how heated the debate around Pauline
authorship can get, greater efforts should be made to use mitigating methods, including TB-DNN models.

3.2.1.1 TB-DNN in Authorship Attribution
Recent years have seen the advent of new transformer-based approaches to AA. Fabien et al. fined-turned a
BERT model for use in AA and achieved state-of-the-art results.52 Their work was tested against more tradi-
tional n-gram-based methods in Tyo et al.’s article.53 Tyo et al. found that traditional methods still excel on
some tasks, while BertAA proved best for AA datasets with large amounts of attributed works, and also in AV
applications. They made their benchmarking and model implementations available for public use.54
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Only a few studies have applied TB-DNN methods to works of antiquity, and none were found that applied
them to New Testament texts. Yamshchikov performed AA analysis on Plutarch’s work using a custom Ancient
Greek BERT model.55 The custom model was made using transfer learning to compensate for the low avail-
ability of Ancient Greek training data.56 They then used few-shot learning to train the model on different
authors’ styles. Their model achieves an 80% accuracy in AA.

3.2.2 Text Dating

Text dating can be divided into two separate foci. The first focus is concerned with tracking the shift in an
author’s style over time and sorting their texts accordingly. This approach is known as Stylochronometry. Very
little work has been done in this field, and it has yet to amass a suite of proven techniques.57 Yet previous work
shows promise,58 and Stylochronometry as a concept appears to have theoretical backing.59

Paul’s letters would be an interesting case to explore with Stylochronometry. For example, many debates
regarding Pauline authorship of the pastoral epistles point to features such as sentence length and hapax
legomenon. Changes in average sentence length and vocabulary are two concerns of Stylochronometry.
Understanding how style and vocabulary shift through aging may shed much light on the authorship of these
works and their inclusion in the authentic Pauline corpus. Additionally, the timeline of Paul’s travels and their
relationship to Acts has been long debated. Knowing the sequence in which Paul wrote his letters through
Stylochronometry would be a tremendous contribution to these debates.

The second focus of text dating is categorizing texts according to larger historical time periods. Since text
dating according to time periods is a classification problem, the typical DH methods for TC have been applied.
Typical period classification resolution is centuries or decades.60 With this resolution, text dating methods are
relevant for NTS since NTS is often concerned with whether a New Testament text was written in the first or
second century. The authorship date of Luke-Acts, for instance, is debated along these first-second century
lines,61 with Pervo being a prominent voice initiating and defending second-century dating.62 A first-century
date is perhaps still the preferred scholarly opinion.63 Unfortunately, we found no DH text dating methods
applied to questions of New Testament texts. The next section will explore TB-DNNmethods for text dating that
may be relevant for future NTS applications.

3.2.2.1 TB-DNN in Text Dating
This section will explore the DH text dating competition hosted by Evalita. Evalita is a conference focused on
natural language processing in Italian. The competition guidelines are described in Menini et al.’s article.64 The
competition had four tiers with combinations of the same-genre vs cross-genre corpus of a single author. The
targeted range of dating these corpora was coarse (a decades-sized window) to fine-grained (1- and 5-year
windows).
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Two approaches were submitted for this competition. The first was a more classical SVM model,65 and the
second was a transformer-based model.66 The SVM model used word and character n-grams as the basis of its
classification scheme. The transformer model used a Sentence-BERT (SBER)67 model to create sentence embed-
dings of the text. Sentence-BERT takes a regular BERT model and uses it to embed entire sentences for
classification. This article also used a bag-of-entities approach to analyze named entities. Named entities
were used to help identify periods in which the corpus could be classified.

As expected, both submissions struggled with cross-genre dating and fine-grained dating. The perfor-
mance on cross-genre dating dropped by nearly 100% compared to same-genre. This dramatic drop in accu-
racy indicates that dating documents across different genres significantly increases the difficulty of the
problem space. Interestingly, the challenges of cross-genre dating seemed to come from syntactic rather
than semantic factors. Across the genre space, vocabulary remained fairly constant, while sentence complexity
varied significantly.

Between the two models, the SVM model performed better than the SBERT model. In another article by
Westin, SBERT was deployed for the time-period classification of fiction literature68 and also performed poorly
on this task compared to other methods, such as Time Frequency-Inverse Document Frequency (TD-IDF) and
Latent Dirichlet Allocation (LDA). From these results, it appears that SBERT is a poor model for classifying
works by time period. Additional research is needed to identify how BERT might be best modified for text
dating purposes.

Some intriguing work has been done by Ren et al. on the semantic shift of words over time.69 Their article
proposes a new AI architecture that includes an analysis of the semantic evolution of words over time. With
this method they are able to achieve state of the art results as compared to other models, such as SBERT.

3.2.3 Genre Classification

Genre is a fascinating and frequently debated aspect of NTS. While much of New Testament literature
exemplifies the various genres of the time, it also adapts and expands these genres for its own purposes,
making neat classification challenging. Texts such as Revelation70 and Luke-Acts71 pose particularly challen-
ging problems, while the genre of “gospel,”72 questions fundamental genre categories. In general, genre
classification can be viewed as another offshoot of the broader text classification task, making it apt for DH
classification techniques. But genre is more challenging than other TC categories because genre is such a
difficult category to define.73 Therefore, applying TC techniques to the genre of the New Testament is pre-
carious, but has great potential.

Genre classification has seen DH contributions over the last few decades. Kuzman and Ljubešić provide a
helpful discussion about the various approaches taken in the literature and associated datasets.74 They also
provide a helpful review of the various machine learning techniques utilized for genre classification, including
SVMs, Naïve-Bayes, and fastText – fastText being superior to the previous two. They also note that trans-
former-based machine learning models have shown step-up performance over the previous generation of
automated approaches. They speculate that this improvement is due to the fact that these models utilize both
semantic information and feature frequency, while previous methods relied heavily on feature frequency.
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3.2.3.1 TB-DNN in Genre Classification
Much DNN work on genre is focused on “register” identification of web-content. For our purposes, register and
genre may be considered interchangeable, as both seek to classify texts based on stylistic differences that are
context dependent.75 TB-DNN models have been applied to this task of register/genre classification with recent
work exploring performance improvements through multi- and cross-lingual transfer models.76 Kuzman et al.
show that BERT-based models not only perform better in genre classification than traditional methods, but they
also generalize better to out-of-domain texts.77 We found no examples of TB-DNN work applied to questions of
New Testament genres.

4 Challenges with Implementing TB-DNNs in New Testament
Studies

So far in this article, we have reviewed the importance of text classification in digital humanities and New
Testament Studies. By showing the importance of text classification for both fields, we have highlighted the
ways in which DH techniques and tools have been and may be used in New Testament Studies. We have also
highlighted the growing work done using TB-DNN models on questions of TC. While exploring these DH
techniques, it has become clear that NTS have not consistently stayed abreast of the tools and techniques
that DH affords. In failing to implement these tools, NTS has not enjoyed their potential benefits. To remedy
this lack of implementation, we have introduced the latest suite of TB-DNN tools and how they might be
utilized for NTS. We have shown that these newmodels are powerful and produce state-of-the-art results in TC.
We believe their use in NTS will greatly enhance the field and inform its future directions.

Despite they’re great potential, it is not simple to use these TB-DNN models. They are challenging to
understand and are actively being developed and changed at a rapid rate. Before implementing them, there
is a need for data pre-processing, model tuning, database curation, and, importantly, ethical considerations.
The goal of the next section is to address some of these challenges. In particular, we will discuss data scarcity
issues, validation considerations, and ethical concerns.

4.1 Data Scarcity Considerations

One challenge in working with ancient texts is the scarcity of labeled data. For example, the Disorios Ancient
Greek corpus, a set of Ancient Greek texts dating from Homer to the 5th century AD, contains roughly 10
million tokens.78 As of 2022, the Perseus library boasts 32 million Greek words in its collection.79 The Thesaurus
Linguae Graecae nearly quadruples the Perseus library with 125 million words in Ancient Greek, but it
includes texts up through the Byzantine period and even some into the nineteenth century.80 These corpora
are significant, but the size disparity is apparent when compared to the typical size of training data used for
TB-DNNs. BERT, for instance, was trained on 3.3 billion tokens of unlabeled data.

Solutions to this data problem will have to be creative. The corpus of Ancient Greek will not change
dramatically, so trying to compete with the accuracy of modern models when training a BERT model on Koine
Greek is a non-starter. Thankfully, much work has gone into exploring how to perform analysis and various
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tasks on domains with limited data. This field is broadly known as transfer or low-resource learning. Transfer
learning takes a model originally trained on one domain and adapts it to work with another domain.

There are various techniques for accomplishing transfer learning. For text analysis on Ancient Greek,
Yamshchikov used the technique of fine-tuning to modify Greek BERT into an Ancient Greek BERT model.81 A
similar approach was undertaken by Krahn et al.82 Both models are freely available online.83 Another tech-
nique that this article will cover is known as meta-learning. Both transfer learning and meta-learning have
been used extensively in text classification tasks.

4.1.1 Transfer Learning

As stated earlier, transfer learning involves taking a model trained on one set of domain data and using it in a
new domain. There are several ways to perform transfer learning on a model. A method known as sequential
transfer learning involves pre-training a model on a large amount of unlabeled data and then fine-tuning the
model for the new domain.84 Pre-training a BERT model is usually done using two techniques: language
modeling and masked language modeling.85 These techniques help BERT to learn general linguistic and
syntactic patterns in language. Once the model has acquired general linguistic skills, it can be further fine-
tuned for task-specific applications,86 including text classification.87 A challenge with fine-tuning is that it can
be computationally expensive.

4.1.2 Meta-Learning

Meta-learning is all about models “learning to learn.”88 In other words, creating models that don’t simply hard-
code parameter weights based on training datasets but also have structures that can generalize to many kinds
of data, even with limited exposure. Many meta-learning models have been proposed, including metric-
based,89 optimization-based (i.e., model-agnostic meta-learning (MAML)),90 transfer-based,91 self-supervised,92

and memory-based.93 Meta-learning has emerged as a powerful way to augment models to work in low-
resource languages for TC tasks.94 A particularly significant application of meta-learning is the ability to
use high-resourced languages to train models on broad linguistic rules and then utilize that linguistic knowl-
edge to learn a low-resourced language – such as Koine Greek. This technique is known as cross-lingual
transfer.95 Some BERT models – such as mBERT96 and XLM-R97 – are multilingual and are excellent candidates
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for this technique. Meta-learning is an active area of research and holds much promise for NTS research, in
which small datasets and low-resourced languages are a chronic issue.

4.1.3 GAN-BERT

A powerful method to improve model text classification results on limited labeled datasets is GAN-BERT. GAN
stands for General Adversarial Network and was introduced in 2014 by Goodfellow et al.98 GANs can produce
new data that simulates real labeled data by using two components – a generator and a discriminator. The
generator creates synthetic data from a randomized vector input. The synthetic data are then fed into a
discriminator, which tries to tell whether the data are synthetic or real. The generator aims to create some-
thing so similar to real data that it fools the discriminator into believing the “fake” data are real. On the other
hand, the discriminator attempts to accurately label the generator’s output as fake while labeling the real data
as real. Both models are working against each other in a game-like min-max scenario. Ideally, the generator
will become good enough that the discriminator cannot distinguish its output from real data.

Using this basic approach, Croce and Basili introduced GAN-BERT.99 Croce and Basili use a BERT model as
the discriminator/classifier in the two-part GAN architecture. Since the BERT model not only discriminates but
also classifies the input data, it enables it to improve its ability to identify not only real data from fake but also
its ability to classify texts. GAN-BERT is particularly useful in situations in which labeled data are scarce. Some
applications of this model have been implemented with high success rates, including in hate speech detec-
tion,100 intent classification,101 and authorship attribution.102

4.2 Validity Considerations

A glaring challenge to using TB-DNN models in research is establishing their trustworthiness. A model may
assert that a particular letter in Scripture is Pauline, but how is that verified? How does one trust that result?
Trust comes from continued rigorous assessment and peer review, but more involvement from the NTS and
DH community is needed to foster this kind of trust. Another important component of model validation is
universal benchmarking datasets. A popular benchmark for linguistic competence is the General Language
Understanding Evaluation (GLUE) benchmark.103 GLUE evaluates models based on nine diagnostic tests, which
assess the model’s natural language understanding. This benchmark is one of the most widely used and is a
good indicator of a model’s linguistic trustworthiness.

An interesting experiment was performed by Nangia et al. where humans were tested on the GLUE
benchmark and the results were compared to BERT’s performance. The researchers concluded, “we find
that state-of-the-art models like BERT are not far behind human performance on most GLUE tasks.”104 This
article was written in 2019, shortly after BERT was first introduced, and recent articles have asserted BERT’s
superiority in human comparisons.105 This finding is a strong indicator of BERT's trustworthiness as a
research tool.

Finally, model validity is often assessed on task-specific applications. For example, Yamshchikov et al.
validated their Greek BERT classifier on ancient works of known authors before using their model to
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discriminate authorship attribution of Plutarch’s contested works. They’re assessment found high validity in
their model.106 Fabien et al. validated their BERTAA model using a dataset of IMDb blog posts with known
authors.107 While a researcher cannot claim with certainty that the results of a valid model are accurate, a
rigorously assessed model improves its outcome’s trustworthiness and academic esteem. As models improve
and become more accurate/valid, their use in making assertions will become increasingly important.

4.3 Ethical Considerations

With the increased usage of DNNs in society, there ought to be equally maturing reflections on their ethical
implications. Efforts to offer ethical groundwork are being made in the fields of medicine,108 education,109

academics,110 and society broadly.111 Much of this reflection, however, is geared toward the generative aspect
of DNNs, i.e., the use of ChatGPT for academic research. The ethical use of DNNs for analysis purposes – such as
text classification – has had less scrutiny. In this section, we will offer some preliminary considerations
regarding the use of DNNs in NTS research, although a fuller treatment from ethicists is greatly needed.
Below, we consider three ethical concerns of using DNNs in NTS: big data, cultural humility, and model bias.

4.3.1 The Ethics of Big Data

Central to the ethical heart of DNNs is its reliance on “big data.”112 Gonzalez and Rodrigues wrote a helpful
paper considering the use of big data in DH.113 They describe the way in which information may go on a “data
journey” that de-contextualizes and re-contextualizes it. This data journey becomes even more complex with
the development of DNNs, which absorb massive amounts of data into various matrix weights. Much legal and
ethical consideration is happening around the rights of companies to mine data across the internet without
permission from users, particularly from those writing personal or intellectual property. These data are often
used to train the most powerful DNNs – DNNs that researchers are most likely to use. While these issues are
being sorted out in society, DH and NTS researchers who utilize these tools ought to recognize how they
function within the evolving ethical conversation. If certain tools or models are deemed to be unethically
sourced, DH and NTS researchers ought not to use them and perpetuate continued exploitation. In the future,
DH and NTS researchers should consider training and establishing open-source DNNs that are powerful,
ethical, and transparent.

4.3.2 Cultural Humility

The use of computational methods to explore and study human creations should be done with appropriate
sensitivity. Humans and their creations are not reducible to numbers, even if numbers may be used to
describe their movements and behaviors. As such, tasks such as attributing texts to one author or another,
or accusing a supposed author of plagiarism, ought to be done carefully and considerately. Especially when
dealing with ancient texts, where authors have no voice and data can be scarce, conclusions should be humbly
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regarded and carefully considered. Additionally, the field of NTS is not only concerned with historical and
anthropological questions, but also questions involving ethnic and religious group identity. While the use of
computational tools to discover true realities related to religious and ethnic concerns is a worthwhile
endeavor, these computational tools offer no consideration to those communities practicing authentic faith
or culture. In light of these tools’ inabilities, researchers ought to show appropriate deference to the religions
and communities they research.

4.3.3 Bias in DNNs

One last consideration regards the biases endemic to DNNs. While it may be tempting to see these models as
unbiased mediators of persistent debates, the reality is that these models have multiple layers of biases.114

These biases originate not only from the selected training data used to train them, but also from the philosophy
of their design. The fundamental mathematics and training of DNNs make claims regarding the structure and
nature of language. While these presuppositions may lead to the successful generation and analysis of lan-
guage, this success does not necessarily imply that the model’s philosophy of language is correct. It may simply
be excellent at faking or approximating language. Regardless, since these models are fundamentally based on
trained data from our world, as long as inequities and biases persist in society, they will find their way into the
training and implementation of DNNs. Researchers ought to be aware of these biases and seek to create fair
and equitable training sets for training and benchmarking purposes.

5 Conclusion

This article has explored the use of transformer-based deep neural networks for New Testament studies. It has
situated the use of digital and computational tools in New Testament studies within their broader use in digital
humanities. In doing so, we have shown that New Testament researchers have failed to stay abreast of the
advances in the field of digital humanities. In particular, very little work in New Testament studies has utilized
the latest suite of advanced tools, namely, transformer-based deep neural networks such as BERT. It is
recommended that New Testament researchers consider using these tools to augment and complement their
work. Doing so, however, is not simple. We discuss barriers to using models such as BERT, including data
scarcity, validation challenges, and ethical considerations. If deep neural network models are adopted for New
Testament studies, there will inevitably be many pain points. Over time, however, these will give way to
worthwhile contributions to the field and greater heights of discovery.
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