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Abstract: This article introduces argumentation in recommender dialogue agents (ARDA), a novel theoretical
and practical framework for designing advanced argumentative dialogue systems. Grounded in principles of
pragmatics and argumentation theory, ARDA integrates linguistic theory and graph-based representations to
model pragmatic dialogue acts such as clarification requests, explanations, and argumentation. The frame-
work bridges the gap between theory and implementation by providing graph-based computational models
that translate these formalised concepts into functional dialogue system components. The contributions of this
article are twofold: (1) providing an overarching view of the theoretical approaches applied in our prior
studies and (2) offering computational models that more effectively represent linguistic phenomena within
dialogue systems. Furthermore, the article explores the application of ARDA in the context of movie recom-
mendation systems, providing previously collected results that illustrate how these models enable natural,
persuasive, and logically coherent interactions between humans and intelligent agents.
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1 Introduction

The advent of large language models (LLMs) has caused a change in how linguistic theories are utilised by
scholars working on dialogue systems, e.g. technological systems specifically designed to enable natural and
interactive communication between humans and machines. While these theories were previously considered
a starting point for developing dialogue system architectures, they now seem to have become regularities
detected ex post in statistical models trained on texts. Surface-level regularities, such as syntax, can be
efficiently modelled statistically: texts produced by LLMs are indeed very convincing and fluent. However,
linguistics, particularly in the field of pragmatics, also describes the motivations behind the performance of a
speech act. Machine learning, being exposed only to the final manifestation of a complex cognitive process
(e.g. the text), models textual regularities but not the reasons for their production. This implies that, in the
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development of artificial intelligence (AI) approaches, linguistics should be regarded as a cause for their design
rather than an effect they generate. In this way, machines use language to pursue interpretable internal goals
rather than merely mimicking patterns from the training set.

The previous research we conducted dealt with the realisation of linguistically motivated dialogue systems
where LLMs are present but with a role limited to the management of surface level aspects of communication:
being generative approaches, we constrain them to the task of natural language generation. Conversely,
linguistic theories, especially pragmatic ones, are used to design AI modules specialised in the decision-making
process. In the past, we presented practical implementations exploring different aspects of dialogue manage-
ment. A deep presentation of the linguistic background motivating the technological application, however, was
beyond the goals of those papers. These previous experimental results are summarised throughout this work
for each relevant part of the presented theoretical framework. Our novel contribution consists in all the details
of the framework, which was developed as the motivation behind those past applications.

Concerning argumentation-based dialogues in particular, the influential work by Prakken (2018b) has
lamented a proliferation of ad-hoc technological applications lacking a general theory highlighting the con-
nections between the different pragmatic phenomena. By abstracting the common principles guiding our view
about the implementation of argumentative dialogue systems, we believe we contribute in overcoming this
problem. By discussing lessons learned, in this article, we provide a relevant starting point for other
researchers interested in developing explainable-by-design AI whose behaviour is motivated by transparent
pragmatic goals.

The motivation for our approach, which will be explored in detail throughout this work, contrasts with the
current trend concerning the use of generative AI, which has both practical and theoretical limitations with
respect to natural language processing. The theoretical framework presented here is characterised by the
following main contributions:
C1 A linguistically motivated methodological approach that spans from linguistic research to the development

of argumentative dialogue systems; we call this encompassing approach argumentation in recommender
dialogue agents (ARDA).

C2 A graph-based interpretation of the methodology for corpus-linguistics data analysis; we call this first
specific sub-part of ARDA Linguistically Oriented Resources and Insights as Expressive Networks (LORIEN).

C3 A technological architecture for implementing embodied conversational agents using the graphical repre-
sentation of linguistic concepts; we call this second relevant subpart of ARDA Modeling Operative
Representatons for Dialogue Orchestration Research (MORDOR).

In this view, we aim to provide a comprehensive overview of argumentative dialogue and its fundamental
components and, more specifically, our argumentation-based dialogue model for recommender systems.

The article is structured as follows: in Section 2, we will first analyse the concept of dialogue and how this
is closely connected to the idea of argumentation in order to emphasise how important it is to consider it when
dealing with conversation, both from a purely linguistic and implementation point of view. Then we will
summarise the motivations and the general structure of the proposed framework. In Section 3, we will
establish the theoretical foundations of argumentation theory, focusing specifically on the recommendation
task. In Section 4, we will focus on the linguistic aspects comprised in the framework to define a methodology
for argumentation-based dialogue systems, as far as both theory representation (C1) (Section 4.1) and graph-
based pragmatic applications (C2) (Section 4.2) are concerned. In Section 5, we will describe a computational
model using the graph-formalised theoretical findings for evaluation purposes (C3). Finally, in Section 6, a
previous work that led to the definition of this framework is summarised.

2 ARDA

Motivating the design of technological applications with linguistics theory rather than looking for linguistics
phenomena in technological models constitutes our approach to answering C1. Therefore, we provide in this
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section the linguistic basics concerning argumentation-based dialogue, and we explain how the multidisci-
plinary interaction of the two fields leads to the technological one reflecting the concepts coming from
linguistics. While this type of cooperation has been explored in the past, our approach is based on the shared
use of graph-based representation. This is made possible by the recent availability of graph-based tools
supporting at the same time linguistic analysis and dialogue system developments. By grounding our explora-
tion in linguistic principles and supported by advanced graph-based tools, we aim, therefore, to develop
dialogue systems that move beyond transactional exchanges, capturing the richness of human–human com-
munication, encompassing all the phenomena that this complex process entails.

Dialogue is defined as “a serious exchange of opinion, esp. among people or groups that disagree.”1 From
this definition, the presence of a disagreement, intended as an argument or a situation in which people do not
have the same opinion, is necessary for a dialogue to take place. Similarly, in the study by Walton (1995),
dialogue is viewed as an exchange aimed at resolving differences or achieving mutual goals through argu-
mentation, explanation, and clarification. On these premises, it can be argued whether modern dialogue
systems engage users in actual dialogues. The most common architectures, in fact, are often evaluated on
their capability to interpret users’ intents and react to these by providing the correct service. In these cases, the
exchange of information is often exhausted after very few interactions and is mostly aimed at understanding
the users’ position rather than negotiating a Common Ground (Clark 1996) (Section 4.1). This is because
dialogue systems designed as interfaces for service providers are typically capable of requesting additional
information from users when critical data is missing for fulfilling a service request. However, beyond this
basic functionality, their capabilities remain quite limited. Even in cases of unclear input, these systems often
rely on a narrow set of strategies, such as basic clarification requests (CRs), which represent only a small
subset of the diverse strategies employed in human–human communication to address different types of
conversational problems (Section 4.2.1).

While there has been significant progress in the development of argumentative dialogue systems (e.g.
Hunter et al. (2019); Hadoux et al. (2023); Castagna et al. (2024); Ruiz-Dolz et al. (2024)), many of these, especially
those not explicitly designed for argumentation, lack robust argumentation skills. More specifically, Hinton
and Wagemans (2023) pointed out that, even for GPT-3, generating persuasive, well-reasoned argumentation is
far more challenging than producing coherent language, necessitating methods for verifying the correctness
and plausibility of the generated arguments. Furthermore, as Prakken (2018b) observes, there are many
studies in the field of argumentation-based dialogue focusing on different aspects of argumentation, but there
is still no general framework to unify these diverse approaches. This highlights a critical gap in the develop-
ment of dialogue systems that can effectively mimic the nuanced and multi-faceted nature of human
argumentation.

In the study by Van Eemeren and Grootendorst (2003), argumentation is described as a verbal, social, and
rational activity aimed at convincing a reasonable critic of the acceptability of a standpoint by putting forward
a constellation of propositions justifying or refuting the proposition expressed in the standpoint. The art of
speaking by engaging people in prolonged interaction has been explored from multiple points of view since
ancient times. Without intending to cover the whole historical and philosophical issues, it is useful to consider
an overview of how the topic has been dealt with in the field of philosophy. A difference is historically made
among rhetoric, debate, and dialectic. For political reasons, both the Greeks and the Romans concentrated on
rhetoric which refers to the ability of a single person to address a group or class of people and align them with
their view. Conversely, debate involves one-to-one exchange of ideas aimed at convincing the attending
audience to align with the different positions expressed. In this case, the speaker does not directly address
people in the audience but indirectly tries to influence them by exchanging ideas with the opposing person.
Dialectic is heavily based on one-to-one exchange of ideas, and it can be interpreted either in a competitive or
in a collaborative way. This is a critical distinction because, in both rhetoric and debate, a collaborative
approach cannot be found, either because communication is mostly one directional or because the goal of
the exchange is not to find an agreement but, rather, to stress the differences between the involved
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participants. The principles governing dialectic, on the contrary, are of interest for dialogue systems, which
are often intended to collaborate with a human user rather than to oppose them.

Dialectic means ‘related to dialogue,’ stressing the close connections between the two. Since the time of the
ancient Greek philosophers, dialectic has been explored through the presentation of dialogues, where
sequences of statements between two participants were used to illustrate the process of two parties conver-
ging towards a shared view about a chosen topic. Socrates, by defining a process of topic investigation through
posing questions and detecting counterfactual evidence, poses one of the basis of argumentations: error
detection and resolution of problems. Plato interprets dialectic as the process through which it is possible
to shift from sensibles to intelligibles, thus describing an iterative abstraction process leading from the material
world to its abstract representation. Plato offers a view of dialectic that puts it very close to formal
logic because of the underlying goal of finding an absolute truth. Aristotle’s description of dialectic
emphasises the significance of positions expressed by a single individual, in contrast to the positions held
by a multitude of people. This is a critical point of dialectic as rhetoric “[…] will not consider what is plausible
to an individual, such as Socrates or Hippias, but what is so to such-and-such people” (Evans 1977, p. 76).
Although dialectics has since then always been an important topic in philosophical studies, its use in modern
philosophy has been strongly shaped by Hegel, who adopts a dialectical approach to describe how the tension
between a concept and its opposite creates higher level concepts. In the case of Hegel’s, dialectic is not directly
used to describe communication but as a means to present a form of logic that could go beyond the assumption
that, given some premises and a conclusion from those premises, should the conclusion be found false, its
premises should be discarded too, which dates back to Plato. Schopenhauer, in The art of always being right
(Schopenhauer 2004), ironically stresses the distance between formal logic and dialectic by listing a series of
strategies that are not aimed to verify the truth of the statements put forward by the opposing speaker. They
are rather aimed at, for example, swaying the opponent, eliciting strong negative emotions to induce them in
error, or putting the arguments in socially despicable categories. In Schopenhauer’s view about dialectic, the
competitive stance is fundamental to consider the occurrence of dialogue strategies that are not aimed at
solving the matter at hand.

Similarly, we can affirm that dialogue itself emerges through various kinds of conflict, which are navi-
gated and managed through the principles of dialectic. Consequently, the fundamental ability required for a
dialogue system to apply dialectic is the capacity to engage in argumentation. This includes, among other
things, the ability to detect counter-arguments to statements proposed by the user as shared knowledge or to
collaboratively find solutions to problems. Dialogue management, however, varies depending on whether the
context is competitive or collaborative. In competitive scenarios, strategies aimed at provoking or deceiving
the interlocutor may be employed. In a collaborative context, on the other hand, strategies not focused on
resolving the problem or achieving shared views about the topic lose their relevance. As dialogue systems are
typically intended to collaborate with human users to find a common understanding about the problems at
hand, modelling logical capabilities to enable conflict detection, along with managing social interactions to
effectively support the exchange of positions, represents a key focus for improving these artefacts.

In recent years, dialogue systems have gained significant attention and become an integral part of our
daily interactions with technology. These systems allow users to perform a wide range of tasks, obtain
information, and receive personalised recommendations. To fully leverage their potential, dialogue systems
must integrate theoretical insights that enhance their ability to manage complex interactions, such as those
involving argumentation, which becomes therefore a pivotal aspect to investigate. This growing significance
highlights the need for dialogue systems to be grounded in solid theoretical frameworks, which is where the
collaboration between humanities and technology becomes crucial. The motivation behind the framework we
present here lies in the general principle of such a collaboration. Implementing technological artefacts based
on theoretically motivated backgrounds, on the one hand, supports explainability and controllability in AI
systems. On the other hand, this process is not one directional. The observations reported about the perfor-
mance of these artefacts, especially in their limitations, provide humanities researchers with information to
further improve the theoretical hypotheses about dialogue management. This virtuous circle, represented in
Figure 1, benefits both areas and supports both theoretical advancements in linguistics and the development of
human-centred technology.
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While the rise of GPT-based models has nowadays sparked significant interest in conversational AI, these
models’ convincing natural language outputs often lead users to mistakenly attribute intelligence to them.
However, they struggle with coherence in prolonged interactions and in avoiding fabricated information.
Furthermore, despite their capability to generate content in a correct linguistic form, they do not really care
about the truthfulness of the utterances. In this sense, it can be affirmed that such models produce utterances
towards whose truthfulness the speaker has total indifference, mostly because they lack intentionality in doing
so. These characteristics, as shown by Hicks et al. (2024), match at least one definition of bullshit.

To address these issues, we conversely propose a framework that integrates linguistic theory into con-
versational AI, moving beyond purely statistical representations of language use. Key concepts such as inten-
tionality and illocutionary force are crucial for providing technological systems with an initial approximation
of a raison d’exprimer or a reason to communicate. This concept aligns with John Langshaw Austin’s notion of
the speech act, where “to say something is to do something” (Austin 1962, p. 12). This perspective is similar to
Judea Pearl’s emphasis on the importance of doing over merely observing in AI (Pearl and Mackenzie 2018). In
contrast, neural approaches to dialogue management only model surface locutive capabilities (the act of
producing the utterance) without considering illocutionary force (the reason for producing the utterance).
These systems generate language not to influence the world (perlocutionary act) but as a trained response to
stimuli. Our approach recommends using generative AI exclusively for language generation, while relying on
symbolic AI for reasoning and planning. This aims to ensure genuine communicative intention in dialogues
and advance conversational AI by incorporating explicit symbolic models and an orchestration layer for real-
time interaction.

Summarising, concerning our main contributions for this work, C1 articulates a methodological procedure
including linguistics theoretical formulations, their formalisation in graph structures, and the use of
these structures to implement technological artefacts designed to test and improve the theoretical foundations.
Given our previous research, which we will use to support our proposal, we will concentrate on theoretical
aspects of linguistics regarding the use of knowledge for pragmatic purposes, such as Common Ground and
Common Sense, especially for argumentation-based dialogue (Section 4.1). Points C2 and C3 deepen the dis-
cussion about the methodological procedure adopted when dealing with linguistic aspects and technological
aspects, respectively.

For C2, we formalise a graph-based methodology to enhance corpus-based analysis by cross-referencing
domain specialised knowledge bases and dialogical corpora and representing linguistic aspects (i.e. CRs,
argumentation, explanation) in a way that supports graph data analysis, applicable to linguistics research.
Automatically enriching data and capturing latent information is a research approach that has become
popular in recent times, with the advent of graph databases and the extensive application of graph analytics.
Graphs provide human-readable, multiple-view representations of data supporting cross-referencing among
different sources. For linguistic purposes, for example, they allow analysing, at the same time, the linguistic

Figure 1: Virtuous collaboration between humanities and technological research areas.
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forms emerging from collected dialogues and the specific usage of domain items for interaction management
purposes. At the same time, being a well-known mathematical object, graphs can be smoothly re-used to
implement conversational systems (Section 4.2).

As far as C3 is concerned, given the theoretical foundations for argumentation dialogue management in
the form of graph structures, technology provides a useful way to test these theories, detect their weaknesses,
and iteratively improve them. From a mathematical point of view, graphs are a very well-known object.
Therefore, linguistics theory described in the form of graphs can be transposed in the technological domain
seamlessly. As a matter of fact, graph structures, expressed as patterns, take the role of formal definitions of
linguistic phenomena or contextual situations. At the same time, graph-based models for decision-making are
able to compensate the probabilistic nature of supervised modules trained on the collected corpora. Modelling
dialogue management strategies for a machine to follow, implementing the theoretical aspects formalised
through linguistic research in graph terms, enables the investigation and definition of abstract principles for
argumentation-based dialogue management. This aspect has been missing in favour of the development of
specific applications, as highlighted by Prakken (2018a) (Section 5).

In Section 3, we will start with a theoretical review of argumentation and argumentation-based dialogue
before delving into the aspects that are part of our model.

3 Background theory

Formal and computational argumentation is originally studied in dialogue systems in relation to dialectic. In
this area of studies, two main research threads are found: argumentation-based inference and argumentation-
based dialogue. Argumentation-based inference concentrates on establishing what conclusions can be reached
starting from a possibly incomplete or inconsistent set of information. From a philosophical perspective, models for
argumentation-based inference are closer to Hegel’s view of dialectic as they are instruments to investigate
statements from a strictly logical point of view and they do not involve multiple participants. From a historical
perspective, the work presented in Dung (1995) marks the introduction of abstract argumentation frameworks in
AI, while the work from Pollock (1987) first established the basis for formal argumentation-based inference (see
Prakken (2018a) for a comprehensive history of both argumentation-based inference and dialogue). In the study by
Pollock (1987), inference rules are divided into deductive and defeasible reasons. An argument can be attacked on
the basis of its defeasible reasons either by attacking the conclusion of a defeasible inference by means of a
conflicting conclusion or by attacking the inference itself without offering alternative solutions. Being based on
arguments and attack relationships between arguments, inference graphs are used to graphically represent the
structure over which conclusions can be drawn about posed statements.

While argumentation-based inference is a formal method for a single entity to decide on the truth of an
argument and, therefore, does not consider the problems arising from dialogues among interlocutors, argu-
mentation-based dialogue addresses phenomena that depend on the dynamic exchange of information, which
can vary according to turns and participants. In such cases, information is distributed among different agents,
who may or may not be willing to share it at different points in time due to individual strategies and goals. This
presents challenges both from the perspective of communication protocols, which aim to ensure fairness and
efficiency, and from the perspective of behaviour. This dynamic exchange of information, influenced by
individual goals and strategies, necessitates a structured approach to understanding the different types of
dialogues that can arise in argumentation-based contexts. Adopting a goal-oriented perspective, dialogues
have been classified in Walton (1984) and Walton and Krabbe (1995) as follows:
• Persuasion: aimed at solving a difference of opinion;
• Negotiation: aimed at solving a conflict of interest by reaching a deal;
• Information seeking: aimed at information exchange;
• Deliberation: aimed at reaching a decision or at establishing a course of action;
• Inquiry: aimed at growth of knowledge and agreement per se;
• Quarrel: aimed at winning a verbal fight or a contest.
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These categories are not, however, meant to be absolute, as multiple goals may be present during a single
dialogue, and as shifting from one type of dialogue to the other over the course of the interaction is also
possible. Persuasion dialogues appear to have been the most studied, in the literature, and have been imple-
mented as a form of intelligent tutoring (Yuan et al. 2004) of procedural justice (Prakken 2008). Formal
definitions of logic protocols for argumentation-based dialogue are found in the situation calculus (Brewka
2001), in the event calculus (Bodenstaff et al. 2006), and in C++ (Artikis et al. 2007).

Classic approaches to argumentation-based dialogue adopt the same setting that has been successfully
used for argumentation-based inference: i.e. inference rules are derived to establish a course of action that is
deterministic given a system configuration. Structural relationships among claims and various kinds of replies
are established in a formal protocol dedicated to establishing whether a speech act is legal or not. This allows
us to provide a formal description of situations when a dialogue terminates or, in the case of competitive
settings, is won. Since persuasion is the most studied situation in argumentation-based dialogues, a typical
example of formal communication language is the one described in Prakken (2005). In this type of setting, a
claim provided by an agent A is supported by data, constituting an argument that can be explicitly put forward
as a reply to a whymove made by an agent B, which explicitly requests the speaker to explain the reasons why
a statement should be accepted. Claims can be attacked by counter-arguments, which are other claims aimed
at proving previous statements as false. Conceding and retracting moves, respectively, declare the acceptance
of a statement or a change of attitude towards it, from commitment to non-commitment. Note that this does
not imply a change of belief, as it is usually specified that the publicly declared position of an agent may not
reflect what the agent actually believes.

An interesting result is found in the framework of deliberation dialogues, where collaboration is assumed
in the task of finding an optimal solution to a problem for which none of the involved agents has a solution yet.
In the case of a two-agent system adhering strictly to the communication protocol, forming their claims on the
basis of their knowledge bases and adopting a collaborative attitude, Black and Atkinson (2010) demonstrated
that the agreed solution is always acceptable to both parties. The usefulness of argumentation in dialogue
systems designed for deliberation was, instead, demonstrated by Kok et al. (2010).

The problem that characterises argumentation-based dialogue with respect to argumentation-based infer-
ence is the presence of different agents in the setting. This introduces multiple, not necessarily aligned,
knowledge bases and, possibly, different/conflicting goals in the pursuit of a solution to a problem. There
are attempts to deal with the partial knowledge each agent has concerning the others’ goals and knowledge
using rule-based systems: Dunne and Bench-Capon (2006) examines the consequences of having suspicions of
hidden agenda in the case of negotiation based dialogues while, in Kok (2013), the strategic usefulness of
reinforcing an agent’s own claims versus the usefulness of undermining the other agents’ claims is
considered. These approaches, however, have been recently surpassed by more flexible, probabilistic
approaches, modelling opponents in terms of probability distributions over their possible beliefs and goals
and using these to compute the utility of each legal dialogue move depending on their own goals and beliefs
(e.g. Hadjinikolis et al. (2013); Rienstra et al. (2013)). Moreover, other works put forward the need to model the
degree or strength of an agent’s belief towards a statement, modelled as the probability of the statement being
true, rather that assuming it to either be or not be true (Hunter and Thimm 2016, 2017). Some recent studies
concentrating on the analysis of argumentative structures have been presented (Budzynska and Reed 2011,
Visser et al. 2020, Hautli-Janisz et al. 2022), as a part of the inference anchory theory. These works present
annotation methods to analyse the relationship between speech acts linked by argumentation dynamics. While
these works use a graph-based representation for this network, relationships are established between speech
acts only. The approach we propose here aims at describing relationships between utterances and the relevant
knowledge domain in a more descriptive rather than interpretative way, leveraging on network analysis
methodologies to make conversation dynamics emerge. Ideally, recurrent patterns emerging from this kind
of graph can be linked to complex linguistic phenomena, like argumentation, and constitute a formal defini-
tion of these.

In this view, the emergence of communication strategies may depend on three pragmatic factors:
• Beliefs: collected knowledge (i.e. Communal Common Ground in Section 4.1.1) organised into a stable struc-
ture (i.e. a graph);
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• Contextual observation: evidence from the perceived world (i.e. Personal Common Ground in Section 4.1.1)
that may or may not contradict current beliefs;

• Goals: conscious, unconscious, and pseudo-goals changing the subjective view about the relationship
between observed reality and current beliefs.

As we will see in Section 4, an argumentation-based dialogue system should be provided with the repre-
sentation of the aforementioned types of knowledge. Most importantly, such goal-oriented systems are
designed to make use of contextual information upon which beliefs are constructed and to assist users in
accomplishing specific tasks or goals. Furthermore, they can apply different linguistic strategies (i.e. argumen-
tation, explanation, etc.) to exhibit various types of intentionality. This capability to select a strategy to pursue
a specific goal implies a form of reasoning that is lacking in other types of systems, such as in GPT-based ones.
As a matter of fact, despite excelling in human-like text response generation in a conversational manner, this
type of behaviour is not intentional and does not subtend the intelligent pursuit of an objective.

The way the interaction with other agents is shaped, at this point, it would be controlled by the affective
appraisal given by the different combinations of the three aforementioned factors involved in the evaluation
of the current situation. Further inquiries about a topic, for example, would be dictated by the unpleasant
feeling given by the detection of inconsistent beliefs, as people naturally attempt to eliminate or reduce them
(Elliot and Devine 1994).

For ARDA, we opted for the recommendation task as it offers an ideal setting to examine the theoretical
model that underpins its computational implementation. The recommendation task is, indeed, particularly
suitable for this study due to its inner dialogical structure and the defined goal it encompasses. This task revolves
around a clear dialogical pattern that involves two distinct phases, exploration and exploitation (E&E). These
phases can be viewed as two intertwined types of dialogues: exploration refers here to the system gathering
information about unfamiliar information; conversely, during the exploitation phase, the system capitalises on
the best-known option (Gao et al. 2021). Throughout such interactions, the goals at play continually evolve in
accordance with the current dialogue state. The primary objective of a recommendation dialogue is to achieve
agreement between participants during the exploitation phase, with a focus on selecting a specific item sup-
ported by compelling arguments. Meanwhile, in the exploration phase, the secondary goal revolves around the
need to identify and select these supporting arguments while establishing a Common Ground (Clark 1996).

In the following sections, we summarise our theoretical approach to tackle different kinds of problems
related to the development of dialogue systems. This is intended to propose a unified theoretical framework
and apply computational approach to the framework of argumentation-based dialogue aimed at surpassing
dialogue systems equipped with machine learning techniques only to conduct dialogue without relying on
pragmatic aspects.

4 Linguistically oriented resources and insights as expressive
networks (LORIEN)

LORIEN focuses on defining a methodology that uses graphs to analyse, represent, and extract semantic and
pragmatic information from dialogue data. Since pragmatics primarily deals with phenomena that are con-
textually determined, context representation – both situational and communicative – becomes pivotal. For
instance, knowledge graphs are a popular choice for representing domain information in technological
applications. Precisely, managing argumentation-based dialogue requires an efficient and flexible tool, like
graphs, to handle the inherent complexity and dynamism of the knowledge involved. Graphs are particularly
suitable to represent and visualise the relationships between various arguments, counterarguments, and
supporting evidence (Lei et al. 2020, Deng et al. 2021, Marro et al. 2022). This is crucial because it allows simple
tracking of how different pieces of information interconnect, which is essential in understanding and evalu-
ating arguments. In addition, graphs can accommodate rapidly changing information by allowing nodes and
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edges to be added, removed, or modified, making them highly adaptable to the evolving nature of dialogue.
This flexibility ensures that the knowledge base remains up to date and accurately reflects the state of the
interaction, facilitating more effective organisation, retrieval, and querying of information (Di Maro et al. 2021,
Origlia et al. 2022). Modern approaches to knowledge representation are often based on the concept of graphs
and implemented through graph databases. In this work, we make use of Neo4j (Webber 2012) for our
examples. Neo4j is an open source graph database manager that has been developed over the last 16 years
and applied to a high number of tasks related to data representation. The underpinning of the knowledge
graphs presented in this work is found in Linked Open Data (LOD).

Dialogue-based applications are often based on knowledge graphs, as they are useful to represent and
study the relationship between how people make use of the domain during human–human dialogues. This
supports modelling how a machine should mimic their behaviour. Explainable-by-design systems do not rely
only on machine learning to make these strategies emerge so it is important to cross-reference recorded
dialogues with the background knowledge concepts they use. One of the case studies we adopt to explore
how linguistics research methods can be directly linked to dialogue systems development is the movie
recommendation task. This has been deeply explored, in the past, and there are a lot of available resources
on which to test data collection, annotation, and analysis. In our case, our ongoing work aims at formalising a
methodology to organise both data and linguistic knowledge as graphs connecting multiple resources, to
extract more information from the combination of the resources.

For the presented framework, we start by importing common knowledge from LOD sources, such as
Wikidata2 (Mora-Cantallops et al. 2019). Alternative sources are, then, cross-referenced. In the movie recom-
mendation domain, for example, we extract movies, people that worked in those movies, the genres they
belong to, the awards they won and the people they were awarded to. This sub-graph represents what, in
linguistics, is referred to as the Communal Common Ground (CCG), whose details will be provided in Section
4.1.1. Briefly, it represents encyclopaedic knowledge about the domain that can be considered objective and
generally available. Next, we import human–human dialogues, representing each turn as a node and linking
them through chains of relationships. Also, we link the utterances to the elements of the CCG they refer to.
Since dialogues collected from a corpus of actual human–machine interactions cannot be considered common
domain knowledge, they represent the Personal Experience (PE), the system has about dialogue management
in the domain of interest. The dialogues sub-graph, once again, corresponds to a linguistic concept to support
theoretical explainability of the model and, later, of the application behaviour. For instance, Origlia et al. (2022)
applied a graph-based methodology involving a multi-source graph that integrates both domain and dialogue
information to analyse argumentative strategies in recommendation dialogues. First, the multi-source graph
was enriched with additional insights extracted from the data it contained. Specifically, we used the following:
(i) Plot similarities to calculate content-based similarities between movies, which are useful for verifying
whether recommendations could be grounded in content-related parameters. (ii) PageRank to resolve ambi-
guities in references to people and movies (e.g. homonyms such as Chris Evans) and to determine the relative
importance of nodes in the graph. (iii) Node embeddings to compactly represent nodes, capturing both structural
and semantic information. With the graph thus structured, the dialogue analysis yielded the following observa-
tions: (a) Patterns in recommendation dialogues exhibited a strong bias towards recent movies, underscoring the
significance of temporal context in argument selection. (b) Argumentation strategies employed by recommen-
ders, as analysed through the graph, demonstrated how leveraging graph data can enhance the overall effec-
tiveness of recommendations. (c) The use of path finding queries on data containing both knowledge representa-
tion and dialogical interactions highlights how speakers make use of the knowledge throughout the dialogue in
the form of RING-like patterns. These points help researchers understand why people talk about specific domain
items in specific moments, supporting the investigation of a raison d’exprimer.

In the next sections, we will describe, on the one hand, the importance of specific sets of knowledge
explicitly and implicitly used to convey meaning in dialogue and how to represent them (Section 4.1). On the
other hand, the use of such representations will be applied to provide for pragmatic skills related to the ability


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to ask for information, to explain, and to argument (Section 4.2). These are the foundations of LORIEN and its
theory-based graph representations enabling dialogue systems to exhibit pragmatic argumentative skills.

4.1 Representing knowledge for conversation

When they communicate, speakers make use of different types of knowledge. First, they need linguistic
competence in order to communicate. This is what Coseriu (1985) called Linguistic Knowledge and, before
that, De Saussure (2004) called langue, which encompasses the items of knowledge that enable a speaker to
make effective use of word-signs. This includes the use of the lexicon and syntactic structures. In this sense, we
can say that this type of knowledge includes, on the one hand, semantic knowledge – i.e. the knowledge about
the literal meaning of words and sentences, as well as knowledge of facts and concepts, which helps in
understanding the content and conveying information accurately – and, on the other hand, syntactic knowl-
edge, which pertains to the rules and structures that govern sentence formation and grammar. As speakers of
a specific language, we also have Metalinguistic Knowledge, which is the knowledge about language itself,
including its structure, usage, and how it functions. This enables speakers to reflect on and discuss language
explicitly.

Beyond the purely linguistic competence that enables us to use a language correctly, when we commu-
nicate, language itself is strictly connected to the context of use. In this sense, we need additional skills to
understand how the language is used according to the context and to understand how we can achieve our
communicative goals. In this sense, we talk about communicative competence. Hymes (1972) described the
communicative competence of speakers “as the ability to know when to speak, when not, what to talk or not
talk about, with whom, when, where, and in what manner.” This Pragmatic Knowledge is related to speaker
performance and the individual and contextual ability to use the parole (De Saussure 2004) in communication.
Strictly connected to the pragmatic knowledge, there is the ability to use and identify speech acts (Austin 1962),
namely, the ability to understand the intentions behind utterances (e.g. requests, promises, suggestions). The
understanding of such intentions also relies on the identification of implicatures, i.e. implied meanings that go
beyond literal interpretation, and presuppositions, i.e. assumptions made by speakers based on shared knowl-
edge. Such share knowledge, moreover, is part of another important set of information to consider in dialogue,
that is Common Ground, which we will refer to in Section 4.1.1 (Clark 1996). Other important sets of knowledge
are represented by Contextual Information that uses situational cues (e.g. time, place, social roles) to interpret
meaning, Domain Knowledge that describes the information pertaining a specific field, and Discourse Knowl-
edge that involves understanding how utterances relate to each other within a larger conversation or dis-
course (e.g. coherence and cohesion).

Finally, as part of a society, speakers also need Socio-Cultural Knowledge which refers to the awareness of
social norms, cultural practices, and conventions that influence language use (Gumperz 1979). This knowledge
helps in understanding appropriate ways to communicate based on cultural context and social expectations. In
contrast, Common Sense consists of practical, everyday reasoning and judgements shared widely within a
community, often based on immediate perceptions and intuitive understanding rather than formal learning.
While Socio-Cultural Knowledge is more structured and context-specific, Common Sense is more general and
universally applied (Section 4.1.2). The two are related in that Socio-Cultural Knowledge can inform and
enhance Common Sense by providing a deeper contextual framework, helping individuals navigate and
interpret everyday situations more effectively within a specific cultural context.

In conversation, speakers draw on these various types of knowledge simultaneously to convey messages
effectively, understand each other, and navigate the complexities of communication. For the development of
ARDA, we specifically focused on some of the aforementioned sets of knowledge belonging to the commu-
nicative competence, specifically Domain Knowledge, Common Ground, and Common Sense. These are repre-
sented as knowledge graphs to extract information and to use their representational structure to identify
specific patterns on which to study and apply pragmatic strategies (Section 4.2).
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4.1.1 Common Ground

Stalnaker (2002) defined the notion of Common Ground as the sum of interlocutors’ mutual, common, or joint
beliefs and knowledge. Since Grice (1975), the importance of cooperation in a successful conversation has been
pointed out. In Grice (1989, p. 65), the term of Common Ground was introduced as related to communicative
processes. In fact, participants in a conversation must have grounded knowledge to understand each other.
The process of grounding takes place in dialogue when the interlocutors update their Common Ground by
accumulating information in the perceived Common Ground. In Clark and Schaefer (1989), the classical model
of grounding is illustrated: dialogue participants reach their mutual belief by checking the mutual under-
standing. This is accomplished through contributions, corresponding to the communicative actions collected
through dialogue. Contributions can be divided into presentation phase and acceptance phase. During the
presentation phase, the utterance is presented, whereas in the acceptance phase, the utterance is accepted by
the interlocutor as understood. The utterance acceptance or refusal is signalled via diverse types of feedback.
The refusal, for instance, can depend on different aspects, such as acoustic, semantic, or intentional misun-
derstanding. According to Allwood et al. (1992, p. 4–5), feedback is indeed a linguistic mechanism which
enables interlocutors to exchange information about four different basic communicative functions: (i) contact
(i.e. feedback expressing the will and/or ability to continue the interaction), (ii) perception (i.e. feedback
referring to the will and/or ability to perceive the message), (iii) understanding (i.e. feedback about the will
and/or ability to understand the message), (iv) attitudinal reactions (i.e. feedback referring to the will and/or
ability to react and respond appropriately). In Section 4.2.1, these functions will be adopted to identify specific
level of analysis for the use of grounding-related corrective feedback, such as CRs.

Common Ground, as acknowledged in Clark (2015), can be of four main types: personal, local, communal,
and specialised. In this work, we focus on Personal Communal Ground (PCG) and CCG. PCG is established
collecting information over time through communicative exchanges with an interlocutor, and it can be
considered as a record of shared experiences with that person. This specific set of information can also be
considered, as in this work, as part of what builds the PE of an interlocutor, useful in the future steps of the
current interaction or for future exchanges. CCG, conversely, refers to the amount of information shared with
people belonging to the same community, such as general knowledge, knowledge about social background,
education, religion, nationality, and language(s).

To represent such knowledge, we use graph structures that allow us to investigate how linguistic concepts
can be used to describe with deeper details the recurring structures forming between dialogues (PE) and
domain knowledge (CCG). As already mentioned, in LORIEN, we propose the use of graphs to represent
different types of Common Ground and their inter-dependency in the extraction of information for argumen-
tation purposes (Figure 4). Although PE is represented by dialogues stored in the graph, CCG is represented by
a more general knowledge, or in other words by information coming from different resources like LOD. To be
more precise, the CCG encompasses entities and their relationships within a specific field of knowledge. For
our case study, we choose the movie industry. Here, the information concerning, for instance, the fact that the
director Peter Jackson directed the movie The Lord of the Rings can be connected by a relationship like
[DIRECTED] (Figure 2).

Conversely, the PCG is represented by the beliefs created from the information collected during the
dialogue and stored in the graph. These are, furthermore, connected with specific relationships to particular
entities belonging to the CCG which are referred to during the interaction. For instance, for the movie domain
application, the fact that a seeker stated that they like the actor Ian McKellen is linked to the corresponding

Figure 2: An example of domain knowledge information.
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node entity of the actor which is in turn related to other nodes (i.e. other movies he is starring in). The PCG,
indeed, keeps track of the interaction progression with a specific user, allowing for the identification of
personalised strategies for future engagements and recommendation purposes (e.g. “User X is interested in
fantasy movies; the recommender suggests that the seeker might therefore watch The Lord of the Rings”), as
shown in Figure 3. This sub-graph maintains a provisional status. It is eventually incorporated into the PE,
which contains information regarding entities and their relationships obtained from diverse interactions. As
such, the PE sub-graph supplements the information contained within the CCG, for other interactions or
various phases of interaction (Di Bratto et al. 2021). Since it is never possible to state that a certain user has
created a certain beliefs, in LORIEN beliefs are not explicitly shown in a graph. They are going to be explicitly
represented when the system knowledge is taken into account (Section 5). Beliefs representing the PCG can be
constructed based on the information of the CCG (e.g. I believe that Ian McKellen starred in The Lord of the
Rings which is a Fantasy movie) and on the information shared during the interaction (e.g. I believe the user
likes Ian McKellen and Fantasy movies), from which the recommender can extract their recommendation (e.g.
Then I recommend you watch The Lord of the Rings). In Figure 4, the relationship between the aforementioned
sets of knowledge is illustrated.

4.1.2 Common sense

Common sense is a multifaceted and complex construct that underpins a vast spectrum of intelligent activities,
including natural language processing, planning, and learning (Davis 2014), typically acquired through
everyday experiences and interactions with the world. It embodies the ability to infer conclusions, i.e. to
deduce implications from what is already known (memory stock) and from information given (input flow)
(Bauer 2024). Since it denotes inherently evident truths, it does not require explicit justification, leading to its
implicit use in communication, both written and oral (Grice 1975). It only surfaces explicitly during ambiguous
situations or when the speaker necessitates clarification (Nguyen et al. 2022). In fact, it is commonly assumed
that one’s own understanding of concepts is generally shared by others, especially among individuals deemed
to possess rationality, constituting the Common Sense Knowledge (CSK) (Rosenfeld 2011). CSK refers to the
basic level of practical knowledge and reasoning, encompassing (i) information regarding events unfolding in

Figure 3: An extract of the graph structure, representing the domain information of the CCG (in brown) and the dialogue exchange (in
green) between interlocutors (in blue). Given this structure, it is possible to estimate the PCG of the participants.
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time, (ii) the consequences of actions undertaken by the individual and others, (iii) the characteristics of
physical objects, (iv) perception, (v) properties, and (vi) interrelationships. For instance, the fact that an oval
object is composed of a yolk, a white and a shell, allows it to be recognised as an egg, along with the effects of
boiling and dropping. This knowledge is based on relationships between words, concepts, sentences, and
thoughts and enables people to communicate with each other and deal with problems that affect everyday
life (Cambria et al. 2009). Since CSK has been proven to be difficult to define, several researchers have
attempted to limit the scope of investigation by identifying the most representative features that can provide
a comprehensive description of this type of knowledge. The case study conducted by Zang et al. (2013),
proposes six characteristics:
• Share: A group of people own and share the CSK;
• Fundamentality: People have a good understanding of the CSK and tend to take it for granted;
• Implicitness: Most of the time, people tend not to mention the CSK explicitly, as it is shared knowledge;
• Large-Scale: The CSK contains massive, large-scale information;
• Open-Domain: The CSK is broad in nature and covers all aspects of everyday life rather than a specific
domain;

• Default: The CSK includes predefined assumptions about typical cases of everyday life; therefore, most of
them may not always be correct.

These features provide a foundation for outlining a comprehensive framework that can illustrate the CSK.
Although the concept of Common Sense may share some similarities with the concept of CCG, they are
essentially distinct concepts. As it was mentioned in Section 4.1.1, CCG refers to a set of knowledge shared
among individuals belonging to the same community (Clark 1996). CCG can be based on, but not limited to, the
CSK: while CCG involves a connection between an individual and others within a shared community, in other
words, it is partner-specific, CSK pertains to an individual’s interaction with the world at large as it is typically
shared unconsciously and implicitly. CCG involves an agreement among speakers, establishing a set of shared
beliefs, involving active agreement among members of a group. This process helps define the identity and
boundaries of the group as well as establish a common language (MacWhinney and O’Grady 2015). In contrast,
the establishment of a shared agreement is unnecessary for CSK, as it is presumed to be already universally
shared among the speakers. Despite the presence of shared understandings and assumptions in both CCG and
CSK, the two concepts can be differentiated based on the process of agreement required to establish them.

Given that CSK has been considered advantageous to systems (McCarthy 1984), providing a comprehensive
representation of it was needed. Despite efforts to represent and organise CSK for computational purposes
numerous challenges were encountered, in terms of scalability and creation of comprehensive and accurate
datasets (Lenat 1995; Sap et al. 2019), and of the possible integration of diverse sources managing

Figure 4: Knowledge graph partitioned into CCG, PCG, PE, and beliefs.
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inconsistencies and gaps among them (Zhou et al. 2021). In our view, one possible interesting aspect of
Common Sense lies in considering it as a process rather than a representation. Indeed, it is difficult, if not
impossible, to be able to encapsulate all human knowledge in a resource (Brooks 1991), while it would be more
interesting to define a method of deducing and constructing this knowledge from collected and organised data,
similarly to what happens with experience. More specifically, as represented by the dotted arrows in Figure 4,
Common Sense is not necessarily represented by relationships established in a knowledge base but can be
derived and reconstructed using probabilistic approaches. Common sense, then, becomes any kind of graph-
based representation that a speaker believes to exist in the knowledge possessed by the interlocutor with a
high probability. Although modern state-of-the-art LLMs have made remarkable strides in encapsulating vast
amounts of human knowledge, drawing from extensive datasets that cover diverse domains their capabilities
are still limited, particularly when it comes to hallucinations, producing plausible-sounding but inaccurate or
nonsensical information. This highlights that while LLMs approach a form of generalised knowledge repre-
sentation, they still fall short of perfect accuracy and reliability. Moreover, despite being able to drawing from
vast amount of data, they have been shown to lack formal reasoning capabilities (Mirzadeh et al. 2024).

In our framework, Common Sense is, therefore, extracted from the graph structure. For instance, the fact
that a movie must have a director who directed it in order to exist is derived from the probability of the
relationship linking the movie and director nodes. However, the specific knowledge, namely, the fact that a
director directed a movie, represents a piece of information which is grounded or eligible to be part of the
Common Ground, the type of relation between the uttered concepts and the type of concept themselves
represent what is defined as CSK, as it is usually not verbalised but given for granted (Mennella et al. 2023).
Common Sense can, consequently, be applied in conversation to overcome ambiguous situations and to
request needed information where it is not yet clear or made explicit. For illustrative purposes, let us consider
the situation where Common Sense is able to guide the speaker’s reasoning in asking who the director of a
specific movie is instead of asking whether or not the movie has a director. This ability to leverage CSK in
conversations helps streamline communication and enhances the overall efficiency of information exchange.

4.2 Graph-based pragmatics

Having defined some specific types of knowledge used in dialogical exchange, we now focus on some typical
pragmatic strategies of conversation that make use of these knowledge sets. The technique exemplified in this
Section concerns point C2 of our proposal. In fact, considering the representation of knowledge in the form of a
graph, we will describe the use of these strategies by exploiting the graph structure in extracting useful
information and patterns. More specifically, we provide here a selection of pragmatic skills in the form of
graph patterns, such as the capability of identifying communicative problems and elaborating appropriate
CRs, of explaining decisions and reasoning, and of selecting the most plausible arguments.

4.2.1 CRs

Clarification is a fundamental part of the grounding process introduced in Section 4.1. CRs are pragmatic tools
used by interlocutors to ensure mutual understanding (Ginzburg and Macura 2005), when, for example, a
speaker did not (fully) understand or is uncertain about what was previously said or meant with an utterance
(Gabsdil 2003). According to Purver (2004, 2006), interlocutors make use of CRs, or anaphoric feedback, when
there is a problem in processing the previous utterance. As Clark (1996) points out, to pursue the goal of
succeeding in their joint activity of communicating, interlocutors must ensure that what is being commu-
nicated is also correctly understood. To do this, several strategies can be exploited, such as the use of linguistic
and paralinguistic feedback (Traum et al. 1999), among which we also find CRs. Among scholars who have
classified different types of CRs, Purver (2004) classifies them according to the surface form and the compro-
mised element on which the request is built. This classification, although very detailed, does not include
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information such as the causes and problems that trigger the need for such requests. In the study by Rodriguez
and Schlangen (2004), the notion of a problem causing the instantiation of a CR is, on the other hand,
extensively explored. Here, different types of problems, such as acoustic or lexical problems, are considered
determinant for the use of a given functionally and formally different CR.

Based on these studies and on the analysis of a dialogic corpus, a hierarchical classification of CRs is
proposed. Starting from Allwood et al. (1992) (see also Section 4.2), four basic communicative functions were
defined, corresponding to the communicative levels of contact, perception, comprehension, and intention
(Maro 2021). On each of these levels, one or more problems may occur, triggered by specific linguistic and/
or informational issues (triggers). Moreover, CRs can also occur in different forms: open questions (WQ),
alternatives (AQ), polar positive (BroadPQ, NarrowPQ), polar negative (specifically, low negative polar ques-
tions LNPQ and high negative polar questions HNPQ), and declarative sentences. Each formulation can convey
a specific function and refer to a problematic item in the previous utterance (compromised item). Taking the
level of Understanding as an example (Table 1), we identify five different problems:
• Lexical Understanding: presence of lexical items that are unknown or ambiguous to the learner, who then
asks for clarification.

• Reference Reconstruction: uncertainties occur in the resolution of an anaphora or extra-linguistic reference;
it may refer to a nominal phrase, a deictic element, or an action.

• Syntactic Understanding: ambiguities may be caused by the different meanings associated with particular
syntactic structures.

• Logical Understanding: occurs when the cause–effect relationship is unclear.
• Information Processing: the information received is not sufficient for the entire understanding of the
message, or the information entered into the Common Ground must be verified by confirmation or clar-
ification, due to the presence of a possible inconsistency.

To verify the validity of the proposed classification, the Bielefeld Speech and Gestures Alignment Corpus
(SaGA) (Lucking et al. 2010, 2012), a German-language corpus of 25 multimodal dialogues of interlocutors
engaged in a spatial communication task, was analysed. The CRs were annotated in ELAN (Brugman et al.
2004) regarding the labels of problem, trigger, form, function, and compromised item. For CRs related to
Common Ground (Table 1), original bias information (Ladd 1981) and contextual evidence (Buring and Gun-
logson 2000) were also taken into account. These were important, as they were useful for later comparison of

Table 1: Part of the CR classification concerning Understanding problems we focus on in this work (Maro 2021); PQ refers to polar
question, WQ to WH-questions, AQ to alternative questions, HNPQ to high negative polar questions, and LNPQ to low negative polar
questions

Communication level Problem Trigger Form Function Compromised item

Understanding Lexical Unknown_meaning WQ Explanation Clause
understanding Meaning_Ambiguity AQ Metalinguistic function Constituents

BroadPQ Disambiguation External
Reference NP_Reference NarrowPQ Confirmation Presupposition
reconstruction Deictic_Reference TagPQ Interactional

Action_Reference LNPQ
Elliptical_Ambiguity HNPQ

Syntactic Analytical_Ambiguity TagNPQ
understanding Attachment_Ambiguity Declarative

Coordination_Ambiguity (Imperative)
Elliptical_Ambiguity

Logical Cause_Effect
understanding
Information Missing_Information
processing Common Ground

For further details, refer to Di Maro et al. (2021).
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bias-evidence conflicts (here related to the function expressed by Common Ground CRs) with other work
available for the German language (Domaneschi et al. 2017).

Annotation of the corpus was carried out by two annotators, a linguist and a computer science student.
The annotation levels considered for agreement calculation are Trigger, Form, and Compromised Item. Bias
was not considered because of difficulty of interpretation. For this aspect, further experiments were carried
out in Di Maro et al. (2021). According to the agreement scores between annotators, calculated with Cohen’s
Kappa (Cohen 1960), the agreement is substantial (0.7). In the 25 available dialogues of the SaGA corpus, 201 CRs
were annotated. Their distribution is summarised in Figure 5.

The identified CRs all belong to the Understanding level. In fact, since for the corpus collection the spatial
task is straightforward, the communication channel was clearly open and the perception was constantly
checked through the use of back-channels. Furthermore, no intention-related problems were found, as the
goal of the interaction was clear to the participants. Some comprehension triggers, especially syntactic ones,
were not found since the task was not ambiguous overall. On the other hand, Miss_Inf and CoG CRs are the
most frequent classes. This is related to the nature of the task, in which it was essential to check the complete-
ness and consistency of the information received. Both classes occurred in different syntactic forms. While
Common Ground are mostly elaborated as polar questions (more specifically, high negative polar questions),
Miss_Inf are also formulated as alternative and open-ended questions (Maro 2021; Di Maro et al. 2021).

This fine-grained classification and its hierarchical functioning are implemented in ARDA, as communica-
tion problems are managed in the form of behaviour trees (BTs) (Section 5.1), so that the system knows which
pragmatic-dialogical task has to be performed and in which order to ensure mutual understanding with the
human interlocutor and to reach its communicative goal. For instance, in our movie domain case study, the
inconsistency could occur and be detected in the form of a graph path connecting a positive belief (i.e. like)
related to a genre node, such as horror, and a new collected negative belief related to a movie node, i.e.
Hereditary. This result in what we call Common Ground Inconsistency, defined as the incompatibility between
the listener belief and the new evidence provided by the speaker (Di Maro et al. 2021). In our example, this
inconsistency might cause a questioning of the previously constructed belief and the uttering of a corre-
sponding appropriate CR (i.e. Didn’t you like horror movies?). This leads to the formation of argument patterns
for reaching an agreement in the conversation (i.e. deliberation and information sharing). For further trans-
parency and robustness of the system, CRs can also be used in combination with explanations, as it will be
shown in the next section.

Besides the aforementioned work on CRs, recent work explored various types and applications of CRs. For
example, in the study by Chiyah-Garcia et al. (2023), a dataset was adopted to train multi-modal systems to
manage referential ambiguities (Chiyah-Garcia et al. 2023). Conversely, in the study by Higashinaka et al.

Figure 5: CR distribution (Understanding class) in the SaGA corpus: NP_Ref stands for noun phrase reference, CoG for common ground,
Miss_Inf for missing information, AM for ambiguity, and MEA for meaning.
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(2021), a precise and compelling taxonomy of errors triggering clarification was illustrated. However, our
objective here is not only to provide a comprehensive overview of different types of ambiguous, unclear, or
incoherent situations but also to develop a formal method to manage them, on the one hand, and to describe
and generate appropriate question forms accordingly, on the other hand. In addition, in the study by Deng
et al. (2023), LLMs were also used to evaluate proactive dialogues, in which strategies like clarifications are
needed. Nevertheless, the authors pointed out that LLM-based dialogue systems barely ask clarification ques-
tions when encountering ambiguous queries. For this reason, the use of such a hierarchy in our framework
has the objective to address this issue by defining, based on linguistic theories and analysis, what the authors
call (i) a Clarification Need Prediction, identifying the need for clarification in the current turn, that we base on
graph configurations mapped onto branches of a BT (Section 5); and (ii) a Clarification Question Generation,
which generates an appropriate clarifying question if needed, as described by the theory and corpus analysis.

4.2.2 Explanatory acts

From a linguistic point of view, explanations are not a piece of cake to define. In fact, multiple linguistic moves
can have an explanatory function depending on the linguistic context, the communicative situation, the
linguistic form, and the content of the act (Sbisa 1987). Generally, we can define an explanation as a sequence
of linguistic acts that exhibit a relationship between explanans and explanandum. While the explanans repre-
sents the explanatory schema (i.e. This child is immortal), the explanandum is what is to be explained. The
explanans can be formed from presupposed elements that are part of Common Ground (i.e. Arwen’s father is
an elf), or from deduced facts based on Common Sense (i.e. An elf father has an immortal child).

In ARDA, explanations are used to reveal the internal state of the system, specifically addressing two main
aspects: (i) explanations of the problem and (ii) explanations of the system’s behaviour.

For the first case, explanations of the problem can be explicitly or implicitly expressed (i.e. explanation vs
CR) and are based on Common Sense and/or Common Ground principles. These explanations aim to disclose the
internal beliefs structure of the system because of issues detected in it, making it understandable based on shared
knowledge and logical reasoning. Common Sense and Common Ground complement and overlap in conversation
and are of fundamental importance, in both achieving communicative purposes and in generating explanations.
In the study by Di Maro et al. (2021), for example, the collection of information in the Common Ground graph
makes it possible to identify possible inconsistencies among the information received (Di Maro et al. 2021). These
inconsistencies are, in turn, based on pre-conditions and post-conditions, described as properties of the graph
action nodes, which can be then deduced on the basis of reasoning represented by Common Sense. In this
context, where the user produces an utterance such asMelt the butter followed by another utterance such as Cut
the butter, the inconsistency is highlighted through the use of a CR in the form of negative polar question
(i.e. Shouldn’t I have melted the butter?). The conflict arises therefore between: (i) a piece of information that is
part of Common Ground, such asMelt the butter, whose post-condition is Ingredient becomes Liquid, and (ii) a piece
of information that is intended to become part of Common Ground, such as Cut the butter, whose pre-condition is
Ingredient is Solid. This is motivated on the base of the world facts that are part of Common Sense, for instance:
(a) if one melts something solid, it becomes liquid,
(b) one cannot cut something that is liquid.

The adoption of this information also makes it possible to generate an explanation concerning the impossi-
bility of fulfilment of the uttered action, as in I can’t. Butter is liquid.

In the second case, explanations of the system’s behaviour, following user’s requests, can focus on the
system desirability and goal orientation. These explanations disclose the internal configuration of the system
that led it to act in a certain way. These speech acts link actions to the system’s goals and highlight how the
behaviour might be desirable for the system, thus providing a clear rationale for the system’s decisions, as in
Stange et al. (2019). This is fundamentally different from asking an LLM for explanation because the answer
will not disclose the internal state of the statistical model but rather provide an estimate of what most of the
people in the training set would say to justify those actions (Saba 2023).
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Some scholars have proposed other possible classifications for explanations. In the study by Von Wright
(1997), for example, four different types of explanations are defined as follows:
• Causal explanation, in which the explanans set forth a sufficient or necessary condition of the state of affairs
or event to be explained. It is typical in the physical sciences.

• Teleological explanation, in which the explanans set forth the goal of the behaviour to be explained. It is
typical of action explanation.

• Quasi-causal explanation, in which the explanan sets forth some circumstance that is related to the state of
affairs, event, or behaviour to be explained. It can be found in historical explanations.

• Quasi-teleological explanation, in which the explanans expose some effect with respect to which the state of
affairs or event to be explained is a necessary condition. It is typical of the biological sciences.

In our perspective, Common Ground-based explanations can be considered as Quasi-causal, in that the
circumstances regarding shared information are considered (i.e. I cannot cut the butter because you told me to
melt it). On the other hand, Causal explanations can be mapped on the explanation based on Common Sense
reasoning, as for pre-conditions and post-conditions compatibility, since necessary conditions are taken into
account. As far as Quasi-teleological explanations are concerned, they are closer to question-answering utter-
ances as the illocutionary strength is weaker than argumentation. Teleological explanations, on the other
hand, can be mapped on disclosure speech acts about the system’s behaviour, where the higher strength of the
illocutionary force makes it more similar to justification in argumentation (Walton 2005; Canary and Seibold
2010). This type of explanation is widely used in AI where such speech acts are used to explain decisions (Miller
2019). The weight of the goal in the decision about how to structure the explanation introduces argumentative
features. A total objective disclosure statement is a pure explanation, while an explanation depending on the
pursuit of personal goals becomes more argumentative and therefore with a higher illocutionary strength
(Table 2). Refer to Section 5.1 and Figure 11 for further details.

Specifically, we believe that the difference between argumentation and explanation lies in their position
on a continuum where:
(i) On the one side, we have speech acts guided by pseudo-goals (Miceli and Castelfranchi 2014), like the need

to check mutual understanding and to check for consistency, that show a lower level of illocutionary force,
as for Common Ground inconsistencies and explanations.

(ii) On the other side of the continuum, we find argumentation, for which goals proper (Miceli and
Castelfranchi 2014) are set. These can be divided between interlocutor goals that need to be accommodated
by the speaker, and personal goals belonging to the speaker themselves. Argumentative acts are, for
example, used to reach the latter.

In other words, while explanatory acts have a clarifying function that enable the recipient to better understand
something, with argumentation acts the proponent proposes reasons for the recipient to come to accept or refute a
certain thesis (Asterhan and Schwarz 2009). Furthermore, argumentation can be used to support explanations and
explanations can be used to argument. Since the difference between one level of intentionality and another is not
always clear from a perception perspective, we decided to model this difference in production. In fact, according to
the type of goal the systemwant to perform, we will have one act or the other. This is modelled in our BTs, as it will
be described in Section 5.1. Specifically, for our movie recommendation domain case study, we make use of the
distinction between explanation or argumentation to choose when to explain a retrieved inconsistency or an

Table 2: Types of explanation classes mapped on speech acts ordered by increasing illocutionary strength

Explanation class Speech act

Quasi-causal Common ground based
Causal Common sense based
Quasi-teleological Question-answering
Teleological Justification
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ambiguous situation, whereas argumentation is used to justify the selection of a specific argument for the recom-
mendation. Further details on this second aspect are provided in the next section.

4.2.3 The pursuit of goals and Plausible arguments

A further important aspect of dialogue is the pursuit of a goal and the illocutionary force with which a speaker
produces a given speech act. This distinction is onewe aim to highlight, particularly in relation to generativemodels
that lack this capability. This illocutionary completion also parallels what occurs in argumentation. As already
mentioned, argumentation is a verbal, social, and rational activity aimed at convincing a reasonable critic of the
acceptability of a standpoint by putting forward a constellation of propositions (i.e. illocutionary complex speech
act) justifying or refuting the proposition expressed in the standpoint (Van Eemeren and Grootendorst 2003). The
selection of the most appropriate items and features is pivotal for the achievement of the conversational goal. An
example of argumentation dialogue where the selection of items and features is particularly clear is the recom-
mendation dialogue. The Recommendation task, introduced in Section 3, tends to present a pattern structured in
two phases, Exploration and Exploitation (E&E), intended as two types of dialogues embedded into each other (Gao
et al. 2021). While Exploration involves the collection of information about specific features (e.g. genre, actors),
Exploitation concerns the selection of a specific item (e.g. movie) associated with its possible justifications and/or
motivations. The recovering of relevant information from the user is carried out during the exploration phase, so it
is fundamental to adopt a strategy for the retrieving of the right feedback on the data candidate as possible system
beliefs. According to Paglieri and Castelfranchi (2004b), and Paglieri (2004, 2005), data are selected as beliefs on the
basis of their properties, i.e. the possible cognitive reasons to believe such data. These properties are credibility,
importance, relevance, and (un-)likeability, described as follows:
• Credibility: a measure of the number and values of all supporting data, contrasted with all conflicting data,
down to external and internal sources;

• Importance: a measure of the epistemic connectivity of the datum, i.e. the number and values of the data
that the agent will have to revise, should he revise that single one;

• Relevance: a measure of the pragmatic utility of the datum, i.e. the number and values of the (pursued) goals
that depends on that datum;

• (Un-)Likeability: a measure of the motivational appeal of the datum, i.e. the number and values of the
(pursued) goals that are directly fulfilled by that datum.

The authors pointed out that credibility, importance, and likeability determine the outcomes of belief
selection, i.e. whether a candidate data is to be believed or not, and with which strength, while relevance is

Figure 6: Cognitive model presented in Paglieri (2004) to represent relevant data.
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crucial in pre-selecting the sub-set of active data. The authors refer to that process as focusing that rules the
way data are considered to be useful and/or appropriate in the agent’s mind.

Based on the relevant data collected through the Exploration phase, the Exploitation one use this informa-
tion to select the plausible item to recommend. Plausibility can be defined as the degree of connectivity or
effectiveness of an argument within the dialogue. It assesses how relevant and believable a new argument is,
based on the quality of the new data and also on its connection with data already available to that user.
Specifically, a plausible argument is one that appears to be well-supported, logical, and consistent with the
available information and Common Ground (Paglieri and Castelfranchi 2004a). In fact, a crucial factor in
determining whether a new piece of information will be accepted or rejected as belief is the degree of
connectivity of the new datum in the user’s background knowledge, defining, thus, its level of plausibility.
According to Paglieri and Castelfranchi (2004a)’s data networks, there are two case of argumentation through
plausibility: (i) self-evident data having a large number of data connections that support them; (ii) explanatory
data which, in turn, are connected to many other data to support them, as shown in Figure 6. Again, graphs
play a pivotal role in structuring and representing such cognitive model, enabling the extraction of plausible
arguments by visualising the relationships between data points and supporting the decision-making process in
argumentation-based systems. In Section 5.2, this graph-based cognitive model will be associated with math-
ematical descriptors for a representation and management of argumentation-based dialogue systems.

5 Modelling operative representations for dialogue orchestration
research (MORDOR)

While the advent of machine learning has provided a way to get past the limitations of rule-based reasoners, it
appears that the last decade has brought us to the opposite extreme, with the main research trends using data-
driven statistical models for all AI-related tasks. This led to an explainability problem and has also caused an
increased interest towards explanations modelling in dialogue systems (for a full survey, see Vassiliades et al.
(2021)). MORDOR attempts to take the best of each world by avoiding a one-wins-all approach to model usage
and proposing a general architecture for dialogue management where perception and behaviour synthesis are
managed with neural approaches and deeper layers, dedicated to reasoning and decision making, are instead
implemented using graphical models like native graph databases and probabilistic graphical models (PGMs).
Graph databases, in MORDOR, are used as a modern version of traditional inference engines, using perfor-
mance-oriented path search capabilities in complex networks to implement deduction and data selection
skills. PGM, on the other hand, are used to implement decision making processes, being able to take into
account uncertainties coming frommachine learning estimates and causal relationships between variables. To

Figure 7: The BT for reactive moves. Checks, first, interpretability problems and generates a CR following the priorities described in Maro
(2021). The check/clarification pattern is simplified, in the Figure, for readability purposes. A dedicated subtree handles information
processing problems. If there are no interpretability problems, the subtree handling Instability is activated.
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organise tasks and priorities, MORDOR makes use of PGM, a traditional AI approach to behaviour selection,
and a decision-making engine, based on Bayesian Networks and network analysis algorithms. Starting from
the graph-based formalisation of linguistics observations coming from LORIEN, we define a technological
architecture to implement embodied conversational agents, as specified by C3.

In the rest of the following sections, we summarise the architectural organisation of a MORDOR dialogue
manager designed to host theories developed through LORIEN observations.

5.1 Behaviour trees

At the highest level, behaviours that can be expressed through dialogue moves are organised in a tree-like
structure defining priority relationships. This model and the rules to interpret it are called BTs and they have
been extensively applied in robotics, AI and particularly in the game industry (Iovino et al. 2022). In MORDOR,
BTs organise dialog strategies following the priority order found through LORIEN.

Following the CR model described in Section 4.2.1, a hierarchy of potential communication problems exists
that must be checked and resolved, if detected, before considering other dialogue moves. BTs can efficiently
represent the CR hierarchy as a mathematical model implementing the mechanism described by the linguistic
theory. In general, a sequence of checks whose order is motivated by the hierarchy is activated and, if one of
these succeeds, the corresponding clarification strategy is performed, ignoring the rest of the available beha-
viours. For instance, a particularly interesting communication problem concerns conflicts between previous
beliefs from the system and incoming evidence from the user, i.e. Common Ground inconsistencies. Linguistics
research highlights that specific question forms must be used to efficiently communicate the problem, and the
transaction system, made available by graph databases, allows us to implement a reasoning mechanism that
allows us to verify that beliefs implied by the user do not conflict with existing beliefs. Specifically, if no higher
priority problem is detected, the system can temporarily accept the beliefs implied by the last user utterance
by opening a transaction and update the belief graph without committing the changes. Then, conflicting
patterns can be searched for in the temporary graph: this includes checking that a belief and its negation
do not exist at the same time, in the graph, concerning the same subject and predicate. If a conflicting pattern
is found, the corresponding CR is generated and the transaction is rolled back. This effectively implements a
hypothesising mechanism that allows the system to reason about what would happen if it was to accept the
belief implied by the user.

If no communication problems are detected, the system can move to intentional moves. In this case, the
priority is given to solving open issues like questions asked by the user. If no open issues are detected, the
system can produce a dialogue move to direct the dialogue towards the desired goal, like for example having
the user accept a proposed stance, like a recommendation. Deciding which move to perform, when commu-
nication problems are not present, depends on the reason why the system is producing linguistic moves. The
concepts of illocutionary force and intentionality that drive Explanation models, described in Section 4.2.2, are
foundational to implement a reason to act, in a dialog system, that goes beyond the reactive behaviour of GPT
models. Recovering the concept of goal-oriented behaviour from traditional AI, we propose that goals can be
expressed as graph patterns that the system aims at creating, in collaboration with the human user. To create
these patterns, the system is provided with linguistic capabilities it must select and configure in such a way as
to maximise their utility. This approach lies between rule-based and statistical approaches, as it needs to
balance the uncertainty of the information coming from probabilistic estimates with factual knowledge hosted
in the graph database. Following an approach similar to the one presented in Opendial (Lison and Kennington
2016), we adopt the use of PGM to implement goal-oriented decision mechanisms for dialogue management.

Asking questions, in this framework, corresponds to collecting evidence about the variables in PGMs,
which represents the implementation of the theoretical foundation provided by our Argumentation model, as
described in Section 4.2.3. By computing the nodes’ entropy, which represents the uncertainty of the informa-
tion contained in the node, and considering the general goals of the system, dialogue management strategies
can evaluate the next move. Technological limitations do not allow us to create PGMs that are as large as the
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entire database as they would be unmanageable. It is, however, possible to extract relevant subgraphs from the
database to dynamically assemble PGMs to take decisions informed only by relevant data and their causal
structure. Classic part of relationships represented in the database, for example, can be used to form causal
relationship between variables in a PGM. Differently from traditional approaches, modern ways to represent
data in the form of graph provide a strong connection between decision systems and large data hosting,
approximating, respectively, the role of working memory and long-term memory. Selecting a subset of data on
which to reason may be done by both rule-based queries or by using embedding-based similarities, to take into
account nuances in the organisation of the dataset of interest. This extraction operation may be related to a
kind of Artificial Instinct and makes use of authority and hub scores to prioritise the extraction of nodes, when
selecting a relevant subset. In general, Graph Data Science techniques, as anticipated in Section 4.2.3, can
support this step by making latent knowledge emerge from the graph structure using statistical measures.

When producing dialog moves, it may be necessary to present inferential statements, obtained by
extracting paths over nodes in the graph, to support the positions expressed by the system. Depending on
the illocutionary force of the statements, the motivations behind their expression, they may represent argu-
mentations, if they are meant to persuade the interlocutor into accepting an unsettled claim, or they may
represent explanations, if they are meant to let the interlocutor understand a point. In terms of a BT, the
illocutionary force of a statement is represented by the position, in the BT, of the task that generates the
statement. In the current version of MORDOR, inferential statements supporting the main one are explana-
tions if they are produced to support an answer to a question. If they are generated during exploitation, the
actual recommendation phase, or during the exploration phase, where more information about the user is
collected, they are considered argumentations.

Moving through the behaviour hierarchy defined in such a way requires a formal definition of dialogue
states activating different system behaviours and producing adequate utterances. LORIEN analysis describes
these dialogue configurations through Common Ground representations, possibly integrated by Common
Sense reasoning, as described in Section 4.1. The same configurations describe patterns that are used to
activate adequate behaviour generation strategies. Graph configurations, together with BTs organisation,
produces a clear sequence of formal checks performed on graph structures activating specific dialogue
management behaviours, as follows:
• Interpretability: a graph is uninterpretable if any of the graph patterns describing each of the foreseen
communication problems is activated. In these cases, a CR is produced (Figure 7);

Figure 8: The BT for information processing problems. First, incompleteness is checked and, if necessary, solved by, first, attempting to
apply dialogue state tracking or by generating an information request. If the graph is complete, the belief graph is updated coherently
with the user utterance. Then, incoherence in the belief graph is checked. If an incoherence is found, a CR is generated and the updates
are rolled back.
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• Completeness: an interpretable graph is incomplete if information needed to respond to the user intent is
missing. In these cases, a request for information is produced (left side of Figure 8);

• Coherence: a complete graph is incoherent if logical conflicts are found in the belief graph. In these cases, the
adequate disambiguation question is produced (right side of Figure 8);

• Stability: a coherent graph is unstable if there are open issues, like unanswered questions. In these cases, a
question answering strategy is activated (Figure 9);

• Desirability: a stable graph is undesirable if it does not exhibit the goal pattern. In these cases, the most
useful dialog move to create the goal pattern is produced, like an exploration or exploitation move
(Figure 10).

These configurations represent a hierarchy producing system reactions depending on their priority. A
linguistically motivated model for this hierarchy provides a first level of explainability for the system moves,
as they are produced in response to a specific graph configuration. As previously mentioned in Section 3, key
concepts like intentionality and illocutionary force are indeed essential for giving technological systems a
reason to communicate, aligning with Austin’s idea that speaking is acting. The machine’s reasons to speak are
dictated by increasingly self-oriented goals: solving communication problems has less illocutionary strength
than answering questions, which in turn has less illocutionary strength compared to taking stances and asking
questions. On this continuum, we position different kinds of speech acts, which are the subject of analysis and
modelling presented in LORIEN (Section 4), as shown in Figure 11. More in detail, in Section 4.2.2, different
types of explanatory behaviours were mapped on different degrees of illocutionary force, from speech acts

Figure 9: The BT to manage Instability. If the graph is coherent, changes to the belief graph are committed and information contained in
the user utterance (e.g. the user’s name) is saved in the graph. The system, then, checks if the user asked a question and, in this case, it
activates either the strategy dedicated to catalographic data extraction or more advanced Question Answering strategies, for example
retrieval augmented generation.

Figure 10: The subtree dedicated to the management of undesirable dialogue state graph configurations. Depending on the collected
information, in terms of beliefs the system has about the user, a subgraph relevant for decision making is extracted from the database
and the ontological relationships are used to assemble a PGM. The most useful action is, then, selected as either a deliberative or an
explorative statement.
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aimed at solving inconsistencies (i.e. requests or explanations), to question answering and goal-based expla-
nations (i.e. justification), from deliberation (possibly with argumentation) to exploration.

Summarising, the process by which a dialogue system generates linguistic content to interact with a
human user follows the perception-action cycle, employing different models at various stages to simulate
the cognitive mechanisms involved in dialogue management. As a general principle, purely statistical models
are found closer to the physical world, for tasks like speech recognition, intent classification, and utterance
generation. Higher functions are simulated using technologies that are closer to symbolic reasoning like graph
databases. In between, Bayesian models reconcile the probabilistic nature of perceptual data with the factual
nature of general knowledge. This is summarised in Figure 12. Such systems are implemented using the
FANTASIA tool (Origlia et al. 2019), designed to implement Embodied Conversational Agents, and the tool’s
architecture is shown in Figure 13.

5.2 Decision-making

It is not possible to answer questions about interventions with passively collected data, regardless of the size of
the dataset or the depth of the neural network. The construction of a sufficiently strong and accurate causal
model allows us to use observational data from rung one to answer queries from rung two, which concerns

Figure 11: The continuum defined by illocutionary strength, strictly connected to the type of goal, whose corresponding speech acts are
aimed to, and mapped onto graph configurations. Different kinds of speech acts are positioned on the continuum depending on
secondary axes defined for each graph configuration. For example, in the interpretability graph configuration, acts corresponding to the
communication level are ordered by gradual degrees of illocutionary strength in the effort to reach a pseudo-goal.

Figure 12: The MORDOR process for dialogue management.
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interventions: without a causal model, it would not be possible to go from rung one to rung two of the Ladder
of Causation. Causal diagrams are employed to express what is known and are simply dot-and-arrow diagrams
that summarise the existing scientific knowledge. The dots represent quantities of interest, called ‘variables,’
and the arrows represent known or suspected causal relationships between those variables, i.e. which variable
‘listens’ to which others. Bayesian Networks are the key to linking causal diagrams to data (Pearl and
Mackenzie 2018). BNs are directed acyclic graphs in which the nodes represent the variables of interest,
and the links represent the informational or causal dependencies between these variables. The strength of
a dependency is represented by conditional probabilities attached to each cluster of parent–child nodes in the
network. BNs are an attempt to develop a computational model of human inferential reasoning, i.e. the
mechanism by which people integrate data from sources and generate a coherent interpretation of that
data. According to Pearl (1985), humans organise their knowledge using the concept of conditional indepen-
dence. Let us consider events A, B, and C. We will say that event A is conditionally independent of event B given
C if ( ∣ ) ( ∣ )=P A B C P A C, . Knowledge of B does not change the probability of A relative to the probability of C,
from which A is not conditionally independent. BNs represent conditional independencies, in particular each
node is conditionally dependent on each of its ascendants (parent nodes) and conditionally independent of the
others. BNs are the root of most PGMs, which are important for our approach as they represent a method for
reasoning under uncertainty using a model that is topologically compatible with the graph-based representa-
tion of knowledge. The model is informed using both prior information (data coming from previous experi-
ence) and situation-specific information, presented in the form of evidence. Pieces of evidence can be intro-
duced, in the model, both as soft evidence – probability distributions over possible values (representing what
may be true for the interlocutor) – or as hard evidence – certain values for specific variables (representing
what is true about the interlocutor). The shape of the probability distributions also provides information about
the system’s uncertainty, using entropy. Graph analysis methods, therefore, can be used to support the
extraction of relevant subsets of information from the knowledge graph to dynamically assemble decision
models to handle contingent situations. This approach was pioneered by Lison and Kennington (2016), with the
Opendial framework. We build upon this idea by framing PGMs in a larger, linguistically motivated, archi-
tecture for dialogue management.

Specifically, we use the cognitive model presented in Section 4.2.3 to select and evaluate the data at our
disposal leveraging on a graph database hosting a knowledge base of common facts collected from LOD

Figure 13: The FANTASIA architecture.

ARDA  25



sources using the procedure described by Origlia et al. (2022) and in Section 4. Graph analysis allows us to find
regularities that can be exploited to form new background theories and to support technological approaches
built upon them. Among the various measures shown in Table 3, we highlight a network analysis procedure
with the HITS algorithm (Kleinberg 1999), which attributes authority and hub scores to the nodes (Figure 15).
These measures are mapped onto the aforementioned cognitive properties of importance and credibility,
respectively. They indicate the number of nodes with high hub scores pointing towards the considered
node (i.e. data mostly supported by other data and, therefore, considered credible) and, symmetrically, the
number of authority nodes that can be reached from the considered node (i.e. important data supporting
specific information). As the two measures depend on each other, the algorithm alternatively updates them at
each iteration until they converge. This analysis provides indications about how the disambiguation of nodes
in the network should be prioritised. In fact, during the Exploration phase, the selection of the right feature to
explore is important for the achievement of the pursued goal. For instance, this can be translated, in the movie
recommendation domain, into the necessity to know which appropriate feature to select to start the conversa-
tion. According to the graph configuration, for example, it has been pointed out that the most authoritative
nodes are genre nodes. Therefore, the first feature to be explored, that also help lowering the entropy, is genre.

Table 3: Cognitive properties described by Paglieri (2004) mapped on computational scores

Theoretical model Computational scores

Credibility Authority score
A measure of the number and values of all supporting data,
contrasted with all conflicting data, down to external and
internal sources

The authority score identifies the node with a fundamental role in
the graph since a solid number of hub nodes support its validity

Importance Hub score
A measure of the epistemic connectivity of the datum, i.e. the
number and values of the data that the agent will have to
revise, should they revise that single one

The hub score identifies nodes most connected to authoritative
nodes.

Relevance Entropy
A measure of the pragmatic utility of the datum, i.e. the
number and values of the (pursued) goals that depends on
that datum

The entropy identifies which relevant and less certain data needs a
feedback to continue with the dialogue interaction

(Un-)likeability Hard evidence
A measure of the motivational appeal of the datum, i.e. the
number and values of the (pursued) goals that are directly
fulfilled by that datum.

The system beliefs involvement in the selection of the feature
explicates the user appeal towards that kind of data.

Figure 14: Analysis of placeholders distributions across turns in the INSPIRED Corpus (Hayati et al. 2020).
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Importantly, this tendency also resulted from our analysis of human–human dialogues of the same type
collected in the INSPIRED Corpus (Hayati et al. 2020), confirming the appropriateness of our measures. The
result of this analysis is represented in Figure 14. The selection of the further features always depends on the
updated graph configuration resulting from the previously acquired information. Finally, as far as relevance
and (un-)likeability are concerned, soft evidence (entropy), and hard evidence, respectively, are computed to
select items which are pragmatically useful and likeable. In Di Bratto et al. (2024a,b), an argumentation-based
dialogue system was developed, grounded in the aforementioned cognitive principles and their graph-depen-
dent mathematical descriptors, to enable the use of plausible arguments. Dialogues simulated by the system,
structured in this way, were evaluated by assessors unaware of the nature of these dialogues. The results
showed high scores for the naturalness and plausibility of the arguments. These findings contribute to
advancing research on argumentation in AI, with future work focusing on deploying the model in various
domains and expanding its communication abilities using linguistic theories. This is influenced by the needs of
a computational approach to theory evaluation, as detailed in MORDOR (Section 5).

6 Journey through the ages: rediscovering past approaches

From a linguistic point of view, the study of CRs, as introduced in Section 4.2.1, allowed for preliminary
considerations on argumentation strategies in dialogue systems. Indeed, these systems can detect conflicts
and employ argumentation strategies, specifically Common Ground Clarification Requests in the form of
negative polar questions, to consistently signal them based on previous observations (Di Maro et al. 2021),
facilitating the pursuit of agreement. Furthermore, the use of such requests has been proven to enhance the
usability and naturalness of dialogue systems (Di Maro et al. 2021).

With the aim of reproducing linguistic observations in dialogue systems, graph databases, the cornerstone
of LORIEN, were applied as a linking bridge between linguistics and technology. On the one hand, graphs can
indeed be seen as an integrated solution for dialogue state tracking, knowledge representation, and conflict
detection, serving as a fundamental building block for dialogue systems with argumentation capabilities, as
shown in Di Maro et al. (2021) and Russo et al. (2022). More specifically, in the study by Di Maro et al. (2021), a
Conflict Search Graph was designed to represent dialogue history and connect it with domain knowledge,
enabling Common Ground stability checks and dialogue state tracking to be represented in the form of graph

Figure 15: According to Kleinberg (1999), nodes with a high hub score refer to nodes with a high authority score, while nodes with a high
authority score are referred to by nodes with a high hub score. These scores provide insight over the relevant parts of the graph
structure.
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queries. On the other hand, graphs have also been proven to be an efficient tool for corpus analysis. In the
study by Di Bratto et al. (2021), different sets of shared knowledge were represented as graphs to gain a deeper
understanding of dialogue phenomena and support a more informed design of dialogue systems. One example
is the RING-like pattern, which is used to compute the consistency maintained in the dialogue. RING-like
patterns explicitly consider relationships established across both the PE and the CCG in different turns of a
dialogue. This pattern is extracted through a query to the database containing the dialogue history and can be
used for both disambiguation purposes and to extract the context that led interlocutors to discuss a certain
topic, as discussed by Di Bratto et al. (2021) and as already mentioned in Section 4.1.

From a technological standpoint, the presented methodology began to take shape with the investigation of
graph databases applied to linguistic research, specifically for speech recognition grammars (Di Maro et al.
2017). This exploration, leveraging the emerging technology of Neo4j, was later combined with the Bayesian
approach to dialogue management provided by Opendial (Lison and Kennington 2016). The concept of ‘utility’
in Opendial was used to dynamically select minimal pairs in a perception test for young children, aiming to
detect language acquisition problems (Origlia et al. 2018a,b. These works marked the initial proposal of using a
graph database to host linguistic knowledge, the Unreal Engine as part of the interactive interface, and
Bayesian Networks for the dialogue management (Origlia et al. 2017). Simultaneously, building on previous
experiences, applications of graph databases to cultural heritage knowledge representation were being
explored. These applications were intended to be integrated with techniques for semantically annotating
3D models obtained through photogrammetry and laser scanning (Cera et al. 2018). The goal was to ensure
coherent behaviour in AIs dealing with reconstructed 3D spaces for presentation purposes (Campi et al. 2021).
Specifically, pointing gestures were generated coherently with the concepts expressed by a virtual avatar
during the description of selected environments in the San Martino Charterhouse (Naples, Italy). Furthermore,
the investigation into the role of disfluencies in expert guide presentations, relevant for the social behaviour of
Embodied Conversational Agents, started (Origlia et al. 2019, Cataldo et al. 2019). Through these experiences,
graph-based knowledge representation formats and the corresponding methodology for analysis and enrich-
ment were developed, resulting in the graph databases presented by Di Bratto et al. (2021), Origlia et al. (2022)
and (Origlia et al. 2021). In addition, the first version of FANTASIA, still built around Opendial and tested in
these domains, was introduced (Origlia et al. 2019). The system architecture was then re-engineered to better
integrate basic technologies. The most significant change was abandoning Opendial in favour of the aGrUM
library (Ducamp et al. 2020), which, being implemented in C++, is compatible with the plugin system of the
Unreal Engine. The aGrUM library provides all the necessary tools to assemble and probe different kinds of
probabilistic graphical models, allowing for a more flexible development of dialogue systems compared to
Opendial. Most of the connectors developed to provide data to Opendial were also rewritten inside the Unreal
Engine to offer a coherent development experience. At this point, the re-engineered version of FANTASIA3

(Origlia et al. 2022) represents the implementation of the methodology described in this article, linking graph-
based resource analysis procedures based on linguistics with the technological tools needed to implement
conversational agents using the Unreal Engine. FANTASIA was used to develop the applications presented by
Origlia et al. (2022), and it is actively being developed to keep up with the Unreal Engine while adding more
functionalities, especially from the aGrUM library. At present, FANTASIA also includes a logical inference
engine, based on SWI Prolog, which will be used in future iterations of ARDA.

Other than simple technological advancement, the structure of FANTASIA and the general methodology
presented here allow us to investigate an alternative path to the now popular one, involving heavy use of
LLMs. This approach is built upon the theoretical model provided by Judea Pearl (Pearl and Mackenzie 2018)
regarding the representation of causal relationships in AI for advancements in the field. Probabilistic gra-
phical models, as pioneered by (Lison and Kennington 2016), still have much power to be exploited in the field
of dialogue systems, especially considering all the sources of uncertainty highlighted in (Prakken 2018a)
concerning argumentation-based dialogue. This topic, in particular, provides a suitable field of investigation,
as the amount of research is relatively low when compared to argumentation-based inference, but the
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complexity of the challenges is still very high. Also, considering that Pearl’s framework is model-based rather
than data-driven, an important challenge consists of correctly assembling the graphical models needed to
implement reasoning at runtime, following domain-independent principles. The methodological framework
we presented and the tools provided by FANTASIA allow us to explore the relationship between linguistic
models, numerical measures computed through graph data science, and the graphical structure of PGMs. The
general approach to follow when working with ARDA consists of separating domain-specific knowledge,
represented in the form of graphs, from generic behavioural models, represented using BTs and PGMs. The
role of machine learning remains fundamental but is limited to interactions with the physical world, either to
perceive it (listening and understanding) or to interact with it (generating sentences and speaking).

7 Discussion and conclusions

We have presented the methodological framework developed in the last few years of our cross-disciplinary
research between linguistics and AI. Our aim was to explore the following main contributions:
C1 A linguistically motivated methodological approach that spans from linguistic research to the development

of argumentative dialogue systems (ARDA);
C2 A graph-based interpretation of the methodology for corpus-linguistics data analysis (LORIEN);
C3 A technological architecture for implementing embodied conversational agents using the graph represen-

tation of linguistic concepts (MORDOR).

We started with a graph-based view of corpus linguistics and investigated the correspondence between
linguistic models for dialogue management and Common Ground representations, utilising mathematical tools
linked with graph structures. Subsequently, we explored multiple domains of application for graphs in
dialogue management, ranging from simple knowledge representation to conflict detection in Common
Ground, and currently, to argument selection for recommendation. These linguistically motivated representa-
tion models, combined with Graph Data Science approaches, guide the behaviour of conversational agents
using a combination of graph databases, probabilistic graphical models, and real-time interactive 3D tech-
nology. Through this report on experiences and lessons learned, and by providing the community with the
freely available FANTASIA plugin, we aim to equip researchers interested in Embodied Conversational Agents
with the tools needed to explore alternative approaches to dialogue management, involving but not blindly
relying on LLMs. We believe this approach can serve as a platform for linguistics and computer science
researchers to collaborate in building linguistically motivated conversational AI capable of dealing with
very complex scenarios while remaining accessible from a computational point of view.

More in-depth, the recent success of generative AI approaches in managing dialogues has sparked a
worldwide discussion concerning the actual process that occurs when a human interacts with such a model
through linguistic means. In our model, we make use of generative AI, but we only constrain it to very specific
tasks. In particular, we do not use it for dialogue management. First, we highlight three main aspects of
generative models used for dialogue management:
• They only capture surface aspects of communication because they are trained to predict the most probable
continuation of some textual input;

• Their only intention or goal is to complete the text: they don’t act to pursue any other specific goal, so they
have no other reason to communicate;

• They operate on a reactive basis: being connectionist models, no matter how complex they are, they are not
conceptually different from Braitenberg vehicles (Braitenberg 1986), with all the implications.

On these grounds, we argue that generative AI is a powerful tool for Natural Language Generation only,
and it should be integrated as such into a Conversational Agent. A complete Conversational AI should have an
explicit module dedicated to decision-making modelling inspired by deeper cognitive functions, producing
linguistic output as a means to pursue a desirable goal. In this sense, we emphasise that the emergence of
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dialogues is impossible if one of the involved parties lacks an actual communicative intention. This founda-
tional point has been crucial in a significant amount of cross-disciplinary research involving linguistics and AI
since the early 1990s (Cohen et al. 1990). Intentions, in particular, have been presented as the missing element
in classic philosophical models dating back to Aristotle, based on beliefs and desires, and still present in
modern models, as described in Forguson (1989). Models concerning the philosophy of action explicitly include
intentions, along with beliefs and desires (Searle 1983, Bratman 1987), although this component appears to
emerge at a later stage of human development, as evidenced by studies on the development of theory of mind
in young children (Astington and Gopnik 1991). It should be noted that the perception of intentionality by one
of the parties involved in dialogue is not sufficient for an actual communication exchange to occur. Attribution
of intentions is, in fact, a known phenomenon in psychology (Malle and Knobe 1997). The opposition between
acting based on beliefs, desires, intentions, and possibly also skills and awareness (Malle and Knobe 1997), and
reacting to linguistic stimuli with the most probably appropriate content forms the basis of our stance. In an
attempt to reconcile classic AI approaches with modern trained statistical models, we consider dialogues as
sequences of cooperative communicative actions rather than sequences of coherent language generation
reactions. On the other hand, the flexibility and local contextualisation capabilities of large language models
provide a powerful way to actualise dialogue intentions in linguistic content.

It is important, therefore, not to consider linguistic material as the final output of the communication
process but only as a means to an end, so that the underlying raison d’exprimer becomes the real goal to
pursue. This is evidenced by the amount of research directed towards modelling the relationship between
language and real-world measurements and the improvement in the quality of semantic representations when
combined with video or audio data; language has no reason to exist per se. Causal models (Pearl and
Mackenzie 2018), in this sense, find their way into a model of dialogue management as one of the manifesta-
tions of higher orders of intelligence capable of modelling interventions. In general, we consider language as a
tool used to interact and influence the world to intentionally create desirable outcomes, considering cause-
and-effect links between linguistic behaviour and evolving representations of reality. LORIEN is concerned
with investigating communication strategies in close connection with the pragmatic context, so that the
observed communication strategies can be related to the situational needs of the participants in the dialogue.
These models are then converted into technological implementations to verify their soundness and further
improve them by studying emergent problems and contradictions. We define the set of methodological
procedures to transfer LORIEN findings for use in a computational model as MORDOR.

In MORDOR, neural approaches are mainly used to manage tasks that are closer, in the perception–action
cycle, to the physical level. Machine learning models, in general, are extremely proficient in generalisation and
pattern recognition. However, due to their nature, they are not a good choice for decision-making and
symbolic reasoning, which implies the capability to exhibit goal-oriented behaviour. Classic AI was more
adept at long-term planning and had the advantage of providing clearly interpretable reasoning to motivate
its actions, along with less imposing requirements for computational power and data availability. On the other
hand, due to its need for exact definitions for everything, it struggled and eventually failed to provide a valid
approach for applications that needed to deal with physical reality, as the world is ‘the best representation of
itself,’ as stated by the frame problem.
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