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Abstract: In recent years, there has been an increased attention and interest in quantitative and statistical
models of language contact and language diffusion in space. This article presents an improved model,
multivAreate 2, to estimate spatial and contact relations between languages and dialects based on work
by Guzmdn Naranjo and Mertner ((2022). Estimating areal effects in typology: A case study of african
phoneme inventories. Journal of Linguistic Typology 27(2), 455-80) and Ranacher et al. ((2021). Contact-tracing
in cultural evolution: A Bayesian mixture model to detect geographic areas of language contact. Journal
of the Royal Society Interface 18(181), 1-15). We test our model on three different datasets: Balkans, South
America (Ranacher et al. (2021). Contact-tracing in cultural evolution: A Bayesian mixture model to
detect geographic areas of language contact. Journal of the Royal Society Interface 18(181), 1-15), and
the Americas (Urban et al.,, (2019). The areal typology of western middle and south america: Towards a
comprehensive view. Linguistics 57(6), 1403—-63). We show that this new model can address shortcomings
found in previous models, and it offers some useful tools for researchers working on contact and areal
linguistics.
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1 Introduction

The description of geographical patterns in linguistic structure and their causes is among the primary aims for
dialectologists, sociolinguists, and areal typologists (e.g. Balthasar and Nichols 2006, Bisang 2006, Muysken
2008, Aikhenvald 2006, Glldemann 2018, Bickel 2007, Trudgill 1974). In theory, the classical notion of the
linguistic area or Sprachbund in contact linguistics can be defined as a region in which languages converge
towards a particular typological profile that is not explained by the genealogical relationships between them
or by typological universals (see e.g. Joseph 2020, Bisang 2006, Matras 2011, for a more in-depth discussion of
definitions and related issues). The linguistic area is the net result of numerous local interactions between a
network of speakers of the languages involved, at least some of whom are bilingual or multilingual
(Joseph 1999).

As discussed at length in the literature too vast to summarise here, the notion of linguistic area is riddled
with problems. To begin with, first, it is often not trivial to decide unambiguously which languages do and do
not take part in a linguistic area. As Haspelmath (2001, 1504) states, “Membership in a Sprachbund is often a
matter of degree” (see also Campbell 2017, for a discussion on non-discrete linguistic areas). One of the
consequences of this is that the boundaries of a linguistic area may be somewhat diffuse, with some languages
considered ‘core members’ and others ‘peripheral’ or ‘partial members’. Moreover, linguistic areas can
overlap; their boundaries are not so discrete so that languages can belong to more than one linguistic area.
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This follows from the emergent character of linguistic areas as the result of multifarious contact events
through time. Different groups of speakers of a language may interact with speakers from different contact
languages, or that may have been the case at different time transects. Also, the speaker population as a whole
may be involved in simultaneous or temporally layered contact with multiple languages.

A second point is that structure in the distribution of linguistic features is not always due to contact, and
rarely it is due to contact alone. Shared ancestry and the associated inheritance of linguistic features can also
lead to non-random distributions in language geography, as related languages tend to be geographically close
to each other. Implicational universals, as first defined by Greenberg (1963), are another potential driver of
similarity between related and unrelated languages.

A third point is that high densities in the distribution of certain features in a study area need not be the
result of actual historical processes, whether horizontal (due to common ancestry) or vertical (due to contact
and convergence). Features may be universally preferred, either on global scales or within parts of the world
that are so large that they form a general background signal against which convergence effects take place
(Bickel 2020).

Most of the time, several or even all of these factors are at play. For example, language contact and
implicational universals may work in tandem, as when a contact-induced change in one part of the language
triggers a subsequent change in a different part of the language (Heine and Kuteva 2003).

Because of this complex interplay of distinct but related diachronic processes which shapes the dis-
tribution of typological characteristics in languages, it is challenging to delineate linguistic areas while
separating contact-induced change from patterns in the spatial patterns of features that are governed by
other factors. Thus, to identify a contact-induced linguistic area, it is necessary (1) to identify the languages
involved and (2) to consider the role of non-contact-based explanations for the observed convergence at the
macro level.

Computational methods are a promising new way of approaching this issue, as they can account for a
larger amount of data than a typical human, revealing patterns which may otherwise have remained hidden
(Bickel 2017, 45). In addition, researchers are increasingly recognising the importance of including language
contact as a variable in the study of historical linguistics, with a surge in studies focusing more explicitly on
this aspect of language history (see e.g. Neureiter et al. 2022, Cathcart et al. 2018, Bickel 2017, List 2019, Michael
et al. 2014, Chang and Michael 2014, Kalin 2017, and the references therein).

Studies focusing on the detection of linguistic areas through statistical methods are still relatively
uncommon, and there are even fewer which present a comparison of different methods. Thus, the goal of
this article is threefold: we wish to compare two recent methods for the detection of linguistic areas, develop a
new, improved model for the detection of spatial convergence effects that combines their strengths, and
discuss the results of our model in the light of three case studies. The first one focuses on the Balkans, the
second on the western part of South America including the Andes, and the third broadens the second case
study to include languages of both Central and South America along the Pacific coast.

The two extant approaches we will focus on are those by Ranacher et al. (2021) and Guzméan Naranjo and
Mertner (2023). While both papers propose a Bayesian model for detecting geographical patterns of language
contact, the underlying assumptions of the models are very different, and both have advantages and disad-
vantages. In the light of these, we will propose a modification of the model introduced by Guzman Naranjo and
Mertner (2023) to address some of the noted issues and to incorporate some of the key insights proposed by
Ranacher et al. (2021). Then we will compare the spatial results of this new model with the results obtained by
Ranacher et al. (2021), using the same datasets and same prior selection. Because the model by Ranacher et al.
(2021) cannot do predictive inference, we will only compare our results and theirs in terms of the spatial
structures induced by the model." For the last case study of the article, we diverge from their dataset to test the
model on a larger but less geographically dense dataset containing more missing values.

1 We cannot compare the results from the original (Guzmdan Naranjo and Mertner 2023) model for two of the datasets because it
cannot handle missing data, and both datasets for the Americas have missing data.
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This article is structured as follows. Section 2 presents an overview of the two models we will focus on,
namely, sBayes (Ranacher et al. 2021) and multivAreate (Guzmdan Naranjo and Mertner 2023), and discusses the
advantages and disadvantages of both methods. Section 3 describes the materials used for the experiments, as
well as the new model we propose in this article which tries to overcome shortcomings of both sBayes and
multivAreate. Section 4 presents the results of the three experiments. Section 5 concludes the article.

2 Previous work on spatial effects

2.1 Quantifying contact and areality with Gaussian Processes (GPs): Guzman
Naranjo and Mertner

Guzmdan Naranjo and Mertner (2023) present a model for spatial relations and contact based on several
independent goals: (1) to account for inter-feature correlations, (2) to model both spatial and genetic effects,
(3) and to consider multiple features simultaneously. This is implemented by integrating three different
techniques. Regarding Goal (1), the authors propose to use multivariate probit models to capture multiple
binary features simultaneously, while taking into account inter-feature correlations. That is, the model pre-
dicts dependent binary features as correlated. For Goal (2), their model uses a GP based on Guzmén Naranjo
and Becker (2021) to model the spatial structure of the binary features, and a phylogenetic regression term
(see, Bentz et al. 2015, Guzman Naranjo and Becker 2021, Verkerk and Di Garbo 2022, for multiple examples of
this method) to capture the genetic relationships between the languages. Finally, in their model, the para-
meters for the GP are shared across all features. Sharing the parameters in this way captures the intuition that
a single underlying spatial process is responsible for the distribution of all the features; that is, languages are
in contact with other languages, not with individual linguistic features. In simple terms, the model predicts the
value of multiple dependent binary features from a shared spatial correlation structure, which is calculated
using a GP based on the geographic distance between the languages. We will refer to this model as
multivAreate.”

Because the multivAreate model is a type of generalised linear model, it has all the common features of
spatial regression models, such as the ability to make predictions about unseen data, interpolation (i.e. making
predictions for a grid of points based on the spatial component), the inclusion of covariates, and evaluation
through cross-validation. At the same time, there are several issues with the multivAreate model, which we
separate into fundamental issues and implementation issues. The fundamental issues arise from the model
definition, while the implementation issues arise from modelling choices made by the authors. The latter can
be easily fixed.

We see as fundamental issues that multivAreate (1) has no possibility of dealing with missing data, (2) does
not include prior information about how common each linguistic feature is outside the area studied, and (3)
cannot handle categorical data without binarisation. We elaborate on each of these shortcomings in the
following sections. One of the main problems with the multivAreate model is that it requires complete
information for all languages for all features. However, in typology, it is often the case that we have missing
data arising from incomplete grammatical descriptions. This is particularly virulent in regions where several
languages of key interest are extinct and have been insufficiently documented, barring any possibility to
obtain complete coding for most typological questionnaires (e.g. Urban et al. (2019)). In such cases, it would be
desirable to be able to include all the available data and to treat the missing observations as unknown
parameters by the model. The second issue relates to the fact that the model assumes that all information
about the feature distribution is found in the data itself. However, it is often the case that typologists have
some additional information about the relative frequency of the feature values of the different features. For

2 The original article does not give a name to this model, but we think a name makes it easier to refer to here.
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example, in the original specification of multivAreate, some of the modelled phonemes, like clicks, are
exceedingly rare in the world’s languages, but this information was not provided to the model in any way.
Missing global priors can lead to the model either underestimating or overestimating some spatial effects.

The final drawback of multivAreate is that since it is built on top of a multivariate probit model, it can
only handle binary features.? This means that if we have a categorical outcome with more than two values, we
need to binarise it for the model to work. For example, an outcome with three possible values A, B, and C can be
binarised with two variables X; and X,, where X; represents whether A is present in X and X; represents whether B
is present in X. This is not a hig issue, but it makes working with multivAreate less straightforward in practice.

The main implementation issue we see with multivAreate is that it uses Euclidean distances, which can be a
poor representation of the spatial separation between communities for two reasons. First, Euclidean distances
completely ignore the curvature of the earth, which means that they lead to biased estimates for locations which
are not close to the Equator. Second, Euclidean distances do not take into account topographic features like
mountains, which can have an effect on limiting contact between communities. To solve this issue, we instead
calculated topographic distances for the languages in both datasets. Topographic distances are the shortest distance
between two points but taking terrain elevation into account. Our choice of distance metric is informed by our
knowledge of the specific regions in question, but it is not mandated by the model. GPs are flexible enough to allow
most types of distance metrics, as long as they are symmetric and respect triangle inequalities.

2.2 Bayesian clustering: Ranacher et al.

Ranacher et al. (2021) present a very different approach to spatial modelling, sBayes. Simply put, sBayes
estimates the probability that the similarity between two languages is due to these languages belonging to
a contact area vs the probability of their features being the result of either universal prior preferences or
family effects. Unlike multivAreate, sBayes does not directly model the values of the individual features.

Conceptually, sBayes works with the underlying assumption that linguistic areas are well-defined, discrete
groups, and languages either belong to one or they do not. It does not allow for overlaps between areas or
partial membership. While some linguists still hold this view (van Gijn and Wahlstrom (2023) and Muysken
et al. (2015a)), the more prevalent view of linguistic areas is that they are more diffuse, and that we should not
be thinking about contact categorically, but rather investigate how contact leads to language change and
feature diffusion (Haspelmath 2001, Campbell 2017).

Two more caveats are important to note here. First, it is possible for contact to reinforce features which
are present across families, or even to explain the spread of some features within families. Thus, contact
effects and family effects are not independent, and even if two languages are related, contact between them
could still have had a significant effect on their structural properties. A well-known example is the spread of //
across multiple European languages. While all languages in Europe in which this phoneme is present are Indo-
European, and they therefore inherited the rhotic phoneme, the uvular fricative realisation originated in Paris
and spread to other countries from there (Trudgill 1974, 221). Such cases could be challenging for sBayes,
because it assumes that a language should be assigned only to a contact area if universal preferences and
family effects cannot explain the observed similarities. In a case like the above, a model like sBayes, which only
considers contact as a last resort, would likely attribute the presence of /x/ across different European languages
to shared ancestry, and it would not consider contact as a likely explanation.* More traditional spatial models
will consider both possibilities.

3 In theory, it is possible to also integrate normally distributed outcomes into the model and thus mix categorical, continuous, and
even ordinal variables. However, this feature is not directly implemented in the model, and we do not explore this possibility here.
4 A caveat here is that it might be possible to modify sBayes to better deal with an example like /s/ by making careful choices
regarding how one represents family effects. With this example, we want to illustrate that treating a contact-based explanation as a
‘last resort’ could fail in some types of situations.
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The second caveat is that the amount of contact between two languages, even languages which are
definitely part of a linguistic area, can vary in time depth, intensity, and effects on the linguistic systems
(Aikhenvald 2006, Trudgill 2010). Simply finding that A, B, and C are parts of a contact area does not tell us how
much contact these languages had with each other.

Another potential issue with sBayes is that it cannot take into account inter-feature correlations. It is not
straightforward to quantify to what degree this issue leads to biased estimates in the spatial component in
sBayes. However, since inter-feature correlations are a well-known driver of structural similarity between
languages, it is likely that some bias is induced when not accounting for them. Modelling inter-feature
correlations was one of the aims of the multivAreate model, which is why it can handle them well.

Finally, a restriction of sBayes is that it, unlike multivAreate, can only be used to explore linguistic areas,
and not as a control for language contact in a generalised regression model. While this is not a problem in itself
when studying language contact and linguistic areas, it does mean that its use is more limited in other contexts.
For example, GPs can be used when exploring general typological questions as a way of accounting (i.e.
controlling) for spatial relations (Guzmdan Naranjo and Becker 2021).

While these issues are significant, sBayes also presents some very interesting innovations. In particular,
the model draws on one of the main advantages of Bayesian techniques for the study of language contact and
areal typology: the ability to include prior information in the model.

This is an important innovation approaching a difficult question in the spatial modelling of language. It is
difficult to distinguish between spatial and phylogenetic structure, because related languages tend to be
spoken in close proximity to each other. The way linguists usually approach this issue is by using prior
information they have about the phenomena in question, and thus deciding whether some spatial pattern
is likely due to inheritance or areal diffusion.

For example, if a series of unrelated languages spoken close to each other all share a phoneme P, there are
always three possible explanations: (1) the phoneme was present in all the proto-languages, (2) the phoneme is
shared due to areal diffusion, or (3) the phoneme evolved independently. As we discuss in Section 1, the nature
of contact and diffusion can make distinguishing between these alternatives difficult. From a linguistic per-
spective, (1) and (3) are likely explanations in the case that P is a cross-linguistically common sound, like /a/.
However, (2) becomes much more likely if P is a cross-linguistically very rare phoneme, like /||/. This idea is
implemented by Ranacher et al. (2021), and it allows us to provide the model with empirical information which
will likely improve its ability to make inferences about whether some observed similarity is due to spatial
diffusion or phylogenetic relatedness. As far as we are aware, sBayes is the first model to make this approach
explicit.

Another advantage of sBayes vis-a-vis multivAreate is that it can handle missing data without a problem.
While multivAreate requires that all languages have all features specified, sBayes can work with uneven
datasets, in which some languages have missing values for some features. This is a key drawback of the
multivAreate model formulation in the study by Guzman Naranjo and Mertner (2023).

In summary, we see three main issues with sBayes: (i) it assumes that languages can be discretely assigned
to contact areas, (ii) it cannot do interpolation, and (iii) it cannot be used to extend generalised linear models.

3 Materials and methods

3.1 Methods: Bayesian models of contact and space

Our objective is to have a model which can integrate the best aspects of the sBayes and multivAreate models,
and, if possible, overcome their respective issues. As far as we can tell, it is not clear how one would modify
sBayes to address the issues we pointed out in the previous section. On the other hand, fixing the issues with
multivAreate is not too difficult. For that reason, we take this approach and present a modification of this
model. There is an additional advantage of taking this route, i.e., since the model is coded up in Stan (Carpenter
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et al. 2017),” it is relatively easy to extend or modify this model for other purposes. In contrast, extending and
changing sBayes require a considerable amount of specialised coding since it is implemented with a custom-
written Markov chain Monte Carlo sampler.®

We propose a modification of the multivAreate model which we will call multivAreate 2.” Recall from the
previous section that multivAreate is a model that can predict multiple binary features simultaneously and as
correlated. That is, in multivAreate, we model multiple dependent variables at the same time. It is, in a way,
similar to having multiple logit (or probit) regressions, but with the advantage that the dependent variables
are modelled as correlated. We keep this structure for multivAreate 2 but introduce some changes. First, the
original model uses a single underlying spatial correlation structure. This correlation structure is built with a
GP using the distance between the languages. The reasoning for using a shared spatial correlation structure
across features in Guzmdn Naranjo and Mertner (2023) was that sharing parameters across features could help
reduce bias in the estimation of the parameters. While in principle this sounds like a good idea, we found that
this approach did not work well for the datasets in question, likely due to the much larger number of features
in these datasets compared to the dataset in Guzman Naranjo and Mertner (2023).2 Therefore, we decided to
model the spatial component of each feature independently of each other, and instead explore post-hoc
averaging techniques.’

One of the main improvements we present over the original implementation of multivAreate is that we
have added a missing data component. With this addition, multivAreate can model multiple binary features,
even if some of those features have some missing values for some languages. What this means is that as long as
one of the languages has a value for one of the features, all other features are allowed to have missing values.'
This improvement makes the model more flexible and useful for both typology in general and spatial work in
particular. It also has the implication that this model can impute missing data. Missing data imputation tries to
recover observations missing from the dataset, based on the model and the structure of the data present,
during modelling. In our case, if a language is missing a value for some feature F, the model will try to recover
this value while estimating other model parameters."” For reasons of space, we do not explore this aspect of
our model here, but we have included a small case study with simulated data in the Appendix because we feel
this could be a potentially useful tool for linguists.

The second improvement is that we have added the ability to use empirically informed priors in the
model. The priors provided by Ranacher et al. (2021) give the overall probability p of a feature having the value
1. For features with an informed prior of p = 1, we convert them to 0.99, and for p = 0, we convert them to 0.01,
and then logit transform them. We then put Normal(mu_prior, 0.5) on the intercept of each feature,'” where
mu_prior is the logit transformed global prior and a standard deviation of 0.5" to allow for some variation
since we assume that the global priors are not necessarily exact estimates. This tells the model how common
the feature is overall and forces it to either cover more or less of the variance of the data with the spatial
component. This is a point of departure from Ranacher et al. (2021)’s original model, since in their model, they
used a weakly informative prior (as opposed to our strongly informative prior). For comparison, we also tried

5 Stan is a probabilistic programming language which makes building Bayesian models straightforward. It also allows users to
easily extend and modify models.

6 See https://github.com/derpetermann/shayes for the actual implementation.

7 For reasons of space, we cannot provide a detailed mathematical description of how this model works under the hood, but the
implementation can be found in the supplementary materials, and a brief mathematical description is provided in the Appendix.
8 An additional related reason is that Guzman Naranjo and Mertner (2023) preselected features which had a relatively low
correlation with each other. We are not doing any type of preselection here.

9 Note that the current implementation would also allow for feature sharing across dependent variables. We simply found it
impractical for the present studies.

10 See the Supplementary Materials for the implementation details.

11 A common alternative approach is to do missing data imputation before modelling (Gelman et al. 2013, McElreath 2020, van
Buuren and Groothuis-Oudshoorn 2011).

12 Like in regular probit or logit models, the intercept is the expected value of the dependent variable, when all predictors are set
to 0. This means that the prior is telling the model how frequent we expect the feature to be 1 in the worlds languages.

13 We also tested a meta prior on this parameter, but we found that there was no practical improvement in the models.
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a much wider prior using hyperpriors on the standard deviation of the prior. Instead of setting the standard
deviation to a specific value, we estimate it from a relatively wide sd global ~ Normal(0, 5). In other words,
the model can estimate the error in the universal priors we provide and deviate from them as needed. This
approach with wide priors should emulate the weakly informative priors of Ranacher et al. (2021).

A general explanation of the difference between the narrow and wide specification of the priors is that the
narrow priors assume that the global prior preferences should have a strong effect on the model estimates,
while the wide priors assume that the effect is very weak. In the narrow case, the model needs to see a lot of
evidence to overcome the prior and find estimates different from these, while in the wide case, the model only
needs a small amount of evidence to overcome the priors. We take the question of which type of prior
specification is better to be an empirical one, which we test in the case studies.

Finally, all models include a group effect for linguistic family. This effect is meant to control for genetic
bias. We are well aware that using a phylogenetic regression term can produce more accurate results in a
model (Guzmdan Naranjo and Becker 2021, Verkerk and Di Garbo 2022). However, we chose to use a family
effect for two reasons. First, it allows better comparability with the results by Ranacher et al. (2021) since they
also use a group effect for family, and second, building a phylogenetic term for the Balkan lects is not a trivial
endeavour.

3.2 Materials

In this study, we use the same datasets as Ranacher et al. (2021), but with one modification. The model we
present cannot readily handle categorical data, which means we had to binarise variables with more than two
values. For example, if a feature F has values A, B, and C, we binarise this variable with two binary features F1
and F2, F1 contains the values A and not-4, and variable F2 contains values B and not-B. This is sufficient to
capture the structure of F.'"* We also look at one additional dataset to test the model in a scenario with many
missing values, and less dense coverage.

3.2.1 Balkan lects

Figure 1 shows the location of the Balkan lects in the data. The dataset contains 28 lects with 48 binarised
features (47 before binarisation)."” The lects in this sample include varieties of Albanian, Bulgarian, Macedo-
nian, Torlak, Serbian-Croatian-Montenegrin-Bosnian, Aegean Slavic, Romanian, Aromanian, Istroromanian,
Greek, and Balkan Turkish. It is worth noting that this region is relatively mountainous, with elevations of over
2,900 m. This topography makes use of Euclidean or Haversine'® distances problematic. Instead, we use
topographic distances (see also Guzmdan Naranjo and Jager (2024)) which are the shortest path between two
points taking elevation into account. Even though two points might seem to be very close to each other in a
two-dimensional space, the presence of mountains can make the actual distance much larger.

3.2.2 South American languages

The South American dataset contains 100 languages and 49 binarised features (36 before binarisation).” Figure 2
shows the location of all languages in the dataset. As with the Balkan dataset, the topographic features of the region

14 This is actually similar to how categorical regression works.

15 A description of the features can be found in the Appendix.

16 This is just the great circle distance, also known as the geodesic distance. It measures the distance between two points on the
surface of a sphere.

17 A description of the features can be found in the Appendix.
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Figure 1: Location Balkan lects.

are highly relevant, with some languages being spoken at very high altitudes (see, Urban 2020, Urban and Moran

2021, for a discussion of possible effects of altitude on language). As mentioned earlier, we calculated topographic
distances for all languages in the dataset.

3.2.3 The Americas

Finally, the dataset for the Americas, originally collected by Urban et al. (2019), contains 77 binary features
across 44 languages, spanning from the south of Argentina to the north of Mexico. Figure 3 shows the location
of all languages in this dataset. This dataset differs from the South American dataset in two important ways.
First, the languages for this dataset are all close to the Pacific coast. Second, this dataset sacrifices density
coverage for number of features annotated, and the inclusion of some underdescribed languages. As a con-
sequence, these data have numerous missing data points, 599 out of 3,388 in total (see the Supplementary
materials'®), which should allow us to test our model in an extreme case.

As with the other two datasets, we calculated topographic distances for all languages in this dataset.
Topographic distances in the Americas assume land-based contact only. While we are aware that there was
likely some degree of sea-based contact between some of the languages in our data, implementing two types of
contacts in the same model is beyond the scope of our study.

3.2.4 Empirically informed priors

Our empirically informed priors for the Balkan and South American case studies are the same as those used by
Ranacher et al. (2021) to make our results more comparable. For the Balkans, these are not calculated based on

18 The following is an anonymised link to OSF repository: https://osf.io/73nrb/?view_only=a6c881a0c89d4e05932873f5c758cch9.
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Figure 2: Location South American languages.

a global sample of languages. Instead, these priors are based on a stratified sample of 19 languages belonging to
the Standard Average European (SAE) area, excluding the languages of the Balkans (Haspelmath 2001, Whorf
1956)."° A significant issue with this approach is that since the SAE is itself considered an area with a high
degree of both contact- and family-driven similarity, it is likely to contain a skewed distribution of features
compared to a global sample. Thus, rather than reflecting global tendencies in feature universality, these

19 One point we need to mention is that we were not able to find out which 19 languages were used by Ranacher et al. (2021). We
keep these as they are for comparability because a different selection of languages might produce slightly different results.
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priors represent European tendencies outside the Balkans. For transparency, we will refer to these priors as
‘European’ rather than ‘global’ or ‘universal’.?’

For the American dataset, we do not have a pre-designed global prior dataset. However, because many of
the features used by Urban et al. (2019) are also defined in the World Atlas of Language Structures (Dryer and
Haspelmath 2013), we can use WALS to estimate global priors for a good portion of the features in question (39
in total).

Some of the features are not defined in binary terms in WALS. For example, the order of Subject, Object
and Verb (feature 81 in WALS) is not binary; instead, it has seven possible values: SVO, SOV, OSV, OVS, VSO,
VOS, and Indeterminate. The features in our dataset are defined in binary terms: ‘Is the main order of Verb

and Object VO’? In these cases, we took care of binarising the corresponding WALS features.

20 An additional caveat is that we do not have the original source of the data that were used to calculate these priors, so we are
unable to verify them.
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Since we have relatively large datasets for many of the features, we have two options for estimating the
global priors. The easiest one is to build a relatively balanced sample for each feature and estimate the
proportion of 1’s in the data. This is the approach taken by Ranacher et al. (2021). The idea is that by building
a restricted sample of languages, we control for genetic and areal effects and thus the resulting proportion
more or less represents global tendencies. This means that our global priors are, hopefully, not significantly
shaped contact or genetic tendencies, but really reflect the global preference for each feature.

An alternative is to keep all the data points and use a predictive model for each feature with phylogenetic
and areal controls built directly into the model. We then use the estimate of the intercept (its mean and
standard variation) as the prior for our features. This works because the intercept of a model corresponds to
the expected value of the feature, when all other covariates are set to 0. By adding phylogenetic and areal
controls, we remove most potential biases resulting from either genetic or contact effects, and the resulting
estimates should correspond to global tendencies. We follow Verkerk and Di Garbo (2022) and Guzman
Naranjo and Becker (2021) in using a phylogenetic term? to control for genetic bias, and we use an approx-
imate GP to estimate the spatial relations in the data (Guzméan Naranjo and Becker 2021).”* We model each
feature independently of each other (i.e. we fit individual models to each feature).?® Since each model has a
phylogenetic and spatial component, we can interpret the intercept as the expected value of a feature once we
have controlled for spatial and genetic biases.

To avoid any additional potential effects of contact, we removed all languages from the Americas from the
datasets before estimating the global priors, both with the sampling and the model approaches. While it would
be possible to keep the American languages non in our sample, we believe the more conservative approach of
not considering any American language is the safer alternative in this case. Priors should not be based on the
dataset used when fitting the model. If we were to include American languages in the prior calculations, we
run the risk of introducing bias priors due to, contact effects between the languages in our sample and
languages used for the prior estimation.

4 Results

4.1 Balkans
4.1.1 Cross-validation

We first start by looking at model performance on new data. The idea is that we want to compare different
model specifications, and see how they would perform when trying to predict the values of the features of
languages not in the dataset used to train the model. The model with the highest accuracy (i.e., the model
which best predicts new data points) is the model that best captures the spatial relations in the data. To
perform cross-validation, we split our data into ten groups. We then train each model leaving one group of
data points out and try to predict the left-out group. We then repeat this process for all ten groups. The model
predicts the expected feature value for each feature, for each language.

21 The phylogenetic regression term is implemented by adding a group-level intercept to each language but enforcing the
estimates to respect the structure of the linguistic tree. We use Glttolog 4.5 to build the phylogenetic tree (Hammarstrom and
Forkel 2022).

22 We use a spline-based approximation. The reason is purely practical: fitting a model with an exact GP takes several days for
most of the datasets, and we have 39 features in total. Since we are only interested in the intercept of these models, not having exact
GPs for contact is not a serious issue.

23 In theory, it could be possible to use the very same model we are presenting in this article to estimate the global priors.
However, multi-probit models with GPs and phylogenetic terms become hard to fit when there are more than 500 observations in
the dataset.
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Table 1: Accuracy difference European vs normal priors for Balkan lects

Model Intercept priors Mean balanced accuracy
GP + Family Normal priors 0.629

GP + Family European priors (wide) 0.625

GP + Family European priors (narrow) 0.635

GP European priors (narrow) 0.554

GP Normal priors 0.551

GP European priors (wide) 0.54

We compare the quality of the predictions using balanced accuracy. The balanced accuracy is simply the
accuracy of the model above what we would expect to get by random chance. This is important because
features are not perfectly balanced between 1 (present) and 0 (absent). If, for example, a feature F consists of
80% 1, always predicting 1 for F would produce an accuracy of 80%. Balanced accuracy controls for this
imbalances so that a model that 50% represents the chance level independently of feature value imbalances.

Table 1 shows the mean balanced accuracy for all models. The model with normal priors is the model
without any European prior information, the model with narrow European priors specifies a SD of 0.5 on the
empirically estimated priors, and the model with wide European priors has a meta-prior on the SD of the
empirically estimated priors. In this case, we observe that the model with empirically informed priors has
the highest balanced accuracy of all the models, while the model without family effects performs the worst. We
can mention here that the first model in Table 1 (GP + family with normal priors) is effectively multivAreate 1.
This is the only instance in which we can directly compare multivAreate 1 with the new version, and we see
that the possibility of including external prior information is a clear advantage of the new model.

Figure 4** shows the balanced accuracy of the leave-one-out cross-validation. This plot shows the cross-
validation results of four models, three with both a GP and family effects, and one with only a GP. For the
family effects, we also tested three types of priors on the intercepts: normal priors, global informative
(narrow) priors, and global weakly informative (wide, adaptive) priors. The model without family effects
has informative narrow priors.?®

First, we note that, unlike the spatial patterns shown in the previous section, the predictions of this model
can take into account inter-feature correlations. This means that even if there are no clear areal structures, the
model might be able to make correct predictions for some of the features and feature values. In addition, the
models with family effects can also make use of this information to make predictions.

There are several important observations here. First, multiple features perform at either chance level or
below chance level. What this means is that there is not enough information in the data to predict the left out
observations above the chance level. When we focus on the model without family effects, this effectively
means that the feature in question shows a homogeneous or random spatial distribution. Features like F9
(linking articles: present, absent), F16 (gender differentiation 3PL personal pronoun used referentially present:
present, absent), and F26 (different negation participles for different moods: present, absent) are notable in this
regard because the model which includes family effects has very good predictive power, but the model without
family effects falls below the chance threshold. Effectively, what this approach allows us to do is estimate how
much a feature can be predicted from its spatial component vs other components like family effects.

Second, while the model with narrow priors has a better overall performance, it is not the case that this
model performs best for all features. In some cases, other models come out ahead. Even the model without
family effects has better performance for F46_0 and F46_1.

24 Notice F46_0 and F46_1 are the binarised version of F46 (verb system structure) which has three levels in the original dataset:
full (aor., imperf., perf.), perfect only, absent.

25 While we could also compare all possible combinations of model specifications, we chose to only present one model without
family effects, namely, the specification which reached the best performance when we included family effects. The reason is that
the plot becomes hard to read if we include many more comparisons.
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Third, the model with narrow informed priors and family effects performs slightly better than all other
models, even than the model with wide priors. The implication being that including the informed priors into
the model as a strong baseline for the intercepts does tend to improve model performance overall. Thus, we
can conclude that the ability of adding European (or more generally, global) priors is a useful modelling tool.

4.1.2 Single-feature spatial patterns

Our approach allows us to examine how the model predicts the probability of a particular feature to change
given different spatial locations for individual linguistic features. Since these distributions are highly variable,
often reflecting different histories and causes of diffusion, it is worth examining some of them in some detail.
To that end, we will discuss a number of the features which show a clear areal pattern.

First, we will show the areal patterns of some features which are not traditionally considered constitutive
of the Balkan area (‘Balkanisms,” as they are often referred to in the literature, e.g. Joseph (2010), Lindstedt
(2014, 2000)). We will compare how the use of empirically informed priors affects the estimated spatial effects
by displaying these results alongside those with normal priors. Second, we will discuss the areal results for two
well-known Balkanisms in the light of the literature. The choice of features to discuss is thus based partly on
the results of Section 4.1.1 and partly on insights from the literature. As such, this section is not exhaustive, and
plots for all features are provided in the Supplementary Materials.

For the interpretation of these plots, it is important to keep two additional things in mind. First, the
predictions in these plots only take into account the intercept and spatial term of the model. This means that
the family effects are not taken into consideration, which means that the interpolation effects should only be
seen as how the relative probability of feature F being 1 changes according to its position in space, and not as
an absolute prediction.

Alongside a set of features which are not considered typically Balkan, Ranacher et al. (2021) included a set
of linguistic Balkanisms in their data based on the list by Lindstedt (2000). We will discuss two features from
this set in the light of the literature: F39 (the presence of a postposed definite article) and F44 (the absence of an
infinitive verb form).

An enclitic, postposed definite article is found in the core Balkan languages, including Macedonian,
Romanian, Serbian, and Albanian, which is considered a convergent feature of the area (Joseph 2010, 622).
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Figure 5: Spatial effects for F39: presence of a postposed definite article. (a) European priors: p = 0.84 and (b) normal priors.
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Modern Greek, however, contains a preposed definite article, as does Romani (Friedman 2011). This does not
rule out a contact-based explanation for the presence of the postposed form in the core Balkan languages, nor
does it mean that Greek and Romani must be excluded from the linguistic area; not all Balkan languages must
have every linguistic Balkanism, and indeed, this is rare.

Upon comparing the plots in Figure 5, we see that the model with informed priors estimates steeper clines
between hills and valleys in the plot. In particular, the area of low probability which encompasses varieties of
Serbian-Croatian spoken in Zavala (25), Kobilje (15), Oseschina (28), and (peripherally) Kikinda (16) is more
salient than in the plot with normal priors. A second locus of low probability emerges around the Greek
variety in Eratyra (14), as expected based on the literature. These areal patterns are actually defined by the
absence of a postposed definite article since its presence is relatively common according to the prior. This is in
line with the idea that Serbian-Croatian and Greek are ‘peripheral’ members of the Balkan Sprachbund (Joseph
2020, Lindstedt 2016). Indeed, a similar pattern shows up in multiple plots, including Figure 6 and some of
those in the Supplementary Materials.

Another areal feature of the Balkans is the absence of an infinitive verb form (F44) (Friedman 2011). This is
not really an absence as such, but a case of replacement: finite verb forms have replaced the infinitive form to
the extent that the infinitive has fallen out of use entirely. This process of replacement took place in Greek
during Medieval times, spreading from the urban centre of Thessaloniki to other cities, including Athens,
Heraklion, Constantinople, etc. (see Joseph 1999, for a detailed account). Thessaloniki was highly multilingual,
with close contact between speakers of several languages, including ones which we now classify as ‘Balkan’,
such as Albanian and varieties of southern Slavic like Macedo-Bulgarian. This multilingualism likely facilitated
innovations in the language through processes such as imperfect language learning and analogy. Moreover,
Greek was a prestige language and its urban variants were likely more prestigious yet; thus, speakers of Greek
as well as other languages may have borrowed examples of infinitive replacement from specific phrases used
by the urban speakers who innovated the new constructions, which were then extended to other contexts
through analogy (Joseph 1999, Joseph 2010, Sandfeld 1926).

While this discussion pertains to a very specific form of infinitive replacement, the prior (p = 0.947)
indicates that the absence of an infinitive is an incredibly common feature across the SAE area defined by
Haspelmath (2001). Because of this prior, the main areal patterns we see in the plot with European priors are
defined by the absence of this feature. While we are uncertain whether infinitive replacement and loss is
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Figure 6: Spatial effects for F44 (absence of infinitive: true, false). (a) European priors: p = 0.95 and (b) normal priors.
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actually as common in Europe as indicated by the prior, we are using the same values as (Ranacher et al. 2021)
for comparability.®®

As in Figure 5, the strongest areal signal for the absence of this feature encompasses the Serbian-Croatian
lect of Zavala (25), but in this case, the areal pattern extends southwards towards Balkan Turkish (27) and an
Albanian lect in Muhhur (2). There is also a strong signal involving a Serbian-Croatian lect spoken in Kikinda
(16) and Romanian as spoken in Timishoara (22). The lects of Porech (21) and Zhejan (23) are vaguely connected
with the previously mentioned northern cluster of languages in that they also show a lower probability of the
feature (and indeed, these languages have not undergone infinitive replacement).

The plot with normal priors shows a similar set of areal patterns. This plot allows us to see an area of high
probability encompassing the Greek lect Eratyra (14) and a cluster of geographically contingent languages: the
Albanian of Leshnja (1), Aromanian of Turia (10), and Macedonian of Boboshtica (5) and Kostur (18). This
concentration of high probability towards the south of the Balkan area is expected, since the innovation is
posited to have spread from Greek, as discussed earlier (Joseph 1999).

4.1.3 Aggregated spatial patterns

So far we have only discussed the spatial effects for individual features, but we would also like to get a sense of
the general spatial structure across languages. We will focus on the model with European priors exclusively
for this section, but plots for the model with normal priors are provided in the Supplementary Materials.

Since sBayes focuses on finding general spatial patterns, it is worth starting with the results from their
model. Figure 7 replicates Figure 6 in the original article.” This will work as a reference, but two observations
are worth noting. First, there is a surprising spatial structure in the north, namely, the spatial connections
(‘contact area’ as the authors call it) between the lects of Zhejan (23) and Timishoara (22); and the connection
between the lects of Porech (21) and Osechina (28). These relations seem unlikely a priori because they require
‘jumping over’ lects. In both cases, it seems likelier that genealogical structure in the form of Indo-European
subgroups is driving the similarity between these lects (Slavic in the case of the lects of Porech (21) and
Osechina (28), and Romance in the case of the lects of Zhejan (23) and Timishoara (22)).

Following Guzman Naranjo and Mertner (2023), we first present the spatial correlations of our model.
Since we have independent spatial correlation structures for each feature, here we will only show the
strongest and weakest structures. Figure 8 shows the weakest, strongest, and mean spatial correlation struc-
tures. What these plots show is the potential correlation due to contact or diffusion that the model can find
between two languages. That is, a spatial correlation of 0.5 does not mean that there is in fact contact between
the two lects in question, but rather, that there could be a relatively strong spatial correlation between the two
lects in question. In contrast, a spatial correlation between two locations that is close to 0 means that the model
finds no evidence for any type of contact or diffusion between those locations. This is an important point. The
spatial correlation structures are not necessarily evidence for contact, but can be evidence against contact
explanations.?®

Figure 8(a) and (c) are particularly interesting because these already show a stark contrast with the results in
the study by Ranacher et al. (2021) shown in Figure 7. Specifically, there is no spatial correlation between the lects of
Porech (21) and Zhejan (23) and the other lects. Even when we look at Figure 8(b), the potential spatial correlation
between these two lects and other lects is very weak. Another difference between multivAreate 2 and sBayes is that
the potential correlation between the lects of Stakevci (20) and Kaspichan (13) is very weak in ours.

26 One reviewer correctly notes that this specific prior is somewhat dubious. We cannot say whether it is a mistake by the authors
of the original study or well justified. However, we would like to note that even if there are mistakes in this, or perhaps other priors,
as we saw in the previous section, the model with narrow priors performed generally better than the model with normal priors,
and for this feature in particular, there were no performance differences. We can conclude thus that even if there are some
mistakes in the prior values, they are not large enough to have a major impact on our general results.

27 We have omitted some of the information contained in the original figure, like the overall likelihood of each contact area.
28 Provided model specification, priors and data are reasonable.
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Figure 7: Spatial patterns of sBayes for Balkan lects.

Next, we try two new approaches to combine the information contained on the spatial effects of each
feature in the model. First, we aggregate the spatial effects of all features. To do this, we start with a simple
transformation. Consider the case of two different features, F1 and F2, which are perfectly anti-correlated: if F1
has value 1 for some observation, F2 has value 0. The individual areal patterns of these two features would be
equivalent, but simply adding them or averaging them would result in a null pattern since they would cancel
each other out. What matters is not the absolute value for a point, but rather the change of value from one
point to another. To capture the contrast between regions, we scale and centre the spatial effect of each feature
and then take its absolute value. We then add the transformed spatial effects for all areas, and scale the result
to between 0 and 1 for plotting.*®

The second technique consists of doing image analysis on the areal effects. We perform edge detection®
on each effect plot and then aggregate the edges across all features. Edge detection basically finds the transi-
tion points between areas, effectively finding the places where there are contact barriers. Overlaps will
produce stronger edges. For both plots, we have overlaid the elevation data for comparison.’

There are some clear overlaps between the results of these two approaches. First, and most apparently,
the separation between the lect of Porech (21) and the lect of Zhejan (23) is clear in both figures. Figure 9(a)
shows a dip between the lects, while Figure 9(b) has a very strong edge separating both lects. Other points of
convergence are the separation between Leshnja (1) and other lects, the separation of Kikinda (16) from Vinga
(26) and Timishoara (22), and the separation between Zavala (25) and Kobilje (15). Similarly, we see a relatively
strong separation between Kaspichan (13) and Tihomir (12) in both plots.

29 Note that this is one possible approach. There are other transformations one could try. However, this technique produced the
most readable results for us.

30 We use imagemagick for this task.

31 We also provide more traditional methods of analysis based on clustering and red-green-blue (RGB) compression in the
Appendix. We do not discuss those results in the main article for reasons of space.
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Figure 8: Spatial correlation structures of the model for Balkan lects. (a) Weakest spatial correlation structure, (b) strongest spatial
correlation structure, and (c) mean spatial correlation structure.

Two of the strongest areal signals in Figure 9(a) have their focus in the south, one around Leshnja (Albanian) (1)
and another encompassing Gostivar (27), Janche (3), Trebisshte (6), Gorna Belica (11), and Bitola (4), which are the
locations of several languages which are generally agreed to be core members of the Balkan linguistic area. The
Greek lect spoken in Eratyra (14) is also somewhat included in the area, though with a slight dip in probability,
which makes sense given the somewhat uncertain state of Greek within the Balkans Joseph (2020).

To evaluate whether these areas correspond to actual linguistic differences found in our data, we can
calculate the distance between some of these lects based on their feature values. Binary distances between the
relevant sets of lects is shown in Figure 10.

First, the separation between Porech (21) and Zhejan (23) seems to be valid, and also in agreement with
sBayes. A notable difference between our results and that of Ranacher et al. (2021) is that we find a strong
separation between the lect of Gostivar (27), and those of Zavala (25) and Kobilje (15). Indeed, Figure 10
confirms that linguistically, the lect of Gostivar (27) is very different from those of Zavala (25) and Kobilje
(15). What seems to be happening in sBayes is that because Gostivar (27) is also very different from other
nearby lects like the one in Muhhur (2), and because the model has to assign the language to one of the three
groups, it assigns it to the least unlikely of the groups. This, it seems to us, is a weakness of sBayes.

Another point of difference between our model and sBayes is that we find barriers between the lects of
Stakeveci (20), Sdchanli (19), Tihomir (12), and Kaspichan (13) (of different strengths), while sBayes groups these
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Figure 9: Unified spatial structures for Balkan lects. (a) Aggregated areas and (b) extracted barriers.

Figure 10: Linguistic correlation between lects.
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Table 2: Accuracy difference global vs normal priors for South American languages

Model Intercept priors Mean balanced accuracy
GP + Family Normal priors 0.653
GP + Family Global priors (wide) 0.657
GP + Family Global priors (narrow) 0.666
GP Global priors 0.592

into the same contact area. However, Figure 9(a) and (b) disagree slightly. While the aggregated areas suggest
that the main split occurs between the lects of Stakevci (20) and Sachanli (19) vs those of Tihomir (12) and
Kaspichan (13), the edge detection approach finds a strong barrier between Tihomir (12) and Kaspichan (13).
Based on the linguistic distance between lects, the latter seems more likely. Indeed, Figure 10 shows that these
lects are similar to each other; however, we need to keep in mind that they are all Slavic lects and that much of
their similarity likely springs from this fact. Thus, it is unclear whether sBayes is finding a real contact
structure, or whether it is not able to fully distinguish between family effects and contact effects. Our model
suggests that the contact relations in this region are not as straightforward, and that a good portion of the
variance can be attributed to family effects.

From Figure 10, it is also easy to see why sBayes finds connections between Porech (21) and Osechina (28),
and Zhejan (23) and Timishoara (22): linguistically, these pairs are very similar. Our model, however, cannot
find discontinuous connections which require jumping over other observations. That is, we cannot model a
contact relation between A and C, if B is physically located between A and C but does not partake in the contact
relation. While it could, ultimately, prove to be beneficial for a model to find these types of discontinuous
contact areas, from the literature, we are not aware of claimed contact between the lects of Zhejan (23) and
Timishoara (22).

4.2 South American data
4.2.1 Cross-validation

We start again by comparing model performance on new data. Table 2 shows the average accuracy for each of
the four models for South American languages. As with the Balkan dataset, the model with narrow global
priors and control for family effects performed better than the rest, and the model without family controls
performed worst. Unlike the empirically informed priors for the Balkan dataset, the global priors for this case
study were informed by a stratified sample of languages from across the world. This means that these priors
should reflect global tendencies for the presence or absence of each feature.

Figure 11 presents the balanced accuracy for each feature in the South American language dataset.

4.2.2 Spatial patterns

Figure 12 is a replication of Ranacher et al. (2021)’s results for South America.*® In contrast to the results for the
Balkan lects, the model finds that most languages in South America do not belong to any contact area (those
languages are represented by dots in grey). Moreover, contact areas 1 and 2 extend over very large areas and
connect languages which are located extremely far apart. These are extreme situations of jump-over contact
effects, which we find difficult to interpret. Perhaps the most notable result of this model is that it finds such

32 We have left out line thickness representing posterior confidence because this was rather difficult to read from the plot, and we
were not confident enough that we were not misreading it.
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Figure 12: Spatial patterns of sBayes for South American languages.

faraway connections, but does not seem to infer contact between several languages which are geographically
close together.

For reasons of space, and because the spatial structures in South America seem to be more complex than
in the Balkan data, we will focus exclusively on the effects of the model with global (narrow) priors and will
not discuss or compare the effects of the model without global priors.*?

33 We provide all plots for all features for both models in the Supplementary materials.
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Figure 13: Spatial effects for features F1 and F4. (a) Spatial effects for feature F1 (uvulars and velars) and (b) spatial effects for feature F4
(aspirates).

First, Figure 13(a) (presence of phonemic uvulars and velars) shows a relatively strong Andean vs non-Andean
language separation, similar to the one claimed by Ranacher et al. (2021). However, what we do not see is that this
area extends all the way above Ecuador and to Colombia. Moreover, the areal pattern extends (more weakly) well
into Bolivia and possibly Brazil. This issue becomes more apparent in Figure 13(b) (presence of phonemic aspirated
consonants), which displays a barrier along the Peru-Ecuador border. Figure 13(b) also shows that large-scale areal
patterns are in some cases made up of smaller clusters and not necessarily very large extended areas.

Figure 14(a), showing the distribution of aspirated stops, shows once again an areal structure in Andean
languages in southern Peru and northern Chile, as well as Bolivia, but this pattern is supported by relatively
few observations and stops before reaching the Peru-Ecuador border. Feature F6 is the presence of ‘more
phonemic affricates than fricatives’, which Aikhenvald (2007) associated with Amazonian languages. However,
Urban (2019), drawing on a broad sample of languages not belonging to the Quechuan or Aymaran families,
argues against the claim that Andean languages tend to be less affricate rich. Thus, the areal pattern in our
map reflects the relatively rarity of this feature in the Andes overall, and the fact that the languages which do
have it are not necessarily related. The inferred area encompasses the area where Chipaya (94) is spoken, as
well as Bolivian Quechua (98) and (in the periphery of the area) Aymara (91), Muylaq Aymara (92), and Uru
(88). Indeed, then, this is a phylogenetically diverse area, as three languages families meet here: Uru-Chipaya,
Quechuan, and Aymaran (Torero 2002, Adelaar 2012).

Another areal structure which clearly appears in this figure is the one in the centre, mostly in Brazil,
where languages clearly lack the feature in question. Figure 14(b) (the presence of bilabial and labial fricatives)
is interesting because it shows highly localised areal patterns, as well as some structures in Brazil and Bolivia.
Most importantly, we see again a pocket in southern Colombia and northern Ecuador which behaves quite
differently from its surrounding languages, and other Andean languages.

We will now focus on the aggregated spatial patterns.

As mentioned earlier, the images under Figure 15 show the potential spatial correlation structures
between languages for the models in question. If two languages are not connected in these plots, it means
that they cannot influence each other in the model. If two languages are connected, it means they can, but not
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Figure 14: Spatial effects for features F6 and F7. (a) Spatial effects for feature Feature F6 (more phonemic affricates than fricatives) and
(b) spatial effects for feature F7 (phonemic bilabial and labial fricatives).

necessarily that they do. There are several important observations here. First, sBayes suggests a connection
across the Amazon for the languages Yagua (28) and Jarawara (46). However, this connection is barely visible
in Figure 15(b) with a correlation of about 0.01. The spatial correlation between these two observations is
effectively 0 in the mean case in Figure 15(c). A similar situation can be seen for the predicted connection
between Chayahuita (38) and Yanesha’ (57) which is effectively 0 for all correlation structures (0.03 for the
strongest). The same can be observed for connections between Jarawara (46), Cayubaba (75), and Chiquitano
(93), which all lie below 0.03 in the strongest spatial correlation structure.

Anticipating also some results of the joint evaluation of all features that we move to now, what our model
suggests is that language contact in South America is to a significant degree an affair of contact between close
languages, perhaps within regional systems as outlined in Epps (2020), and larger patterns the product of
different effects, perhaps related to expansion and/or ‘water bucket’ phenomena in which large patterns
emerge from multiple short-distance contact situations.

Figure 16 shows the combined spatial effects of all features, as well as the combined extracted edges.

We find three interlocking zones of high spatial correlation, all centred in the lowlands to the east of the
Andes: (1) the Upper Amazon of Ecuador and Peru, (2) the lowlands of central Peru, on both sides of the Ucayali
river, and (3) the lowlands of northern Bolivia around the Beni and Mamoré rivers. In the results of the model,
the sparsely sampled Andean languages align with their lowland neighbours at the respective latitudes rather
than showing strong evidence of correlation among themselves. Like in the results of Ranacher et al. (2021),
these are connected to one another, though the improved model shows stronger evidence for regional clusters
of languages, perhaps reflecting regional rather than long-distance patterns of interaction.

Indeed, parts of the qualitative literature are consistent with this: the Upper Amazon region, in particular
along the lower course of the Marafién river, is an area of complex linguistic dynamics. The presence of far
western outliers of major language families, such as Cocama (Tupian) and perhaps Patagon (Cariban) along the
course, suggests a history of westward language expansion (Urban Forthcoming, Urban et al. Forthcoming).
While much is still to be understood, Cocama in particular seems to have a history of profound interaction and
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contact, and perhaps creolisation, involving one or more other Indigenous languages (e.g. Cabral 1995, 2000,
Bakker 2020). But evidence for contact is not restricted to this language. Cahuapanan influence on the Muniche
language in phonology and lexicon are discussed by Michael (2013, 339-40), and while some aspects of the data
do not support the idea as unequivocally as Rojas-Berscia and Eloranta (2019) suggest, there is qualitative
evidence for language contact from grammatical subsystems and perhaps shared grammaticalisation invol-
ving not just bilateral contact, but several languages of the region.

In the central part of Peru, Huallaga Quechua (52), Choldn (49), Yanesha’ (57), and Arawakan languages of
the so-called Campa branch, as well as Panoan languages such as Cashibo (48), Amahuaca (55), and Yaminahua
(54), participate in a network of increased spatial correlation structure. The qualitative literature describes
why this may be so in terms of language contact: The most well-known and well-researched case of language
contact is that between Yanesha’ (57) and Quechuan. Yanesha’, an Arawakan language, has been phonologi-
cally literally transformed under Quechuan influence and has received loanwords not only from a Quechua II
variety that give the impression of having arisen in imperial contexts and is associated with male-biased gene
flow from the highlands Barbieri et al. (2014) but also from local varieties of Quechua I that may have arisen in
a quite different and likely more egalitarian context. These effects are described in most detail in Adelaar
(2006) seminal article; the contacts of Yanesha’ (57) have been likely more complex than a bilateral situation as
there is evidence for the signature of a further, unidentified language in Yanesha’ (57) as currently spoken (cf.
Muysken 2012, 240). But also some of the Campan languages seem to have been influenced by their proximity
to the highlands and its languages; van Gijn and Muysken (2020, 190) attribute the loss of mid-vowels in
Ajyiiininka Apurucayali (53, and Yanesha’) to that; and Mihas (2017, 786) ponders whether the presence of
aspirated stops and affricates in Campan can be attributed to contact with Quechuan, which, as we have seen,
are relatively rich in the latter. Finally, Choldn (49) is a language that has a contact history with Quechuan
(Muysken 2012, 239-40), but likely also other languages of the regional linguistic system in which it was
embedded Urban (2021).

Finally, we observe a large network of languages with high spatial correlation in the lowlands of Bolivia,
which extends into the Andes of Southern Peru. The lowland part corresponds, to a large extent, to the so-
called Guaporé-Mamoré linguistic area’ proposed first by Crevels and van der Voort (2008), and our results are
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particularly important since Muysken et al. (2015b) were only able to reproduce the picture as painted
by Crevels and van der Voort (2008) by selecting features manually, but not upon a bottom-up approach
that takes into account an array of features not selected a priori because they show evidence for convergence
in the area. The fact that we can do so through our model lends support to the claim of convergence effects
(though we believe that a lot of more fine-grained research into the linguistic history of the area is necessary at
this point).

The Andean part of this network is less well pronounced in our results, though it is known particularly
well as a region of intense language contact involving four different language groups: Quechuan, in particular
the branch called ‘Quechua IIC’ or ‘Southern Quechua’, Aymaran, in particular the varieties of Aymara itself,
Uru-Chipaya, and Puquina. Evidence for language contact is decisive and involves extensive lexical borrowing,
including core and cultural vocabulary; widespread borrowing of bound derivational morphology; semantic
isomorphism of the function of derivational morphology (compare for these points e.g. Cerron-Palomino
(1994), Adelaar (1986, 1990), Torero (1992) and the descriptions in Cerron-Palomino (2006), Emlen et al. (Forth-
coming), Hannf8 (Forthcoming)), and, under one of the possible accounts, phonological innovation in Que-
chuan of a series of aspirated and ejective consonants under Aymaran influence (see e.g. Torero 1964, Man-
nheim 1991, Landerman 1994, Campbell 1995), for a skeptical view.

The qualitative evidence for the link between the Andes and the Bolivian lowlands that we see in our
results is somewhat weaker, though that may reflect a dearth of research at this point. There is evidence for
contact between highland languages and lowland languages like Mosetén that is evidenced in shared lexical
material having to do with culture (Pache et al. 2016, Adelaar 2020, Zariquiey 2020), in shared views of
numeracy and ways of counting that also involves lexical transfer (Pache 2018) and some structural resem-
blances indicative of contact or perhaps deep ancestry (Adelaar 2020).

Two salient differences between our results and those obtained by Ranacher et al. (2021) lie in the shapes
of the contact areas we observe. They find two latitudinally structured contact areas in the central and
southern parts of the Andes, and an even larger one along the eastern slopes that runs from the Andes
from Ecuador through Peru and into Bolivia.

While their results for the Andes are compatible insofar as we do see the high-contact area in and around
the altiplano of southern Peru and Bolivia reflected in our results as well, it differs in that, in our results,
Jaqaru — Aymara’s sister language within the Aymaran language family — is not part of this network, and that it
is linked to the lowlands via Leco and Mosetén in particular as ‘gateways’. These results do make sense insofar
as indeed the location of Jaqaru in the highlands of Central Peru places it outside of the circum-altiplano
contact sphere, and that, as discussed earlier, there is lexical and grammatical evidence for highland-lowland
contact. While we do not wish to over-interpret the results, these may be indications that the model underlying
this study is better capable of identifying contact-induced similarities and distinguishing them from genealo-
gical inheritance such as that which links Jaqaru and Aymara.

On the other hand, while in our results, the languages involved in Ranacher et al’s Z1 area are also
connected, the spatial structure of the correlations is more suggestive of three cloud-like clusters in the Upper
Amazon, central Peru, and the Bolivian lowlands as discussed earlier. Even though Ranacher et al. (2021) do
not mention this, the qualitative literature precisely contains hints that suggest convergence specifically
among the languages of the eastern slopes that has the same longitudinal structure as observed by them
Wise (2011), Valenzuela (2015). This is not clearly reflected in our results, however.

4.3 The Americas

This case study is slightly different from the previous two case studies because we are not trying to replicate a
previous result of sBayes, but to stress-test multivAreate 2 in a case with an extreme number of missing values
and a very large number of features. For this reason, we do not explore as many model combinations as in the
previous case studies. The first observation is that despite the large number of missing data points in the
dataset, the model had no trouble in terms of computation. From a model fitting perspective, there were no
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Table 3: Accuracy difference prior specification for American languages

Model Intercept priors Mean balanced accuracy
GP + Family Global priors (sampling) 0.6
GP + Family Global priors (model) 0.61

convergence or transition issues. This shows that multivAreate 2 can handle datasets with large numbers of
missing data points without difficulty.

4.3.1 Cross-validation

For this case study, we only focus on two models: one fitted with priors based on a stratified sample of WALS
(sampling-based priors), and one model fitted with priors based on individual models for each feature using
the whole dataset available in WALS minus the American languages (model-based priors). Figure 17 presents
the leave-one-out cross-validation process applied to the American dataset.

The average accuracy by model is shown in Table 3. Both approaches to estimating priors are very close to
each other, with the model-based priors faring slightly better. Overall, there does not seem to be much
improvement from using model-based priors over simpler sampling-based priors.

4.3.2 Spatial patterns

Figure 18 shows the minimum, maximum, and mean spatial correlation structures for the American dataset.
There are several important things to note. First, even though we allowed the model to find much longer
distance correlations, there do not appear to be any above a few hundred kilometres. The mean value for the
length-scale parameters is 2.22, which is very close to 1.49, we found with the South American dataset, and
which restricts contact effects to a few hundred kilometres (up to about 450 km). Even for the feature for which
the model found the largest length-scale, we do not see clear evidence of long-distance contact. This is
important because languages of the South American Pacific coast like Mochica and Esmeraldefio have been
observed to exhibit salient typological similarities with language families of South America. This observation
has been attributed to possible Mesoamerican long-distance contact, and the impressionistic assessments as to
typological similarities in the qualitative literature have in fact been confirmed quantitatively on the basis of
the dataset also used here (Urban et al. 2019). The results obtained here, however, suggest that this proximity is
due to factors unrelated to direct long-distance contacts in prehistory.

If there was evidence for long distance contact effects, we would expect to see a mean correlation plot with
longer, and stronger, correlations than what we see for the strongest spatial correlations in Figure 18(b). The
current model only finds as potential South America-Central America contact some weak correlations between
languages in southern Colombia/northern Peru and languages in Panama. There is no evidence for long
distance Pacific contact relations.

Similarly, and consistent with the results, we obtained for the South American dataset from Ranacher et al.
(2021), our results suggest that larger scale typological patterns across the South American continent are not
likely induced by language contact on a commensurately larger scale. In this vein, Urban et al. (2019) observed
a hitherto unnoted typological gradient in the western (mostly Andean) part of South America. As they noted,
this spatially structured typological variation could either be the net cumulative result of multiple small-scale,
more localised contact events that result from the long-term interaction of speakers of neighbouring lan-
guages, or it could possibly reflect a signal of linguistic history that is different from contact. As already noted
by Urban et al. (2019), there is indeed no scenario derivable from what is known on the prehistory of the South
American continent that would plausibly involve language contact over virtually its entire north-south axis,



30 —— Matias Guzman Naranjo et al.

20°N

20°S

40°S

DE GRUYTER

20°N

20°S

40°S

120°W  110°W  100°W  90°W  80°W  70°W  60°W 120°W  110°W  100°W  90°W  80°W  70°W  60°W
spatial correlation 0.00 025 — 050 — 0.75 — 1. spatial correlation 0.00 025 — 050 — 0.75 — 1.(
elevation _ elevation _

0 2000 4000 6000

(a)

20°N

0°

20°S

40°S

0 2000 4000 6000

(b)

120°W  110°W  100°W  90°W  80°W  70°W  60°W
spatial correlation 0.00 025 — 050 — 0.75 — 1.
elevation _

0 2000 4000 6000

(c)

Figure 18: Spatial correlation structures of the model for American languages. (a) Weakest spatial correlation structure. (b) Strongest
spatial correlation structure. (c) Mean spatial correlation structure.
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suggesting that the pattern may reflect older demographic processes relating to the expansion of humans
across the continent.

5 Conclusion

In this article, we have reviewed how the models proposed by Ranacher et al. (2021) and Guzman Naranjo and
Mertner (2023), which both offer several interesting innovations for the statistical detection of language
contact and linguistic areas. We also discussed the advantages and disadvantages of both methods, and
suggested that we should combine their advantages. To do this, we have proposed an improvement on the
model by Guzman Naranjo and Mertner (2023), multivAreate 2, which solves most of its predecessor’s short-
comings and integrates sBayes’s innovations.

The key properties of this improved method are the following: (1) it can handle highly correlated binary
data, and account (control) for that correlation, (2) it can handle and impute missing data, (3) it can produce
interpolation maps, (4) it can make predictions on new data, and (5) it can be easily integrated into larger
generalised regression models. This is a clear improvement on both sBayes and multivAreate as presented by
Guzmén Naranjo and Mertner (2023).

By using multivAreate 2, we explored three datasets: the Balkans, western South America, and a more
general, sparse dataset for the Pacific region in the Americas. We find that the model correctly captures
multiple areal patterns that have been suggested in the literature, but in ways that sometimes differ drastically
from alternative extant approaches. For the Americas, the model does not find much support for large-scale
contact events along the Pacific coast; instead, we see what is likely the outcome of many contact events at
shorter distances. Similarly, for the Balkans, our model finds little support for long-distance contact, instead
finding local areas of convergence which together result in the observed areal patterns at the macro-level.

One open question is that of jump-over effects, or contact between languages which are not geographically
contingent or where there are other languages between them. As discussed with respect to the Balkan and
South America datasets, sBayes finds jump-over effects even if there is no clear evidence that they are
indicative of contact. The issue is that sBayes does not have any deeper knowledge about the history of the
contact situation, resulting in situations where deep-time phylogenetic relationships may be misclassified by
the model as contact. Properly implementing jump-over contact effects is extremely difficult. The model would
need to be able to distinguish between real and apparent jump-over situations, which is a non-trivial problem.
sBayes consistently finds apparent jump-over effects, while multivAreate never does. We think that the
multivAreate approach is the safer alternative, given that we cannot reliably exclude incorrect jump-over
situations. Ultimately, how to reliably implement jump-over effects in multivAreate will have to remain an
open question for now.

One methodological possibility which we did not explore or discuss in this article is that multivAreate 2
can be easily expanded to handle other types of data along with binary data. Since the model is based on an
underlying Multivariate Normal distribution, it is possible to also include continuous variables, as well as
ordinal variables.>* For example, one could include socio-cultural variables which can be modelled as approxi-
mately normal, and which may be correlated in a non-causal way with other linguistic features. Alternatively,
some count features like number of segments could be modelled as approximately normal and correlated with
other binary features. Another methodological innovation which could be integrated into our model is the use
of informative priors for the correlation matrix. The same way we add universal priors to the intercepts of the
features, we could calculate universal correlation priors across the features in question and add these to the
model. We leave these issues for a future article.

34 Though not categorical variables directly. This remains a non-trivial problem to be solved.
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Appendix
A Mathematic description of multivAreate

The basic definition of multivAreate is as in equation (A1). In this definition j denotes each column (i.e. each
dependent variable) and n each row (i.e. each language). We can think of Y as a Matrix with J columns and N
rows. Each column represents a binary dependent variable, and each row represents a language. We omit here
the family effects to make things less complex. The main aspect of the model happens in the second line, with
the term P;, which is a latent normal component for each binary dependent variable sampled from a multi-
variate normal distribution with correlation . ;; is the actual binary dependent variable, which is 1if Py, > 0
and 0 otherwise.

The spatial component is handled by the GP, here gp;. Here, we do not discuss the kernel function, but any
kernel should work reasonably well. We use a matérn52 kernel.

For adding global priors, we just need to modify the priors on q; by changing it to whatever our global
priors are with a~Normal(..., 0). This tells the model what we believe the baseline probability of each feature to
be. The standard deviation of these priors, o, will make us believe stronger (small o) or weaker (large o). In
this article, we used a small ¢ in order to specify very narrow priors.

Finally, the lines starting with gp;... specify the priors for the parameters. These priors were chosen
partly based on some previous domain knowledge and partly because they helped with model convergence.
There is nothing special about these values.

Yy =1, if Py > 0, 0 otherwise
P; ~ MultiNormal (u, 2)
W= a; + gp;"P;
a; ~ Normal (0, 1)
ﬁ}- ~ Normal (0, 1)
8p; ~ MultiNormal (0, GPCorr) (A1)
Iscale; ~ InverseGamma (5, 5)
sdgpj ~ Normal (0, 5)
Q ~ 1kj(5)
D = Topographic distance between observations
GPCorr = GP kernel (D, Iscale;, sdgpj)

Definition of multivAreate.

We want to note here that the likelihood is implemented in Stan in a very different way than the simple
definition above. The implementation is in the functions block in the Stan model code. These differences have
performance reasons (similarly to how most linear algebra operations have implementations that do not
reflect the way people understand them). But the aforementioned model is an accurate description of what
is going on conceptually.

B Alternative aggregation methods

B.1 Balkans

In this section, we present two alternative, more traditional methods for aggregating the conditional effect
structures. In the main text of this article, we introduce two new techniques, one based on effect aggregation,
and one based on border detection. Here, we show a clustering method and an RGB method.
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Figure A1: RGB compression of the conditional effects for the Balkans.
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Figure A2: Hierarchical clustering based on conditional effects for the Balkans.
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Figure A3: Hierarchical clustering based on conditional effects for South America.

Figure A1 shows the hierarchical clustering based on the individual conditional effect plots. We present
plots for two to nine clusters. We chose these ranges because at nine clusters we start to see regions emerge
without any data points in them. These clusters match very closely to what we saw in the article: a clear south-
central region of high contact, a separation along the middle line between east and west, and a possible
separation between the lects 19 and 12 from 13. This separation only appears in the clustering approach at nine
clusters, suggesting that it is not very strong. The first split at two clusters divides the centre-east region from
the north-western region, suggesting these two areas show the most divergence.

Figure A2 shows the RGB compression Nerbonne et al. (1999) of the individual conditional effects plots. We
created this representation by taking the principal component analysis of the conditional effects for all
features, and picking the 3 main components. We then mapped each component to a Red, Green and Blue
value, which we then converted into a hex colour value. The absolute colour does not represent any specific
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Figure A4: RGB compression of the conditional effects for South America.

value, but locations with similar colours should be linguistically similar according to the spatial component of
the model. In this representation, we pick up most of the same spatial structures as in the other plots: We see a
separation in the centre region and a strong cluster in the south-central region. The Western region also shows
a clear difference from the other regions.

B.2 South America

Next we look at South America. Figure A3 shows the hierarchical clustering of the conditional effects, and
Figure A4 shows the RGB compression. As with the Balkans in the previous section, these representations
mostly agree with each other and with the representations in the main text. We see very similar region
spanning the Andes and in the Amazonas. A difference in this case is that the edge detection for the South
American data did not produce very clear borders, but the RGB structure does seem to indicate that there are
some clear linguistic borders. The most important point, however, is that we do not see (as in the main text)
any indication of very large contact scenarios, rather we find only short-scale contact between languages.

Ultimately, be it edge detection, clustering, effect aggregation or RGB compression, it is important to
interpret the results of the models with respect to the literature, and keeping in mind known areal structures
and contact situations.
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