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Abstract: Despite the rapidly growing body of research on sound symbolism, one issue that remains
understudied is whether different types of sensory information interact in their sound symbolic effects.
The experimental study reported here consisted of two tasks and focused on one such potential interaction:
size associations and cuteness. First, a forced-choice task was conducted in which size ratings were elicited for
pseudowords containing different vowels and consonants. The pseudowords were introduced as names of
alien creatures, which were used as visual stimuli in the experiment. Second, the cuteness of alien creatures
was assessed in a judgement task. Both tasks were completed by the same group of German speakers. In line
with previous research, /a:/ was associated with largeness and /i:/ was associated with smallness. Further, we
found that cuteness modulates size associations in /a:/ and /i:/. For /a:/ judged size increased, while for /i:/
judged size decreased with increasing cuteness. Regarding consonants, we found that /g/ evoked higher size
associations than other consonants under investigation. Interactions of cuteness and consonants did not reach
significance. Our findings call for the integration of other possible factors and features that might show sound
symbolic effects or interactions with such in sound symbolism research.

Keywords: sound symbolism, sound-size correspondence, cuteness, infant schema, German

1 Introduction

Sound symbolism is a specific form of cross-modal correspondence: Certain sounds are associated with certain
sensory information. Such sounds, then, are related to meaning, contra the widely acknowledged Saussurean
arbitrariness of speech sounds (De Saussure 1916). Sound symbolic patterns and influences have, for instance,
been found in consonants and vowels associated with shape (Ahlner and Zlatev 2010, Bremner et al. 2013,
Cwiek et al. 2022; D’Onofrio 2013, Kawahara and Shinohara 2012, Kohler 1929, Maurer et al. 2006, Nielsen and
Rendall 2013, Ramachandran and Hubbard 2001, Westbury et al. 2018) and in naming patterns (Berlin 2006,
Kawahara 2012, Kéhler 1929, Perfors 2004, Ramachandran and Hubbard 2001, Sapir 1929). One of the most
frequently researched types of sound symbolism is size sound symbolism, i.e. the association of speech sounds
and size. Indeed, Sapir (1929) already uncovered that speakers of English and Chinese apparently associate the
open vowel /a/ with largeness, while they associate the close vowel /i/ with smallness. More recent work on size
sound symbolism across languages largely is in line with Sapir’s findings (Berlin 1995, 2006, Blasi et al. 2016,
Johansson 2017, Erben Johansson et al. 2020, Newman 1933, Shinohara and Kawahara 2010, Thompson and
Estes 2011, Westbury et al. 2018; see Diffloth 1994 on the directionality of the effect). For consonants, it has been
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found that largeness is associated with voiced obstruents (Newman 1933, Hamano 1986, Shinohara and Kawa-
hara 2010, Kawahara and Shinohara 2012).

Even though research on sound symbolism is concerned with a variety of different cross-modal corre-
spondences, thus far, potential interactions between different types of sensory information have been
neglected. Take, for example, the popular pair of pseudowords coined by Ramachandran and Hubbard
(2001), following the seminal work by Kohler (1929): bouba and kiki. Commonly, these pseudowords are
used in experiments in combination with a round shape (bouba) and a spiky shape (kiki) to demonstrate
shape sound symbolism: bouba is more often associated with a round shape, and kiki is more often associated
with a spiky shape by participants (e.g. Cwiek et al. 2022). In respective experiments, both shapes are shown in
roughly the same size. But what if both shapes would differ in size? Let us imagine an experiment with four
visual stimuli: a small spiky shape, a large spiky shape, a small round shape, and a large round shape. Each
participant of this imaginary experiment would be presented with a small and a large shape, each differing in
their shape quality. This leaves us with two conditions: Participants see either a small round shape and a big
spiky shape or a big round shape and a small spiky shape. The participants’ task is to choose which of the two
shown shapes fit bouba (or kiki) best. Taking into account only findings on shape sound symbolism, we would
assume that in both conditions the round shapes will be more often associated with bouba than with kiki. If we
were to take into account only findings on size sound symbolism, however, we would assume that the smaller-
sized shapes regardless of their shape quality are associated more often with kiki, as the word contains two /i/
sounds. On the other hand, the bigger-sized shapes would be associated more often with bouba, as the word’s
/a/ sound is associated with largeness. The question that naturally suggests itself at this point is: Do the two
types of sensory information, shape and size, interact or override each other in regard to their sound symbolic
effects, and if so, in what way?

A similar question is the focus of the present article. While we will retain size as one sensory information
of interest, we will pair it with cuteness instead of shape. Thus far, only little sound symbolism research on
cuteness is available. For Japanese, it was found that the bilabials /p/, /b/, /m/, /§/, and /w/ are associated with
cuteness (Kumagai and Kawahara 2017, Kumagai 2019, 2020), while for English, only the unaspirated, low-
frequency bilabials /b/ and /m/ seem to be associated with cuteness (Kumagai 2020).

Somewhat related to cuteness are findings on other positive traits. Klink (2000) found that positive traits
such as friendliness and prettiness are associated with front vowels in American English. Kilpatrick et al. (2023)
showed that cross-linguistically so-called friendship values in Pokémon are typically high in those pocket
monsters with bilabial plosives in their names. Pokémon with /m/, /d/, and /g/ in their names, on the other
hand, come with lower friendship values, while /w/ is associated with neither low nor high friendship values.

What remains is the question of why certain sounds evoke associations of cuteness. Cuteness, as com-
prised from a biological perspective in the so-called ‘infant schema’ (e.g. Lehmann et al., 2013; Lorenz 1943), is a
fundamental feature of human perception and correlates most prominently with size. During the last decade,
the idea of the infant schema and with it the concept of cuteness have been extended beyond visual features to
include olfactory and, most importantly, auditory features (Kringelbach et al. 2016). Babbling infants mostly
produce high-frequency, vowel-like sounds and labial consonants (MacNeilage and Davis 2000, Kringelbach
et al. 2016), and the prototypical idea of an infant can reasonably be related to sucking milk. The latter idea is
also brought forward by Kumagai (2020) as a potential explanation for their findings on Japanese bilabials.
However, for their more restricted findings on English, this explanation is not sufficient. Thus, they put
forward semantic differences between English cute and Japanese kawaii as a potential reason for their
differing findings. While Japanese kawaii is restricted to one meaning, i.e. adorable, lovable, English cute
may also be understood as clever or cunning. The latter, in turn, may relate to findings on villainess, which
is associated with low-frequency consonants such as /b/ and /m/ (Uno et al. 2020). This, in turn, might
strengthen the English associations between cuteness and /b/ and /m/. Further, Kumagai (2020) argues that
the aspiration following /p/ might counteract cuteness associations for English, as aspiration is potentially
related to strength.

Seeing as cuteness and size are both associated with different consonants and vowels, the present article
aims to answer the following research question: Do size and cuteness associations interact when a referent has
both traits? The remainder of this article is structured as follows. Section 2 will introduce the methodology of
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the present investigation, including the choice of stimuli, the procedure of the experiment used to elicit the
required data, and the statistical analysis. The results of the experiment will be presented in Section 3. Section 4
will then conclude this article with a discussion.

2 Methods

To analyse a potential interaction of size and cuteness in sound symbolism, data on these two dimensions were
collected in an experiment that consisted of two parts, a forced-choice task and a judgement task. Data on size
were elicited in the forced-choice task; data on cuteness were elicited in the judgement task. The experiment
was created in OpenSesame (Mathot et al. 2012) and distributed via the MindProbe server (https:/mindprobe.
eu/). The stimuli used in the experiment as well as the procedure during the experiment are explained in the
following sections. Stimuli, data, and scripts are available at the OSF: https://osf.io/qck9r/.

2.1 Stimuli
2.1.1 Auditory stimuli

Auditory stimuli were used in the forced-choice task for size rating elicitation. The auditory stimuli consisted of
recordings of pseudowords to rule out potential effects that real words are known to introduce to experiments:
storage effects (e.g. Caselli et al. 2016), frequency effects (e.g. Gahl 2008, Lohmann 2018), and effects of lexical
relatedness (e.g. Schriefers et al. 1998). One factor that may affect auditory stimulus processing, even when using
pseudowords, is phonological neighbourhood density (PND, Vitevitch and Luce 1998). This potential influence
will be controlled for in the analysis by integrating PND as a covariate. Additionally, real words are connected
either to real-world perception of size for words that represent non-abstract concepts or to abstract concepts for
which size and cuteness as dimensions are either not straightforward to assess or meaningless.

All pseudowords designed for the present study consisted of two syllables, with stress on the first syllable.
Both syllables were open, i.e. without coda consonants. Onsets in both syllables were simple and consisted of
either /d, £, j, k/, or 8.'/d,f, j/, and /k/ were each allowed to constitute the onset of either one or both syllables in
a pseudoword. /g/, on the other hand, was only allowed to be the onset of one of the two syllables. This
difference between /d, f, j, k/ and /s/ was made because of existing German disyllabic words and their syllable
structure. That is, for the earlier four consonants, words containing the same consonant in both onsets and long
vowels as nuclei of both open syllables are attested (e.g. Dodo /do:do:/ ‘dodo’, FIFA /fi:fa:/ ‘FIFA (acronym)’, Jo-Jo
fjozjo:/ yoyo’, Kaki [ka:Ki:/ ‘persimon’).? For /8/, however, there is only one attested word form fitting the disyllabic
open syllable structure with simplex onsets, but this word form does not contain two long vowels as nuclei: rare
/sa:Ba/ ‘rare (feminine)’. Also, this latter word form is an adjective, whereas the former four words as well as the
pseudowords used in the experiment are nouns. As nuclei, the eight long vowels of German /a;, €, e, i, oz, g, u:/
and /y:/ were chosen, and in each pseudoword, both nuclei consisted of the same vowel.? Table 1 provides an
overview of all potential pseudowords; a list of all 96 spelled-out pseudowords can be found at the OSF.

1 One might wonder why, especially in light of previous findings on consonants and cuteness as reported in the Introduction, this
set of consonants, which does not contain any bilabial sounds, was chosen. This is due to the circumstance that the present
experiment was originally designed to only investigate vowels. We were made aware of the findings on consonants only later
by an anonymous reviewer and gratefully integrated them into this article.

2 Note that this later on also led to the exclusion of the data of the two pseudowords /do:do:/ and /jo:jo:/, as they are homophonous
to the existing words Dodo ‘dodo’ and Jo-Jo ‘yoyo.’

3 Note that /e:/ and /e:/ are experiencing a merger in German (Kleiner 2011). Depending on regional variation, /e:/ may be produced
instead of /e:/, calling into question their separate phonemic status. We included both vowels for two reasons. First, the speaker who
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Table 1: Phonological make-up of pseudowords

1st syllable 2nd syllable
c1 Vv c2 Vv
d a: € d a €
f f
j e: i j e: i
k o: : k o:
d, f, j» k u: y: B u:
B d, f,j, k

Consonants (C1, C2) in the same row were allowed to be part of the same pseudoword. Vowels (V) were allowed with all consonants.

During the experiment, pseudoword stimuli were presented as audio cues. For the creation of audio
stimuli, a reading list featuring the pseudowords was created. On these lists, items were embedded within
the German sentence Ich habe pseudoword gesagt ‘I said pseudoword’. A trained native speaker of German
read the entire reading list aloud for practice before recording the list three times in quiet surroundings. The
recordings were sampled at 44.1kHz, 16 bit.

For each pseudoword, the best of the three recordings was chosen by manual inspection. All recordings
were analysed in Praat (Boersma and Weenink 2019) to check whether certain sounds had been mispro-
nounced or omitted. Recordings with such errors and recordings with laughter, stutter, or vocal fry were
dismissed. From the best recordings, the pseudoword audio stimuli were then extracted.

2.1.2 Visual stimuli

Visual stimuli were used in the forced-choice task for size rating elicitation and in the cuteness judgement task.
Images from van de Vijver and Baer-Henney (2014)* were used as visual stimuli in the forced-choice task for size
rating elicitation, and each of the pseudoword recordings was randomly matched with one of the visual stimuli
for each participant. The visual stimuli from this study depict fantasy creatures which one may best describe as
friendly, alien-like beings. In total, all 81 images offered by the study by van de Vijver and Baer-Henney were
adopted for the present experiment. All visual stimuli were also used in the cuteness judgement task.

2.2 Procedure

The online experiment consisted of three parts in total. Participants were told to either wear headphones
during the experiment or to make sure that their environment was as quiet and as little distracting as possible.
2.2.1 Part 1: Forced-choice task for size rating elicitation

The first part of the experiment consisted of the forced-choice task for size rating elicitation. In this task,

pseudoword recordings were randomly matched with one of the visual stimuli. As there were more audio
stimuli than visual stimuli (92 vs 81), for each participant, some visual stimuli appeared in two trials. In each

recorded our stimuli produced /e:/ and /e:/ and did not merge them. Second, even for participants who do merge both vowels,
hearing /e:/ as part of a stimulus should come with little to no distraction, as /e:/ and /e:/ and their merger are not perceived as
strong dialectal markers (Kiesewalter 2019).

4 All images are available from Dinah Baer-Henney upon request.



DE GRUYTER Cuteness modulates size sound symbolism == 5

trial, five differently sized versions of a visual stimulus were presented, with the biggest version on the right
and the smallest version on the left side of the screen (Figure 1). For all fantasy creatures, the highest point of
their body was close to the upper edge of their image file, and the lowest point of their body was close to the
lower edge of their image file. Some of the creatures have a rather tall, thin stature, while others display a
smaller, broad stature. The image files of all tall creatures were re-sized to have a height of 200 px, and the
image files of all small creatures were re-sized to have a width of 200 px. The width of the tall creatures’ and the
height of the small creatures’ image files varied but were below 200 px. The 200 px version of all image files was
used as the smallest visual stimulus. As for the bigger versions within one trial, the second smallest image was
two times the size of the smallest; the third biggest image was three times the size of the smallest image; the
second biggest image was four times the size of the smallest image; and the biggest image was five times the size
of the smallest image. Simultaneously with the display of the five visual stimulus versions, an audio stimulus was
played. Participants were told to intuitively decide which of the five visual stimulus versions fitted the audio
stimulus best by key-pressing the pertinent visual stimulus’ number on their keyboard as quickly as possible.

2.2.2 Part 2: Cuteness judgement task

The second part of the experiment consisted of the cuteness judgement task, which took place after the forced-
choice task so as not to prime participants for cuteness. In this task, each trial consisted of one of the 81 visual
stimuli. All visual stimuli were shown with the same relative size, that is with the medium size of the forced-
choice task. Participants were asked to rate the cuteness of each visual stimulus on a five-point Likert scale,
ranging from 1 nicht niedlich ‘not cute’ to 5 sehr niedlich ‘very cute’ (Figure 2).

2.2.3 Part 3: Personal questionnaire

The third and final part of the experiment consisted of a brief questionnaire in which participants were asked
to provide their age, their L1/L1s, and their L2/L2s. Participants were recruited by word-of-mouth by all authors
and the students of the ‘Sound Symbolism’ course at Heinrich Heine University Diisseldorf during the winter
term 2022-2023.

Overall, 124 participants took part in the experiment; 109 (88%) participants named German as their L1,
while in total, 26 different languages were provided by participants as either L1 or L2. Table 2 gives an
overview of all languages specified as well as the number of speakers for each language within our group
of participants.

As for age, our youngest participant was 17 years old, while our oldest participant was 74 years old. The
mean age was 28.9 years with a standard deviation of 11.7, and the median age was 24. Figure 3 displays the
distribution of age within our data.

Zu welchem Bild passt der gehorte Name?

Figure 1: Visual stimulus and response option display during the forced-choice task. The given question is ‘Which picture does the name
you heard match?’.
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Wie niedlich schatzt du das Wesen ein?

nicht kaum
niedlich niedlich

1 2 3

neutral

niedlich

sehr
niedlich

5

Figure 2: Visual stimulus and response options display during the cuteness judgement task. The given question is ‘How cute do you think
the creature is?’; the options from 1 to 5 say: ‘not cute’, ‘hardly cute’, ‘neutral’, ‘rather cute’, and ‘very cute’.

Table 2: L1 and L2 data of all participants

Language L1 L2 Language L1 L2 Language L1 L2
Arabic 1 2 Greek 3 Portuguese 1 1
Azerbaijani 3 Japanese 1 4 Rumanian 1

Chinese* 1 1 Korean 1 Russian 5 3
Croatian 1 Kurdish 1 Spanish 15
Danish 1 Italian 4 Swedish 3
Dutch 1 1 Mandarin 2 Tunisian* 1

English 5 108 Norwegian 1 Turkish 6 4
French 1 22 Persian 1 Vietnamese 1

German 109 10 Polish 1 none 8

For languages marked by an asterisk, more specific information is not available.

2.3 Data pre-processing and overview

Ahead of conducting the statistical analysis itself, we checked the sanity of the elicited size rating data. While
reaction times were not the focus of the present investigation, they nonetheless provided insight into whether
participants truly chose size intuitively during the first part of the experiment (Baayen and Milin 2010). That is,

ity

dens

50

age

Figure 3: Distribution of age within the data set.
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Table 3: Summary of the dependent variable and the categorical and numerical predictors

Dependent variable

SIZE 1: 832 2:1,968 3:2,897 4:2,833 5:1,443

Categorical predictors

VOWEL /a:/: 1,265 /e:/: 1,283 /e:/: 1,255 /i/:1,291 /0:/: 1,073
10:/: 1,277 /u:/: 1,261 /y:/: 1,268

cl /d/: 1,610 /f1: 1,674 /j/: 1,583 /k/: 1,699 /8/: 3,407

2 /d/: 1,602 //: 1,659 /j/: 1,589 /k/: 1,715 /vl 3,408

1 also German: 2,167 German: 6,862 not German: 944

12 English: 5,575 none: 566 also English: 2,544 also German: 944 other: 344

PARTICIPANT levels: 121

ITEM levels: 94

Numerical predictors Median Mean St. Dev. Min Max

CUTENESS 3.00 2.85 1.26 1.00 5.00

PND 0.00 0.80 1.7 0.00 7.00

AGE 24.00 28.93 11.69 17.00 74.00

data points with reaction times below a threshold of 400 ms were removed, because one may assume that any
decisions made in a shorter period of time are made before proper processing (Kutas and Federmeier 2010,
Hohlfeld et al. 2015). Data points with reaction times above a threshold of 8,000 ms were also removed. As
participants were instructed to decide intuitively, we assumed that everything beyond 20 times the minimum
of required time, i.e. 20 x 400 ms, no longer fell into the area of intuitive thinking, but instead is part of analytic
processing leading to logical decisions (dual-process theories; Evans and Curtis-Holmes 2005). This resulted in
a loss of 1,426 (12.3%) data points, leaving us with 10,188 data points. Finally, the data for the stimuli /do:do:/
and /jo:jo:/ were excluded due to them being homophonous with real words. This led to a loss of a further 215
data points, leaving us with 9,973 data points for the following analyses.

2.4 Statistical analysis

All analyses were conducted in R (R Core Team 2021). The mgcv package (Wood 2017) was used for regression
analyses, and the packages ggplot2 (Wickham 2016) and visreg (Breheny and Burchett 2017) for visualisation.

To predict size ratings, an ordinal variable, ordinal logistic regression in generalised additive mixed
models was introduced. Generalised additive mixed models were used as they allow non-linear effects. Due
to the uncharted territory, our study sets out to explore, i.e. the interaction of cuteness and size ratings from a
sound symbolic point of view; we must assume effects of any type. Hence, using modelling approaches which
only allow linear effects would be insufficient.

The variables used in the following analyses are either concerned with data directly elicited from parti-
cipants, with the segmental make-up of the pseudowords, or with biographical information. Following this
order, all variables are introduced in the following. Table 3, then, presents an overview of the final data set.

SIZE. This variable contains the size rating for a pertinent trial

CUTENESS. The cuteness judgement of a given participant for a given visual stimulus
VOWEL. The vowel of a pertinent pseudoword

cl/ca. The onset consonant of the first/second syllable of a pertinent pseudoword

PND. Higher phonological neighborhood densities indicate the existence of more similar sounding
real words, which in turn may result in unwanted effects such as lower recognition times
(Vitevitch and Luce 1998). While the items at hand are pseudowords, that is, they cannot be
recognised as known words, higher PNDs may nonetheless result in longer comprehension
processes. PND describes the number of words differing in one segment from the pseudoword in
question (Marian et al. 2012, 3)
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ITEM. The pseudoword used in a given trial
AGE. The age of the relevant participant
L1. The L1s of participants were included as categorical variable. Due to the large number of different

languages, with most languages only found in very few participants, we decided against a detailed
inclusion of L1s. Instead, the levels of L1 are either ‘German’, ‘also German’, or ‘not German’

L2. The L2s of participants were also included as categorical variable. As for L1, we decided against a
detailed inclusion of languages. Instead, the levels of L2 are either ‘also German’ (if German is one
of several L2s), ‘English’ (if English is the only L2), ‘also English’ (if English is one of several L2s of
which none is German), ‘other’ (for L2s that are neither German nor English), or ‘none’ (for
participants without L2s). We decided to include ‘(also) English’ as variable levels because a) 108 of
the 124 participants provided English as their L2, and b) there is previous research on cuteness
associations in English (see the Introduction)

parTiciPANT.  The ID of the relevant participant

As the main predictors of interest, vower, C1, and C2 entered the analysis as parametric main effects as well
as in interaction with cuteness. While the reasoning to include these interactions is straightforward — it is these
potential interactions we are mainly interested in — vower, C1, and C2 are additionally specified as parametric
terms to control for their individual main effects. cuteness and PND entered the model as smooth terms to allow
for non-linear main effects. Parametric terms are similar to fixed effects in linear mixed-effects models and so
are smooth terms, with the important difference that the latter allow for non-linear effects of non-categorical
variables. The variables 1tem, ace, L1, L2, and participant were introduced as random smooth terms, similar to
random intercepts in linear mixed-effects models. The formula of this initial ordinal regression model was the
following:

size ~

Cl+

C2 +

vowel +

s(cuteness, bs = “tp”, by = vowel, k = 5) +
s(cuteness, bs = “tp”, by = C1, k = 5) +
s(cuteness, bs = “tp”, by = C2, k = 5) +
s(cuteness, k = 5) +

s(pnd, k =7) +

s(age, bs = “re”) +

s(L1, bs = “re”) +

s(L2, bs = “re”) +

s(item, bs = “re”) +

s(participant, bs = “re”)

During the last years, researchers have become more aware of the issue of collinearity when fitting
regression models (e.g. Tomaschek et al. 2018). In generalised additive models, a similar issue arises by another
name: concurvity (Ramsay et al. 2003). Concurvity occurs when a smooth term in a generalised additive model
could be approximated by one or more of the other smooth terms in the same model. Just like collinearity,
concurvity causes issues of reliability, as estimates become unstable, and with that issues of interpretability.
To avoid such issues, the initial model was checked for concurvity issues. The check revealed that multiple
variable combinations lead to concurvity in the initial model: PND and 1tem, ace and particieant, L1 and
PARTICIPANT, and L2 and participant. From a conceptual perspective, these variable pairings are not surprising.
PND is measured via the segmental make-up of a pseudoword. Hence, both variables PND and item should be
closely related, and one can easily predict one with the other. For particieant, on the one hand, and acg, L1, and
L2, on the other hand, we can assume a similar situation. Therefore, another model was fitted with similar
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specifications as given above, but without rem and particieant random smooth terms. The decision to exclude
reM and participanT instead of their related variables is based on what the variables are able to tell us, should
they turn out to show significant effects. The excluded two cannot really tell us anything as their scope is too
broad. The variables retained, however, have a narrower scope (L1 and L2) or are clearly restricted in terms of
interpretation (ace). The reduced model did not show any concurvity issues; its results are presented in the
following section.

3 Results

The R script and data used for the following analyses can be found at the OSF: https://osf.io/qck9r/.

3.1 The cuteness of alien creatures

Before we dive into the potential sound symbolic interactions of cuteness and size, we provide insight into the
data elicited by the cuteness judgement task. Overall, alien creatures were rated with a mean cuteness of 2.85
with a mean standard deviation of 1.17. The cutest alien was rated with a mean cuteness of 3.98 (SD: 1.11), while
the least cute alien was rated with a mean cuteness of 1.88 (SD: 1.08). The cutest and the least cute alien are shown
in Figure 4. Figure 5 presents the mean cuteness ratings and their standard deviations for all alien creatures.

3.2 Effects on size ratings

The results of the ordinal regression model are given in Tables 4 and 5. For the parametric terms, we provide
the B estimates and the corresponding standard errors (SE), z-values, and p-values. For the smooth terms, the
estimated degrees of freedom, the reference degrees of freedom, the y* values, and the p-values are given.

3.2.1 Individual effects of vowels, consonants, and cuteness

Let us first take a look at the main effect of vowels, consonants, and cuteness. Bonferroni-corrected pairwise
Tukey comparisons for vower based on the predictions of the ordinal regression model are given in Table 6.

Figure 6 is a conditional plot showing the effect of vower holding all other variables constant (median for
numeric variables, most common level for categorical variables). All following effect plots are also conditional
plots. It can be seen that /a:/, /o:/, and /@:/ come with the largest estimated mean sizes, while /i:/ comes with the
smallest estimated mean size.

For C1 and C2, Bonferroni-corrected pairwise Tukey comparisons based on the predictions of the ordinal
regression model found the significant differences shown in Table 7. For the onset consonant of the first

Figure 4: The alien creatures rated cutest (left) and least cute (right).
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Figure 5: Cuteness ratings for all 81 alien creatures. Dots represent the mean, whiskers display +1 standard deviation.
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Table 4: Summary of the parametric terms in the ordinal regression model

Parametric terms B Estimate SE z-Value p-Value
(Intercept) 2.103 0.134 15.679 >0.001
cif -0.086 0.073 -1.185 0.236
(@]} -0.153 0.073 -2.099 0.036
C1k -0.083 0.074 -1.13 0.266
Cir 0.199 0.065 3.049 0.002
c2f -0.002 0.073 -0.021 0.983
2 0.009 0.073 0.129 0.897
C2k 0.086 0.073 1.170 0.242
Qr 0.313 0.066 4.739 >0.001
VOWELE -0.627 0.072 -8.731 >0.001
VOWELE -0.712 0.072 -9.835 >0.001
VOWELI -1.814 0.097 -18.712 >0.001
VOWELO -0.376 0.087 -4.343 >0.001
VOWEL@ -0.325 0.073 -4.470 >0.001
VOWELU -0.681 0.077 -8.810 >0.001
VOWELY -0.851 0.075 -11.409 >0.001

Table 5: Summary of the smooth terms in the ordinal regression model

Smooth terms edf Ref.df Chi.sq p-Value
CUTENESS 1.002 1.003 0.004 0.966
PND 2.750 3.376 8.675 0.036
AGE 0.449 1.000 1.100 0.177
U1 1.409 2.000 65.173 0.028
12 2.980 4.000 14.347 0.336
Interactions edf Ref.df Chi.sq p-value
CUTENESS:VOWELA 2.783 3.320 25.636 >0.001
CUTENESS:VOWELE 1.191 1.355 0.274 0.846
CUTENESS:VOWELE 1.004 1.007 0.049 0.830
CUTENESS:VOWELI 2.329 2.851 18.715 >0.001
CUTENESS:VOWELO 1.035 1.513 2.410 0.333
CUTENESS:VOWEL@ 1.890 2.336 2.038 0.398
CUTENESS:VOWELU 1.003 1.006 0.183 0.670
CUTENESSVOWELY 1.625 2.007 3.151 0.208
cuteness:C1d 1.001 1.001 0.364 0.547
cuteness:C1f 1.001 1.002 0.662 0.417
cuTENESs:C1j 1.001 1.002 0.057 0.813
cuteness:C1k 0.002 0.003 0.000 0.988
cuTeNess:Cr 1.003 1.006 0.441 0.511
cuTeness:C2d 1.222 1.719 1.679 0.394
cuTeness:C2f 1.001 1.001 0.000 1.000
CUTENESS:C2j 1.001 1.001 1.083 0.298
cuteness:C2k 1.719 2.213 1.875 0.409

CUTENESS:C2r 1.001 1.003 0.643 0.424
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Table 6: Bonferroni-corrected pairwise Tukey comparisons for all levels of vowet
a: € e: i: o: o: u:

€ *k%k
e: wkk n.s.
i: *kk *kk *kk
0: n.s. * *k%k *k%k
2: n.s n.s. ** wkk n.s.
u: *k*k n.s. n.s. *k%k *k%k *
y: *k*k * n.s. *k%k *k%k *k%k n.s.
Significance codes: “*** p < 0.001, **’ p < 0.01, “** p < 0.05.
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Figure 6: Effect of voweL in the ordinal regression model.

syllable, significant differences are found comparing /s/ to /d, f, j/, and /k/. For the onset consonant of the
second syllable, significant differences are found comparing // to /d, f/, and /j/.

Figure 7 presents the estimated differences between the individual C1 and C2 consonants. Overall, the
differences between consonants appear to be smaller than the differences between vowels. For C1, /6/ comes
with the biggest estimated mean size, while the estimates of /f/ and /j/ are significantly smaller. For C2, /g/ also
comes with the biggest estimated size ratings, being significantly bigger than /d, f/, and /j/.

Finally, cuteness on its own did not reach significance.

3.2.2 Interactions of vowels, consonants, and cuteness

Let us now move on to the interactions of interest: cuteness and vower, cuteness and C1, and cureness and C2.
Figure 8 presents the effects of the interaction of cureness and vower, which reached significance for /i:/ and /a:/.

Table 7: Bonferroni-corrected pairwise Tukey comparisons for all levels of C1 and C2

c1 Cc2
d f j k d f j k
f n.s. n.s.
j n.s. n.s. n.s. n.s.
k n.s. n.s. n.s. n.s. n.s. n.s.
B * *kk *k%k *k%k *kk *k%k *k%k n.s.

Significance codes: “***’ p < 0.001, “**" p < 0.01, “*’ p < 0.05.
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Figure 7: Effects of C1 (left plot) and C2 (right plot) in the ordinal regression model.
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Figure 8: Effects of the interaction of cuteness and voweL in the ordinal regression model. Each panel displays the effect found for a given
vowel.
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Figure 9: Effect of PND (left plot) in the ordinal regression model and distribution of PND (right plot) in the data.

If an alien’s pseudoword name contains /i:/ as nuclei, cuter aliens are judged to be smaller. However, if the
pseudoword contains /a:/ as nuclei, cuter aliens are taken to be bigger.
The interactions of cureness and C1 and C2 did not reach significance.

3.2.3 Effects of PND, age, L1, and L2

Finally, let us have a look at the results for the remaining variables. The effect of PND is shown in Figure 9,
alongside the distribution of PND in the data. Taking both the effect and the distribution into account, we
conclude that in trials with pseudowords with higher PND values, as for example for /ju:ru:/ with six neigh-
bours (Guru /gu:sy/, Yuri [ju:si:/, Jury [3y:¥i:/, Jura [ju:sa:/, Juri /3u:Ei:/, Juhu /juhu:/), smaller sizes were chosen
by participants than in trials with pseudowords with smaller PND values, as for example for /fo:fo:/ with one
neighbour (Foto /fo:to)).

Bonferroni-corrected pairwise Tukey comparisons for L1 based on the predictions of the ordinal regres-
sion model, as shown in Table 8, reveal that there is a difference between those participants who speak
German as sole L1 and those who have additional L1s. The effect of L1 is shown in Figure 10. That is,
monolingual L1 speakers of German come with higher estimated size ratings.

Neither the effect of L2 nor the effect of ace reached significance.

4 Discussion and conclusion

The present article set out to answer the question of whether size and cuteness associations interact. Using a
forced-choice task, size ratings were elicited for combinations of pseudowords and visual stimuli. Disyllabic
pseudowords were constructed to contain only one of eight German long vowels and the same or different
onset consonants in either syllable. Cuteness judgements for all visual stimuli were elicited on a five-point

Table 8: Bonferroni-corrected pairwise Tukey comparisons for all levels of L1

also German German
German Hkk
no German n.s. n.s.

Significance codes: “*** p < 0.001, “**" p < 0.01, “*’ p < 0.05.



DE GRUYTER Cuteness modulates size sound symbolism == 15

5 -
4 .
3 .
)
N
R7)
2 -
1 .
0 -
also German German not German
L1

Figure 10: Effect of L1 in the ordinal regression model.

Likert scale. Participants made use of the entire Likert scale judging the cuteness of alien creatures, that is, the
visual stimuli employed in the experiment. While there were differences in the cuteness judgements between
participants, overall, all cuteness ratings show roughly the same amount of deviation. Across all participants, a
number of visual stimuli stood out as particularly cute and least cute.

Making use of these cuteness judgements, ordinal logistic regression with size ratings as dependent vari-
able was fitted in a generalised additive mixed model. Within the model, the interactions of interest were
contained: a) cuteness and vower, b) cuteness and C1 (the onset consonant of the first syllable), and c) cuteness and
C2 (the onset consonant of the second syllable). Alongside the interactions, the main effects of the variables
included in the interactions were given, as well as several potentially confounding variables: PND, partici-
pants’ acg, L1s, and L2s.

Among the potentially confounding variables, only PND and L1 showed significant effects. Participants
judged the size of auditory stimuli with a higher number of phonological neighbours to be generally smaller,
while auditory stimuli with one to no neighbours were rated as bigger. A potential explanation for this finding
might lie in the semantics of phonological neighbours for those stimuli that come with such neighbours.
Following the idea of linear discriminative learning (e.g. Baayen et al. 2019), one assumes that phonology
and semantics are not separable but tightly connected for entries in the mental lexicon. That is, if for a
stimulus phonological neighbours are activated, so are their semantics. Analogously, if a stimulus does not
activate phonological neighbours, the semantics of other entries are not activated either. Thus, semantically,
the idea of ‘alien creature’ is more prominent for a stimulus without neighbours than for stimuli with
activated neighbours, whose semantics in turn are co-activated and, therefore, render the idea of ‘alien
creature’ less prominent. With alien creatures being mostly represented as at least human size in popular
culture, the idea of an ‘alien creature’ may thus evoke higher size ratings when semantically activated without
competitors. The effect found for phonological neighbourhood size makes a very interesting case for future
research, especially for research making use of linear discriminative learning. As for L1s, it was found that
monolingual L1 speakers of German generally rate size to be larger than multilingual L1 speakers of German.
While L2 as a variable did not reach significance, most participants provided at least one of eighteen languages
as L2. Due to the rather large number of combinations of different languages as L1s and L2s in our data, we
refrain from any speculations as to why the effect found for L1 exists.

Moving on to the individual effects of vower, C1, C2, and cuteness, the ordinal regression model revealed that
cuteness did not reach significance. For the eight vowels under investigation, it was found that /a:/ comes with
the highest size ratings and that /i:/ comes with the lowest size ratings. These findings are in line with previous
research on size sound symbolism in vowels (e.g. Berlin 2006, Blasi et al. 2016, Johansson 2017, Shinohara and
Kawahara 2010, Westbury et al. 2018). However, /a/ was not alone with its highest rated size: /o:/ and /a:/ were
not rated significantly smaller. A potential explanation may be that /a:/, /o:/, and /g:/ are central or back vowels,
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while /i:/ is a front vowel. That is, size associations of vowels might not only be related to values of the first
formant, i.e. the higher the bigger, but also with values of the second formant, i.e. the lower the bigger, or a
combination of both. However, further research is needed to corroborate this idea. For the five consonants
under investigation, we found that /¥/ is associated with bigger size than /d, f, j/, and /k/ in the onset of the first
syllable and with bigger size than /d, f/, and /j/ in the onset of the second syllable. These findings are somewhat
surprising as previous research reported that size is associated with voiced obstruents (Newman 1933, Hamano
1986, Shinohara and Kawahara 2010, Kawahara and Shinohara 2012). Hence, one would assume that /d/ should
come with size ratings just as high as /s/ for both onsets. Notably, the size ratings for /¥/ are not significantly
different than those for /k/ for the onset of the second syllable. As both sounds are produced dorsally, their
shared tongue gesture may be an explanation. Further, uvular /g/ is produced furthest back, followed by velar
/k/, which in turn is followed by palatal /j/, alveolar /d/, and labiodental /f/. Hence, it seems as if not only voiced
obstruents are associated with larger size but also obstruents produced further back in the oral cavity. One
potential explanation for the divergent findings for /s/ might lie in what Cwiek defined as ‘sound-symbolic
functional load’, the distribution of sound-symbolic communicative force through available means (Cwiek
2022, 57). The sound /g/ is rather rare across languages (Moran and McCloy 2019), and the studies cited thus far
are concerned with languages that lack /g/. In turn, these languages cannot associate largeness with /g/.
German, however, knows /g/ and, apparently, it is a good candidate sound to be associated with largeness,
probably due to its distinctiveness (Anselme et al. 2023).

Let us now take a closer look at the interactions of cureness and voweL, cuteness and C1, and cuteness and C2.
While the interactions of both onset consonants and cuteness did not reach significance, the interaction of
cuteness and vowe did. More precisely, the interaction showed significant effects for two vowels: /a:/ and /i:/. For
the open vowel /a:/, it was found that the cuter the alien creature described by a pertinent pseudoword, the
bigger its associated size. For the close vowel /i:/, it was found that the cuter the alien creature described by a
pertinent pseudoword, the smaller its associated size. For all remaining vowels, no significant effect was
found. Previous research on size sound symbolism found that /a:/ is the ‘biggest’, while /i:/ is the ‘smallest’
vowel (e.g. Berlin 2006, Blasi et al. 2016, Johansson 2017, Shinohara and Kawahara 2010, Westbury et al. 2018).
Interestingly, the ‘size’ of /a:/ is judged to be even bigger with increasing cuteness; that is the ‘higgest’ vowel
becomes even bigger. Analogously, the ‘size’ of /i:/ is judged to be even smaller with increasing cuteness, i.e. the
‘smallest’ vowel becomes even smaller. It appears that cuteness modifies size sound symbolism in vowels at its
extremes.

How can we explain this novel finding? One approach to an explanation lies in the findings of Klink (2000),
who found that positive traits are associated with front vowels in American English. If we assume that
cuteness is a positive trait, a connection of the front vowel /i:/ and cuteness is straightforward. This connection,
then, might potentially enhance the size sound symbolic effect of /i:/ in cute contexts. However, this approach
does not explain why /a:/, an open central unrounded vowel, would be influenced by cuteness in its size sound
symbolic effect and, especially, why the nature of this effect should be contrary to the one found for /i:/, a close
front unrounded vowel. One might assume that Klink’s findings only hold for American English and that
speakers of German also associate central vowels with positive traits. However, this would not account for the
directionality of the effect itself.

Further, similar to Kumagai (2020), one might argue that the German word used in the cuteness judgement
task and its different meanings potentially confounded the interaction of cuteness judgements and vowels. The
attested two meanings of niedlich ‘cute’ are 1) appealing graceful, childlike pretty, nice (and lively) and 2) little
DWDS (2023). Hence, even if the less frequent meaning, i.e. meaning 2), was ‘in use’ by our participants,
cuteness and smallness would still go hand in hand. In turn, an effect should be found for /i:/, the ‘smallest’
vowel, but not for /a:/.

Finally, the infant schema might deliver an explanation. For /i:/, a connection to the infant schema is
straightforward. As babbling infants mostly produce high-frequency vowel-like sounds, humans associate
high-frequency vowels such as /i:/ with infants, i.e. with cuteness. For /a:/, however, a connection to the infant
schema is less straightforward. One might assume that the proportionally big heads and eyes of infants are the
meaningful factor linking cuteness and largeness. Still, this connection would not explain why with increasing
cuteness the associated size of /i:/ decreases, while the associated size of /a:/ increases. One potential



DE GRUYTER Cuteness modulates size sound symbolism = 17

explanation might be the situation in which the relevant vowels are produced by infants. While /i:/ is one of the
babbling sounds and as such part of a group of positive inviting cues (Kringelbach et al. 2016), /a:/, on the
contrary, is articulatorily close to the most frequent vowel in infants’ crying, /&/ (Irwin and Curry 1941), and,
thus, part of a group of negative aversive cues (Kringelbach et al. 2016). Crying is typically perceived as loud
and listeners generally relate high amplitudes to largeness (Grassi et al. 2013). In other words, the difference in
cue nature and the association with largeness might explain the effect of cuteness on size associations for /a:/:
/a:/-like sounds produced by cute entities such as babies are associated with loudness, which in turn is
associated with largeness. Thus, alien creatures whose names contain /a:/ as nuclei are associated with
increasing size the cuter the alien is. /o:/ and /g:/, the other two vowels that were among the highest rated
vowels are not /a:/-like sounds, and therefore, no significant interaction of cuteness and these two vowels was
found.

The apparent influence of one sensory information type on another’s sound symbolic effect comes with
threefold consequences. As a warning, this finding cautions against focussing on but one type of sensory
information in sound symbolism research, i.e. at least in contexts in which more than one type of sensory
information is present or applicable. As a task, it calls for reanalyses of previous research on sound symbolism
in which more than one type of sensory information was present but only one was considered in analyses. As
an opportunity, the present findings shine a light on a potentially wide variety of different types of sensory
information that might influence each other in their sound symbolic effects. Investigating such intricate
interactions will further inform not only sound symbolism research but also linguistics as a whole.

In sum, the present study reported novel findings on size sound symbolism in vowels in that it is
modulated by cuteness. It appears that sound symbolic effects may manifest in intricate interactions when
multiple visual dimensions such as size and cuteness are considered. This finding calls for the incorporation of
multiple types of sensory information where and whenever applicable in research on sound symbolism.
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