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Abstract: In order to explore the establishment of a non-
linear network security situational awareness model based
on random forest in the context of big data, a multi-level
network security knowledge system evaluation model
based on random forest is proposed. This article proposes
a multi-level CSSA analysis system and then uses random
memory algorithm to create a CSSA evaluation model.
Also, it proposes a CSSA multi-level analysis framework
and then uses random forest algorithm to build a CSSA
evaluation model. A random vector distribution of the
same values is used for all forest trees. In this article, the
interval [0,1] is used to quantitatively describe the weight
of the security level. The training sample ratio of test sam-
ples is 110:40, in order to predict the security of the net-
work, the prediction of knowledge is closer to the true
value, and the complexity of multi-level security is pre-
dicted. Use unusual forests. The tree returns the most
recommended part, which is a more realistic assessment
of network security. The experimental results show that
considering the network security situation, the prediction
performance of this method is closer to the actual value,
and the performance is better than the other two methods.
Therefore, perception of multi-level security situations can
be effectively predicted using random access memory. It is
proved that random forest is faster and more efficient in
network security.
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1 Introduction

Following the rapid development of information tech-
nology, applications, human societies, people’s lives,
clouds, and big data, the Internet of Things is evolving,
and the structure, scale, data, and application of the net-
work are becoming more and more complex. Network
security has increasingly become the focus of attention
[1]. Key technology research on the knowledge of network
security situations in big data environments can help to
effectively solve the problem of decomposing the nature
of huge and rapidly changing network security data from
a scientific theoretical point of view and can be useful for
quantitative research on network security assessment. It
helps with network attack randomness. It can analyze
and filter network security situations in the face of uncer-
tainty and uncertainty, measure network security per-
ceptions in big data environments, and solve scientific
problems of integrated decision-making [2]. A key tech-
nology study of knowledge about network security situa-
tions in big data environments provides data acquisition
and data processing methods for network security moni-
toring. Studying the characteristics of network security
data, especially network attacks, vulnerabilities and
threats, harmful programs, etc., studying the mechanism
of characteristics and the relationship between them, and
mastering the laws of network users and group structure
security behavior are of reference significance for the study
of network security active defense [3,4]. Some studies
combine small filters with convolutional neural networks
and use nonlinear sliding method and N-gram language
model to construct a classification model for processing
short texts, which improves the classification effect of short
texts. These one-dimensional data processing methods
do not effectively take advantage of the spatial advantages
of convolutional neural networks and do not take advan-
tage of the weight sharing and local perception advantages
of convolutional neural networks in two-dimensional
matrices.
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As the number of network terminals increases, the
amount of network data generated increases, which puts
forward higher requirements for the understanding and
assessment of the network security situation, as well as
the predicted response time and data processing speed.
Scholars’ research in the field of network security situa-
tional awareness is mostly based on traditional machine
learning algorithms. In the case of multiple data features
and large data samples, the processing speed of traditional
machine learning algorithms is relatively weak, and most
machine learning algorithms rely on artificial intelligence.
Feature selection is not conducive to efficient response to
the network. Therefore, it is particularly important to select
a situational awareness method that can efficiently handle
large sample sizes and multi-attribute features without
relying on human factors.

On the basis of this research, this article proposes a
nonlinear network security situation awareness model
based on random forest under the background of big
data. The CSSA evaluation model is constructed by using
the random forest algorithm. The random vector distribu-
tion of all trees in the forest is the same value, and the
CSSA evaluation model is constructed. The experiment
shows that the model and evaluation method in this article
are feasible, superior to other existing methods in predic-
tion accuracy, time and other performance, and can pro-
vide options to evaluate network security.

2 Literature review

Over the past few years, the speed of the terminal gathering
information is increasing, linked to cloud computing,
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Internet, and stuff technologies that have evolved rapidly.
An early age of data and a rapid increase in data can be
challenges and opportunities for many fields [5]. Cyber-
security knowledge is the ability to identify, understand,
and anticipate the elements that are relevant to the network
environment within a given space and time. A model under-
standing of the network security situation is shown in
Figure 1.

Data aggregation is the core of a network security
situation knowledge model because it is the core of network
security situation knowledge. This is a data aggregation
model [6]. Ahmed et al. offer a more general framework
based on this, combined with the real environment of the
network. As a result, we offer the CyberSA model, which
includes configuration, logging, attack, and other ele-
ments that fully reflect the characteristics of the network
[7]. Rongrong et al. studied and summarized the latest
measurement models and methods for establishing and
enhancing situational awareness in aviation environ-
ment and put forward the future research direction of
situational awareness evaluation method [8]. Pokharel
proposed a prediction framework that can infer the dri-
ver’s maneuver intention for assisted driving and auto-
matic driving, predict the future travel path of traffic
participants by solving and reinforcing optimal control
problems, and determine the parameters of the optimal
management formula [9]. Zeadally et al. used block-
chain technology to support multiple scalable architec-
tures of the Internet of things to improve smart city
security and situational awareness according to the objec-
tives and needs of emerging smart city applications. The
neural network-based network security situational knowl-
edge model mainly uses the advantages of neural networks
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to process high-complexity network environments and
nonlinear data to create a network security situation
awareness model [10]. Kumar et al. used deep neural net-
works to study network security situation assessments
and network security assumptions and proposed the
optimal blurred network security assessment model, and
the improved long-term short-term memory network-
based situation prediction model [11]. Hang et al. com-
bined deep learning with power grid security situational
awareness and proposed a power grid security situational
awareness model based on deep learning [12]. Chen and
Miao proposed an improved LSTM network security situa-
tional awareness framework based on cross entropy and
linear rectification function [13]. Kstle et al. proposed a
security situational awareness evaluation and prediction
model of network security events based on machine learning
and deep learning [14]. Kstle et al. offered, for big data, three
models of network security knowledge. Each template con-
tains three modules: In order to achieve different functions,
the key technologies for recognizing the network situation
include method of extracting features, classification of
network attacks, detection methods, methods of asses-
sing network security, and methods of predicting net-
work security [15]. Aiming at the traditional network
security situation awareness technology, in recent years,
Russell et al. studied the problem that the high-dimensional
characteristics of intrusion data will reduce the perfor-
mance of intrusion detection, proposed a KPCA (PKPCA)
feature extraction method based on particle swarm optimi-
zation, and verified the effectiveness of this method [16].
Peng et al. studied apt attack feature detection technology
under the Salda model [17]. Gomes et al. studied a hospital
network illegal intrusion detection model based on the
combination of an ant colony optimization algorithm and
support vector machine, and experiments show that it has
good application value [18]. Antoniou et al. proposed a k-
nearest neighbor high-speed matching algorithm, and the
experimental results show that the improved k-nearest
neighbor high-speed matching algorithm has high effi-
ciency in processing high-dimensional and massive
sample data [19]. Based on the results of a study on
the knowledge of the network security situation, a
method for evaluating a non-linear multi-level network
security knowledge model based on a random forest is
proposed. Compared to the Bayesian network and the
BP neural network, the random memory algorithm is
more accurate and efficient. In addition, for unbalanced
data, our method can balance errors without creating too
many adjustments.
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3 Research methods

Big data environment refers to the network environment
for collecting, storing, analyzing, calculating, sharing,
and using big data. It belongs to a huge nonlinear com-
plex system. In a large data environment, a large amount
of network security data is combined into a large network
security data. These data are of different types and large
amounts. They access and create network security data
such as status log data, business security data, abnormal
traffic data, intrusion data, vulnerability data, and prop-
erty data. (i) Data Diversity: There are many types of net-
work security data in a large data environment, and the
data attributes are diverse, including category attributes,
sequence attributes, and association attributes. the data
formats are also different. (ii) Dynamic complexity: the
network security status of big data environment changes
complexly with time, and the network security data are
obtained in real-time. (iii) Complex data structure: the
data structure is complex and changeable, showing a
variety of different characteristics, and the characteristic
attributes change over time. (iv) Multi-repetition and het-
erozygosity fusion: the characteristics of network security
data affect and interact with each other, as well as noise
interference [20,21].

3.1 Multi-level CSSA based on random forest
3.1.1 Multi-level CSSA model

The CSSA process basically corresponds to the life cycle
of security data. In the life cycle, the data take different
forms, starting from the original sensor data, involving
data cleaning, data fusion, and event perception, and
ending with a scenario. The upstream security data life
cycle mainly involves data preprocessing, distributed
data storage, data aggregation, and event processing,
while the downstream lifecycle of security data includes
situational assessment, modeling, sequential modeling
and model analysis, baseline, management, and situa-
tional imaging. In order to extract high levels of value
from security data, CSSA conducts a multi-layered ana-
lysis process. Figure 2 shows the information flow of the
CSSA multi-level analysis system. The flow of information
from security sensors to configuration files forms a valu-
able information network to implement CSSA. At the
bottom, sensors receive operational, configuration, and
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Figure 2: Multi-level CSSA analysis framework.

topology information from facilities that contain system
infrastructure and information assets. Sensor data must
be cleaned and normalized as it enters the distributed data
store. Stored in popular databases are key documents on
the history and current state of network infrastructure. It is
difficult to combine data from different sensors into dif-
ferent formats to obtain information. From network traffic
logs to the use of statistics and topology maps, converting
data from disparate data sources into a common represen-
tation format at the appropriate syntax level is difficult and
expensive. A more practical approach should be to move
to semantic or service-level data integration, such as data
communication, data virtualization, and the use of data-
as-a-service. These generic descriptive elements connect
to a distributed database. After processing the data, the
main process of CSSA is to assess and forecast scenarios,
generate an understanding and representation of the cur-
rent situation, and predict how the situation will develop
in the near future [22].

3.1.2 Random forest nonlinear assessment model

Random forest is the theory of learning statistics. The
unimaginable forest is a solution tree. The schemes of
the tree are often mismanaged and mismanaged. When
grouping a tree, the idea is to use the “Merge” method,
and the main idea is to recreate the bootstrap using the
first step to design the bootstrap tops. Many nonlinear
decision trees can then be combined to make predictions,
and the final hypothesis can be made by voting [23].
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All decision tree classifiers are defined as h(X,6;), and
the classification result of each decision ternary model
is defined as shown in formula (1):

k
H(x) = max ) I(h(x) = Y). (1)
Yoia
The advantages of the random forest model are con-
vergence and upper bound of generalized error. For group
classifiers, the margin function is used to measure whether
the average number of correct classifiers exceeds the
average number of incorrect classifiers. The higher the
margin value, the more reliable the classification assump-
tion. The margin value function is shown in formula (2):
mg(X, Y) = avild(h(X, 6x) = Y)
- max avil(h(X, 6y) = j). @
j#Y
Errors in general conclusions should be determined
according to the characteristics of ordinary votes, as
shown in formula (3):
PE* = PX, P(mg(X, Y) < 0). 3)

As the number of decision trees in random forest
increases, all sequences 0 1,... 6. PE* converges almost
everywhere, and the convergence of generalization error
is shown in formula (4):

_ Py(h(X,60) = Y)
lim PE* = Pyy| _ max Py(h(X, 6) = <0 | @
o j#Y

This indicates that the model is not suitable for aug-
menting decision trees. At the peak of the general error,
Chebyshev’s inequality is shown in formula (5):
vary,y(mg(X, Y))

PE* < .
Ex,ymg(X, Y)?

(©)

According to Eq. (5), we define the classification strength
of a single decision tree, as shown in formula (6).

s = Eyymg(X, Y). ©)

Then, a function of the general upper error limit, as
shown in formula (7):

PE* < ;)(15_—25,2). @)

4 Result analysis

4.1 Analysis

This article selects the detection data from the 140-20
week report from 2018 to 2021, including data from the
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Table 1: Network security situation awareness level
Level Threatening Vulnerability Disaster tolerance Stability
Security Low Low High High
Mild hazard Medium Low/medium High/medium High
General hazard High/medium High/medium Medium Medium
Moderate risk High Medium/high Medium/low Low
Highly dangerous High High Low Low
Table 2: Corresponding table of network security situation Table 3: Actual and expected outputs of model evaluation
Level Threat Vulnerability Disaster Stability Sample Actual Expected Actual Expected
index index recovery index number output output threat threat level
index level

Low [0,0.4) [0,0.3) [0,0.4) [0,0.3) 1 0.9 0.9 High High
Medium  [0.4,0.7) [0.3,0.6) [0.5,0.8) [0.3,0.7) 2 0.9 0.9 High High
High [0.7,1.0] [0.6,1.0] [0.8,1.0] [0.7,1.0] 3 0.8 0.8 Medium Medium

4 0.7 0.7 Medium Medium

5 0.6 0.6 Medium Medium

6 0.3 0.3 Low Low

. . . 7 0.5 0.4 Low Low
China National Internet Emergency Response Center, which
contains five characteristics of the virus.
The number of virus-infected hosts, the number of
TPR = TP/(TP + FN). (8)

stolen and modified websites, the number of hijacked
cross-border websites, the number of phishing pages on
cross-border websites, and the number of new informa-
tion security vulnerabilities [24,25] are listed in Table 1.

The weight of safety level in Table 1 is quantitatively
described by interval [0,1], as shown in Table 2, which is
convenient for the evaluation and analysis of the model.

For the evaluation of security situation indicators,
the ratio of test samples to training samples in this
experiment is 110:40. The comparison results of network
output and expected output of some test samples are in
Table 3.

The above experiments show that 110 training sets
and 40 test sets are close to the actual output when using
the random forest assessment model for network security
situation assessment. The model is evaluated, as shown
in formula (8):

Among them, TP assumes the positive class as the
positive class, and FN assumes the positive class as the
negative class. The data in Table 4 show that the random
forest-based multi-level CSSA model evaluation method
described in this article is superior to Bayesian network
and BP neural network in terms of accuracy, absolute
error, and prediction speed.

This article and other methods are used to predict the
network security situation. The specific results are shown
in Figure 3.

As can be seen from the figure, considering the net-
work security situation, the prediction performance of
this method is closer to the actual value and outperforms
the other two methods. Therefore, the use of random
access memory is effective in predicting the perception
of multi-level security situations.

Table 4: Comparison of CSSA evaluation results under different algorithms

Performance index Bayesian network

BP neural network Random forest

TPR/% 75.0

Kappa statistical mean 0.23
absolute error 0.15
Root mean square error 0.30
Time taken/s 0.05

87.5 97.50
0.40 0.93
0.09 0.06
0.21 0.14
0.05 0.03
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Figure 3: Prediction results of network security situational
awareness.

4.2 Future research direction of network
security situational awareness
technology in big data environment

In this age of big data, research on the security situation
of the network in a big data environment is highly
valued, improving knowledge of the situation and asses-
sing the security situation of the network. Predictability,
timeliness, and accuracy can better ensure network security
in a large data environment. In the future, network security
knowledge technology in big data environments can be
studied in the following ways: (i) Conducting research
on big data environments, systematized, standardized,
and adapted to different application options in the net-
work security knowledge model, that is, adaptive research,
Highly scalable, sustainable network security situation
knowledge system breaks down key technologies for
extracting network security situations, situation assess-
ments, and predicting situations in big data environments;
(ii) establishing an effective, complete, and measurable
comprehensive system of network security situation
assessment indexes in a standardized big data environ-
ment, and accurately, comprehensively, and accurately
describing the network security situation in a big data
environment, and providing a scientific basis for situation
assessment provide. assumptions. (iii) In-depth study of
security data characteristics, analysis of the relationship
between security data characteristics, and analysis of
methods for extracting and analyzing elements of dynamic
heterogeneous security data from multiple sources. (iv) In-
depth study of network security measurement models in large
data environments, measurement methods, measurement
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functions, analysis models, in-depth research on measure-
ment security object decision criteria, achievements net-
work security measurement system, comprehensive and
large decision-making criteria in the information environ-
ment. in-depth knowledge; (v) to absorb and learn the
advantages of various industries, to study new methods
and ideas for quantitatively assessing the security of the
network in a big data environment, to study the nature of a
huge amount of security information in a big data envir-
onment, to be comprehensive and efficient; and to make
effective method for accurately assessing the security
situation of a network in a large data environment.

(vi) To study the technology of predicting the security
situation of the network based on the new generation of
artificial intelligence science and technology, thus adapting
to the security requirements of large information network
environment with large data volume, dynamic changes,
high real-time requirements and high coordination, and
support the proper management of network security.
Decide on guidelines for active and dynamic protection
of cyber security.

5 Conclusion

The situation awareness model evaluation method based
on random forest can realize fast and accurate situation
prediction. The multi-level CSSA model constructed in
this study aligns the CSSA process with the security
data life cycle. Experiments show that this model and
evaluation method are feasible, superior to other existing
methods in prediction accuracy and time, and can pro-
vide options to evaluate network security. The future
research direction is to optimize and improve this method,
so that this method can be suitable for the model evalua-
tion of large-scale complex networks. Although the situa-
tional awareness research method based on random forest
proposed in this article improves the effect of network
security situation understanding, assessment, and predic-
tion to a certain extent, and has certain advantages in
model establishment time and accuracy, there is still
much room for improvement. Although the imbalanced
data are adjusted and optimized in this article, the data
imbalance still has a great impact on the experimental
results, so the model framework will be optimized to mini-
mize the impact of imbalanced data on the accuracy of the
model. The experiments in this article are all simulation
experiments, and the situation understanding and evalua-
tion and prediction methods proposed in this article have
not been applied to the real network for practice loss.
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