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Abstract: The ultrathin form factor of metalenses makes

them highly appealing for novel sensing and imaging appli-

cations. Amongst the various phase profiles, the hyperbolic

metalens stands out for being free from spherical aber-

rations and having one of the highest focusing efficien-

cies to date. For imaging, however, hyperbolic metalenses

present significant off-axis aberrations, severely restricting

the achievable field-of-view (FOV). Extending the FOV of

hyperbolic metalenses is thus feasible only if these aber-

rations can be corrected. Here, we demonstrate that a

Restormer neural network can be used to correct these

severe off-axis aberrations, enablingwide FOV imagingwith
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ahyperbolicmetalens camera. Importantly,wedemonstrate

the feasibility of training the Restormer network purely

on simulated datasets of spatially-varying blurred images

generated by the eigen-point-spread function (eigenPSF)

method, eliminating the need for time-intensive experi-

mental data collection. This reference-free training ensures

that Restormer learns solely to correct optical aberrations,

resulting in reconstructions that are faithful to the original

scene. Using this method, we show that a hyperbolic metal-

ens camera can be used to obtain high-quality imaging over

a wide FOV of 54◦ in experimentally captured scenes under

diverse lighting conditions.

Keywords: flat optics; metalenses; neural network; decon-

volution; imaging
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1 Introduction

Metasurfaces have emerged as a transformative technol-

ogy in optics due to their potential to replace, or even

outperform, traditional optical components with ultra-thin,

multi-functional ones. Within the field, the metasurface

counterparts of traditional lenses (so-called metalenses)

are particularly attractive as these are the most ubiqui-

tous elements in optical systems, usually taking the vast

majority of space and weight. Unlike traditional bulky

lenses, metalenses utilize nanoscale structures to manipu-

late the fundamental properties of light (typically the phase)

locally and abruptly, making them invaluable for applica-

tions in imaging, sensing, and optical metrology [1], [2].

The capability of metalenses to replicate complex phase

profiles while remaining ultrathin also offers significant

advantages over their bulky counterparts, where freeform

optics is usually expensive and difficult to manufacture

[3]–[5].

Within the different metalens designs explored by the

community, the one that imparts a hyperbolic phase profile

in the incident beam is particularly attractive as it is free

from spherical (and any other spatial) aberrations when

illuminated on-axis [5]. In addition, the focusing efficiency

of these metalenses remains the highest demonstrated to

date, making them commonly used for light-focusing appli-

cations, including those requiring high-numerical apertures

(NA) [6]–[11]. However, while the hyperbolic lens is theoret-

ically diffraction-limited along the optical axis, it presents

strong off-axis aberrations, translating into a point-spread

function (PSF) that rapidly deteriorates as the angle of inci-

dent light departs from normal [12]. In an imaging experi-

ment, this causes the resultant image to be aberrated with

a spatially varying blur, which traditional deblurring meth-

ods such as theWiener filter [13] cannot remove. As a conse-

quence, these off-axis aberrations severely limit the usable

field-of-view (FOV) of hyperbolic metalenses and, therefore,

their use in imaging applications.

To circumvent this issue and expand the FOV of met-

alenses, the community has explored alternative phase

profiles, such as the quadratic one [14]–[20], or multi-

element configurations (doublets, triplets, or other lens

arrays) [21]–[25]. While these are indeed able to provide a

wide FOV (up to even 180◦ in some cases), they come at the

cost of spherical aberrations and poor efficiencies (in the

case of quadratic phase profiles) or fabrication complexity

and overall system size (in the case of doublets or systems

with an aperture).

As a result, part of the community is now turning

their attention to the possibility of correcting this issue

on the software side rather than the hardware one. In

this regard, iterative deconvolution algorithms have been

recently introduced to correct for such spatially varying

aberrations [26]. These, however, are typically slow and

prone to reconstruction artifacts [17]. These algorithms are

also sensitive to noise and require precise calibration of

the spatially-varying PSFs which is challenging in prac-

tical applications. Over recent years, deep-learning algo-

rithms have been increasingly applied to remove aberra-

tions from metalens images [27]–[36]. Their fast inference

speed, combined with robustness against noise and exper-

imental errors, make them highly appealing and success-

ful for metalens imaging postprocessing. However, many

demonstrations of deep-learning deblurring are reference-

based, requiring tedious curation of experimental datasets

of measurement and ground truth pairs. This could also

result in overfitting to specific imaging conditions, such as

lighting, magnification, alignment, and other experimen-

tal parameters for which the experimental dataset was

collected. As such, these trained networks would not be

readily extended to deblur images under different imaging

conditions.

Here, we present a neural network-enabled, reference-

free hyperbolic metalens camera for wide FOV imaging. In

particular, we employ a Restormer neural network to cor-

rect the severe off-axis aberrations of these type of lenses,

ultimately enabling aberration-free imaging over 54◦. By

reference-free training, we mean that while the network

is trained in a supervised manner, it does not require any

experimentally acquired reference datasets, whether from

external imaging systems or curated target images (e.g.,

pictures displayed on a screen). Instead, all training data

are generated synthetically by simulating spatially varying

blurred images using the eigenPSFmethod [26], which auto-

matically provides the ground truth based on the physics

of the imaging system itself. This eliminates the need for

time-consuming curation of experimental datasets and also

ensures that the trained network only removes optical aber-

rations without overfitting to specific imaging conditions.

We demonstrate that our hyperbolicmetalens camera deliv-

ers robust imaging performance in low-light conditions,

during close-up photography, and under diverse lighting

directions and occlusions.
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2 Results

2.1 Design, fabrication and optical

characterization of the metalens

The hyperbolic metalens used in this work has a phase

profile given by the expression

𝜙(r) = 2𝜋

𝜆

(
f −

√
r2 + f 2

)
, (1)

where r is the radial distance from the center of the lens,

and 𝜆 and f are the design wavelength and focal length,

respectively. The fabricated metalens has a diameter of D =
5 mm and f = 1.813 mm, designed at a working wavelength

of 𝜆 = 850 nm with a numerical aperture of NA = 0.81.

The (wrapped) hyperbolic phase profile was mapped using

amorphous silicon (a-Si) nanopillars with a circular cross-

section (to maintain polarization-insensitive response) on a

fused silica substrate. These pillars are arranged in a hexag-

onal lattice (lattice constant of 350 nm) and have a fixed

height of 500 nm and diameters in the range of 140–264 nm

(Figure 1a–d). The simulated transmittance and phase as

a function of the pillar diameter are also plotted in

Figure 1e.

The samples are fabricated using a 12-inch, deep ultra-

violet (UV) immersion photolithography scanner (see details

inMethods) and optically characterized using a goniometric

optical setup (Figure 2a). This characterization setup, which

has a calculated magnification of 83.3 (resulting in an effec-

tive detector pixel size of 41.4 nm) allows imaging the PSFs

of the fabricated hyperbolic metalens at various angles of

incidence (AOI). Figure 2b compares these measurements

against theoretical PSFs calculated with Fourier optics sim-

ulations (details in Supplementary information). As can be

seen, there is a close match between the measured and

simulated PSFs, with minor discrepancies likely attributed

to fabrication errors.

2.2 Hyperbolic metalens camera

The hyperbolic metalens camera comprises only two com-

ponents (Figure 1g and h): the metalens and a complemen-

tary metal oxide semiconductor (CMOS) detector (Thor-

labs, Zelux-CS165MU), resulting in an ultra-compact design.

(a)

(e) (f) (g) (h)

(b) (c) (d)

Figure 1: Fabrication of the hyperbolic metalens and the imaging setup. (a) Schematic of the hexagonal unit cell of the metalens with a lattice constant

of a = 350 nm, consisting of cylindrical nanopillars with a height of H = 500 nm and diameters, D, ranging from 140 nm to 264 nm. (b) Optical image of

a wafer with an array of metalenses patterned using deep UV immersion photolithography. (c, d) Scanning electron micrographs of the metalens

depicting the patterned a-Si nanopillars on a glass substrate. (e) The simulated phase and transmittance of uniform a-Si nanopillar arrays with height

of 500 nm and diameters ranging from 140 to 264 nm with a step size of 2 nm. (f) Optical image of the fabricated 5 mm diameter metalens. (g) Optical

image of the hyperbolic metalens camera used in imaging, where the (h) metalens (white circle) is mounted directly in front of the CMOS detector (red

square).
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(a)

(b)

Figure 2: Characterization of the hyperbolic metalens. (a) Optical setup for angles of incidence dependent optical characterization of the hyperbolic

metalens PSFs. The laser (850 nm wavelength) output isexpanded using two lenses and an aperture to distribute the intensity uniformly across

the metalens. These are mounted on a rotating arm of a goniometer that enables different AOI illumination on the metalens. The metalens focuses

the collimated laser at the focal plane, which is then imaged onto the CMOS detector using an objective lens (Olympus, MPLAPON100X) and a tube

lens (150 mm focal distance). (b) (top) Experimentally measured PSFs at different angles of incidence compared to (middle) simulated PSFs for

the hyperbolic metalens. We use a log-normalized colormap for better visualization of these PSFs. The scalebars (white) have sizes of 10 μm and 2 μm
for the main image and its inset, respectively. (bottom) The horizontal line profiles of the measured (red) and simulated (blue) PSFs.

The scene is illuminated with a light-emitting diode (LED)

with a dominant wavelength of 850 nm (Thorlabs M850L3)

and bandwidth of 30 nm (setup figure in Supplemen-

tary information). The hyperbolic metalens, mounted at a

distance f = 1.813 mm from the detector, focuses the illu-

minated scene onto the sensor to form the image. In this

work, we used only the detector’s central 512 × 512 pixels,

corresponding to an angular field-of-view (FOV) of 54◦, due

to memory constraints during network training. Beyond

this computational limitation, the practical FOV of our

hyperbolic metalens camera is also restricted by physical

factors: at larger angles, the PSFs eventually spread beyond

the detector size, and exhibit weaker signal, making them

difficult to capture and accurately model the physics of

image formation for our eigenPSF method.

2.3 Restormer deblurring

Figure 3 shows the schematic of our computational deblur-

ring approach for hyperbolic metalens imaging. Using our
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imaging setup, we first measured the PSFs at different AOIs

ranging from 0◦ to 40◦ (Figure 3a), with denser sampling at

smaller angles to capture rapidly varying PSF shapes and

sparser sampling at larger angles where the PSFs primarily

grow in size (see Supplementary information). Note that

these imaging PSFs are different from the measured PSFs

depicted in Figure 2b as there is no external magnification

in the imaging setup. These imaging PSFs are computation-

ally rotated to populate a PSFmap that covers the full extent

of an image corresponding to an angular FOV of 54◦ as

(a)

(b)

(c)

Figure 3: Schematic for computational deblurring using the Restormer architecture trained on eigenPSF-simulated images. (a) The hyperbolic

metalens is characterized using the measured PSFs, and the flatfield records the noise profile of the imaging system. (b) Simulated images are

obtained using the eigenPSF method to apply spatially varying blur on the ground truth dataset, and further corrupted by noise created by augmenting

the flatfield measurement. (c) The Restormer architecture is used to deblur and denoise the images. Illustration created using PlotNeuralNet [39].
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shown in Figure 3a. These spatially-varying PSFs are then

eigendecomposed into spatially-invariant eigenPSF bases

weighted by the corresponding eigencoefficients [26] (see

Supplementary information) to simulate spatially-varying

blur applied to ground truth images from Google’s Open

Images dataset [37], [38]. This enables efficient and accu-

rate generation of large training datasets with spatially

varying PSFs, a task that would otherwise be prohibitively

slow or experimentally impractical. Each simulated blurred

image is corrupted with noise by augmenting a measured

flatfield through random rotations and flips (Figure 3b).

The total time taken to simulate 3,500 noisy and blurred

images on a single NVIDIA L40 GPU was approximately

10 min.

A Restormer network [40] is trained using these 3,500

simulated images as input, and their corresponding ground

truth images as the desired output (Figure 3c). We use the

default parameters and loss functions described in the

original paper [40] for theRestormernetwork, except reduc-

ing the number of channels to [36, 72, 144, 288] for layers

L1 to L4, respectively due to GPU memory constraints. This

constitutes a total of 14.8million trainable parameters in our

Restormer network. Using 4 NVIDIA L40 GPUs, training for

200 epochs with a batch size of 1 took approximately 48 h.

Figure 4 shows the rawmeasurements from our hyper-

bolic metalens camera and the corresponding results

of Restormer deblurring on the images (see Supple-

mentary information for more results). The characteristic

aberrations due to the hyperbolic lens phase profile are

evident in the sharp features at the center of the image

and the increasing coma at larger incidence angles. The

images here are not diffraction-limited due to the broad-

band LED used to illuminate the scenes and photos. The

physical size of the detector pixels also limits the resolution

of the measurements.

Despite the spatially-varying aberrations in the mea-

surements, the trained Restormer network is able to deblur

the full FOV of the images in real-time (∼50 ms per

image), recovering features even toward the edges of the

images. By using a reference-free dataset, we avoid over-

fitting to specific imaging conditions during the training

of the Restormer network. This is further demonstrated in

Figure 5 where under varying illumination directions and

obstructions, our trained Restormer is still able to recover

features even with low lighting at various regions of both

the scene and printed USAF card.

Figure 6 further demonstrates the improved quality of

deblurring from our trained Restormer network over other

existing state-of-the-art approaches. The first of which is an

Autograd implementation of the eigenCWD algorithm [26]

which utilizes PyTorch’s [41] inbuilt automatic differentia-

tion engine to perform optimization instead of using analyt-

ical gradients (details in Supplementary information). The

reconstruction from this iterative approach in Figure 6 is

contaminated with noisy artifacts as it only accounts for

spatially-varying blur and not the noise characteristics of

the sensor. In addition, as an iterative algorithm, the Auto-

grad implementation of eigenCWD is incapable of real-time

deblurring (∼1 min per image on a single NVIDIA L40 GPU).
Using the same dataset, we also trained a Multiscale neural

network architecture [42] which has recently been used

in image reconstruction applications for metalenses [31],

(a)

(b)

(c)

(d)

Figure 4: Deblurring images from the hyperbolic metalens camera using the trained, reference-free Restormer network. The (a) measured and (b)

deblurred images of scenes taken around a lab. The (c) measured and (d) deblurred images of printed photos placed before the camera. All images

have the same angular FOV of 54◦.
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(a)

(b)

(c)

(d)

Figure 5: Deblurring images from the hyperbolic metalens camera with varying illumination direction and obstructions. The (a) measured and (b)

deblurred images of the same lab scene under different lighting. The (c) measured and (d) deblurred images of a printed USAF card, where the card

was tilted in the last column. All images have the same angular FOV of 54◦.

Figure 6: Comparing deblurring performance using various algorithms. The Restormer network surpasses both Autograd and Multiscale methods

in both spatially-varying deblurring capabilities as well as suppressing noise.

[32] (details in Supplementary information). However, we

observe residual smeared artifacts in the output of the

Multiscale network, likely attributed to the presence of

noise in the training dataset which the network is unable

to fully remove. This suggests that the Restormer network

remains robust against noise and demonstrates improved

performance in spatially-varying deconvolution over exist-

ing state-of-the-art methods.

3 Conclusions

In this work, we have demonstrated wide FOV imaging

with a hyperbolic metalens camera. By using the eigenPSF

method as an efficient forward model to simulate the

metalens’ spatially-varying blur computationally, we cir-

cumvent the need for experimental curation of datasets

for training a deblurring neural network. In addition, the

Restormer network used for postprocessing the images

enables real-time aberration correction (after training)

compared to time-consuming iterative algorithms, and addi-

tionally remains robust against noise and experimental

errors.

Our findings suggest that the FOV in hyperbolic met-

alens imaging could be further extended by leveraging

advances in computational power to train on larger image

sizes. Additionally, the diffraction-limited resolution of the

hyperbolic lens along the optical axis remains underutilized
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due to current limitations in detector pixel sizes and the

large bandwidth of the illumination source. With future

improvements in hardware, this work has the potential

to open new pathways toward achieving high-resolution,

wide-FOV imaging with hyperbolic metalenses.

4 Methods

4.1 Fabrication of metalens

A 193 nm argon fluoride (ArF) deep-ultraviolet (DUV)

immersion photolithography process combined with a dry

etching process is used to fabricate the hyperbolic metal-

enses. The metalens comprises millions of amorphous sil-

icon (a-Si) nanopillars, which are patterned on a 350 nm-

thick a-Si film deposited using plasma-enhanced chemical

vapor deposition (PECVD) on a 12-inch fused silica wafer.

The wafer was then diced into small coupons, and the

individual a-Si metalenses were subsequently etched using

a dry etching process. Hence, the metalens pattern was

transferred from the photoresist to the a-Si film, forming

a-Si nanopillars. The 480 nm a-Si pillars were etched in

multiple smaller steps instead of a continuous step. This

process is recommended, especially when performing deep

etching with high aspect ratio pillars. After every etching

step, the chamber undergoes a 5-min cooling period before

the next step. This not only provides smoother sidewalls

but also protects the pillars from undercutting. A residue

layer of SiO2 (30 nm) remains on top after a-Si etching as

a part of the etching hard mask, but it possesses no hin-

drance to the optical performance, and therefore, we do not

remove it.

Acknowledgements: The authors would like to acknowl-

edge the computational resources provided by the NUS Cen-

tre for Bio-Imaging Sciences.

Research funding: This work was supported by the A∗STAR

Graduate Scholarship, the AME Programmatic Grant, Sin-

gapore, under Grant A18A7b0058, and the Early Career

Research Award from the National University of Singapore

(NUS).We also acknowledge funding support fromNUS Cen-

tre for Bioimaging Sciences (E-154-00-0020-01).

Author contributions: RPD and AIK conceived the work.

JY developed the theory and numerical simulations. EL

designed the metalens. EK designed the nanopillars. SS,

AH, KHL, and FYH fabricated the samples. DS and JY per-

formed the experiments. JY and RPD wrote the manuscript

with inputs from all authors. RPD, AIK, and NDL super-

vised the research. All authors have accepted responsibility

for the entire content of this manuscript and consented to

its submission to the journal, reviewed all the results and

approved the final version of the manuscript.

Conflict of interest: Authors state no conflict of interest.

Data availability: The code and dataset used in this work

are available at https://doi.org/10.5281/zenodo.14746073.

References

[1] A. I. Kuznetsov, et al., “Roadmap for optical metasurfaces,” ACS

Photonics, vol. 11, no. 3, pp. 816−865, 2024,.
[2] T. H. Son, Q. Li, J. K. W. Yang, H. V. Demir, M. L. Brongersma, and

A. I. Kuznetsov, “Optoelectronic metadevices,” Science, vol. 386,

no. 6725, p. eadm7442, 2024,.

[3] A. I. Kuznetsov, A. E. Miroshnichenko, M. L. Brongersma, Y. S.

Kivshar, and B. Luk’yanchuk, “Optically resonant dielectric

nanostructures,” Science, vol. 354, no. 6314, 2016, Art. no. aag2472..

[4] P. Genevet, F. Capasso, F. Aieta, M. Khorasaninejad, and R. Devlin,

“Recent advances in planar optics: From plasmonic to dielectric

metasurfaces,” Optica, vol. 4, no. 1, pp. 139−152, 2017..
[5] M. Pan, et al., “Dielectric metalens for miniaturized imaging

systems: Progress and challenges,” Light Sci. Appl., vol. 11, no. 1,

p. 195, 2022,.

[6] F. Aieta, et al., “Aberration-free ultrathin flat lenses and axicons at

telecom wavelengths based on plasmonic metasurfaces,” Nano

Lett., vol. 12, no. 9, pp. 4932−4936, 2012,.
[7] R. Paniagua-Dominguez, et al., “A metalens with near-unity

numerical aperture,” Nano Lett., vol. 18, no. 3, pp. 2124−2132,
2017,.

[8] M. Khorasaninejad, W. T. Chen, R. C. Devlin, J. Oh, A. Y. Zhu, and

F. Capasso, “Metalenses at visible wavelengths: Diffraction-limited

focusing and subwavelength resolution imaging,” Science, vol. 352,

no. 6290, pp. 1190−1194, 2016,.
[9] Z.-B. Fan, et al., “Silicon nitride metalenses for close-to-one

numerical aperture and wide-angle visible imaging,” Phys. Rev.

Appl., vol. 10, no. 1, 2018, Art. no. 014005..

[10] H. Liang, et al., “Ultrahigh numerical aperture metalens at visible

wavelengths,” Nano Lett., vol. 18, no. 7, pp. 4460−4466, 2018,.
[11] T.-Y. Huang, et al., “A monolithic immersion metalens for imaging

solid-state quantum emitters,” Nat. Commun., vol. 10, no. 1, p. 2392,

2019,.

[12] H. Liang, et al., “High performance metalenses: Numerical

aperture, aberrations, chromaticity, and trade-offs,” Optica, vol. 6,

no. 12, p. 1461, 2019,.

[13] N. Wiener, Extrapolation, Interpolation, and Smoothing of Stationary

Time Series: With Engineering Applications, London, England, MIT

Press, 2019.

[14] M. Pu, X. Li, Y. Guo, X. Ma, and X. Luo, “Nanoapertures with

ordered rotations: Symmetry transformation and wide-angle

flat lensing,” Opt. Express, vol. 25, no. 25, pp. 31471−31477,
2017,.

[15] A. Martins, et al., “On metalenses with arbitrarily wide field of

view,” ACS Photonics, vol. 7, no. 8, pp. 2073−2079, 2020,.
[16] D. K. Sharma, et al., “Stereo imaging with a hemispherical

field-of-view metalens camera,” ACS Photonics, vol. 11, no. 5,

pp. 2016−2021, 2024,.

https://doi.org/10.5281/zenodo.14746073


J. Yeo et al.: Neural network enabled wide field-of-view hyperbolic metalens — 3337

[17] A. V. Baranikov, et al., “Large field-of-view and multi-color imaging

with GaP quadratic metalenses,” Laser Photon. Rev., vol. 18, no. 1,

p. 2300553, 2024..

[18] E. Lassalle, et al., “Imaging properties of large field-of-view

quadratic metalenses and their applications to fingerprint

detection,” ACS Photonics, vol. 8, no. 5, pp. 1457−1468, 2021,.
[19] X. Luo, F. Zhang, M. Pu, Y. Guo, X. Li, and X. Ma, “Recent advances

of wide-angle metalenses: Principle, design, and applications,”

Nanophotonics, vol. 11, no. 1, pp. 1−20, 2022,.
[20] F. Yang, et al., “Wide field-of-view metalens: A tutorial,” Adv.

Photonics, vol. 5, no. 3, p. 033001, 2023,.

[21] A. Martins, J. Li, B.-H. V. Borges, T. F. Krauss, and E. R. Martins,

“Fundamental limits and design principles of doublet metalenses,”

Nanophotonics, vol. 11, no. 6, pp. 1187−1194, 2022,.
[22] A. Arbabi, E. Arbabi, S. M. Kamali, Y. Horie, S. Han, and A. Faraon,

“Miniature optical planar camera based on a wide-angle

metasurface doublet corrected for monochromatic aberrations,”

Nat. Commun., vol. 7, no. 1, p. 13682, 2016,.

[23] A. Wirth-Singh, et al., “Wide field of view large aperture

meta-doublet eyepiece,” Light: Sci. Appl., vol. 14, no. 1, p. 17,

2025,.

[24] M. Y. Shalaginov, et al., “Single-element diffraction-limited fisheye

metalens,” Nano Lett., vol. 20, no. 10, pp. 7429−7437, 2020,.
[25] B. Groever, W. T. Chen, and F. Capasso, “Meta-lens doublet in the

visible region,” Nano Lett., vol. 17, no. 8, pp. 4902−4907, 2017,.
[26] J. Yeo, D. Loh, R. Paniagua-Domínguez, and A. Kuznetsov,

“EigenCWD: A spatially-varying deconvolution algorithm for single

metalens imaging,” Opt. Express, vol. 33, no. 13, pp. 28481−28492,
2025.

[27] X. Dun, H. Ikoma, G. Wetzstein, Z. Wang, X. Cheng, and Y. Peng,

“Learned rotationally symmetric diffractive achromat for

full-spectrum computational imaging,” Optica, vol. 7, no. 8,

pp. 913−922, 2020,.
[28] E. Tseng, et al., “Neural nano-optics for high-quality thin lens

imaging,” Nat. Commun., vol. 12, no. 1, p. 6493, 2021,.

[29] S. Tan, F. Yang, V. Boominathan, A. Veeraraghavan, and G. V. Naik,

“3D imaging using extreme dispersion in optical metasurfaces,”

ACS Photonics, vol. 8, no. 5, pp. 1421−1429, 2021,.
[30] Q. Fan, et al., “Trilobite-inspired neural nanophotonic light-field

camera with extreme depth-of-field,” Nat. Commun., vol. 13, no. 1,

p. 2130, 2022,.

[31] S. Hu, et al., “Deep learning enhanced achromatic imaging with a

singlet flat lens,” Opt. Express, vol. 31, no. 21, pp. 33873−33882,
2023,.

[32] Y. Zhang, et al., “Deep-learning enhanced high-quality imaging in

metalens-integrated camera,” Opt. Lett., vol. 49, no. 10,

pp. 2853−2856, 2024,.
[33] S. Pinilla, et al., “Miniature color camera via flat hybrid

meta-optics,” Sci. Adv., vol. 9, no. 21, p. eadg7297, 2023,.

[34] R. Maman, E. Mualem, N. Mazurski, J. Engelberg, and U. Levy,

“Achromatic imaging systems with flat lenses enabled by deep

learning,” ACS Photonics, vol. 10, no. 12, pp. 4494−4500, 2023,.
[35] Y. Liu, et al., “Ultra-wide FOV meta-camera with

transformer-neural-network color imaging methodology,” AP,

vol. 6, no. 5, p. 056001, 2024,.

[36] W. Cheng, et al., “Broadband achromatic imaging of a metalens

with optoelectronic computing fusion,” Nano Lett., vol. 24, no. 1,

pp. 254−260, 2024,.
[37] A. Kuznetsova, et al., “The open images dataset v4: Unified image

classification, object detection, and visual relationship detection at

scale,” IJCV , vol. 128, pp. 1956−1981, 2020..
[38] I. Krasin, et al., “Openimages: A public dataset for large-scale

multi-label and multi-class image classification,” 2017. Dataset

available at: https://storage.googleapis.com/openimages/web/

index.html.

[39] H. Iqbal. Harisiqbal88/plotneuralnet v1.0.0, 2018.

[40] S. W. Zamir, A. Arora, S. Khan, M. Hayat, F. S. Khan, and M.-H. Yang,

“Restormer: Efficient transformer for high-resolution image

restoration,” in Proceedings of the IEEE/CVF Conference on Computer

Vision and Pattern Recognition (CVPR), 2022, pp. 5728−5739.
[41] A. Paszke, et al., “PyTorch: An imperative style, high-performance

deep learning library,” Neural Inf. Process. Syst., abs/1912.01703,

2019.

[42] S. Nah, T. H. Kim, and K. M. Lee, “Deep multi-scale convolutional

neural network for dynamic scene deblurring,” in Proceedings of

the IEEE conference on computer vision and pattern recognition, 2017,

pp. 3883−3891.

Supplementary Material: This article contains supplementary material

(https://doi.org/10.1515/nanoph-2025-0354).

https://storage.googleapis.com/openimages/web/index.html
https://storage.googleapis.com/openimages/web/index.html
https://doi.org/10.1515/nanoph-2025-0354

	1 Introduction
	2 Results
	2.1 Design, fabrication and optical characterization of the metalens
	2.2 Hyperbolic metalens camera
	2.3 Restormer deblurring

	3 Conclusions
	4 Methods
	4.1 Fabrication of metalens



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Euroscale Coated v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.7
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 35
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1000
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.10000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /DEU <FEFF00280073006500650020006700650072006d0061006e002000620065006c006f00770029000d005500730065002000740068006500730065002000730065007400740069006e0067007300200074006f002000700072006f006400750063006500200063006f006e00740065006e00740020007000720069006e00740069006e0067002000660069006c006500730020006100630063006f007200640069006e006700200074006f002000740068006500200064006100740061002000640065006c0069007600650072007900200072006500710075006900720065006d0065006e007400730020006f00660020004400650020004700720075007900740065007200200028004a006f00750072006e0061006c002000500072006f00640075006300740069006f006e002900200044006100740065003a002000300033002f00300031002f0032003000310035002e0020005400720061006e00730070006100720065006e0063006900650073002000610072006500200072006500640075006300650064002c002000520047004200200069006d0061006700650073002000610072006500200063006f006e00760065007200740065006400200069006e0074006f002000490053004f00200043006f0061007400650064002000760032002e002000410020005000440046002f0058002d0031006100200069007300200063007200650061007400650064002e000d005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f005f000d000d00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e002c00200075006d00200044007200750063006b0076006f0072006c006100670065006e0020006600fc0072002000640065006e00200049006e00680061006c0074002000670065006d00e400df002000640065006e00200044006100740065006e0061006e006c006900650066006500720075006e0067007300620065007300740069006d006d0075006e00670065006e00200076006f006e0020004400450020004700520055005900540045005200200028004a006f00750072006e0061006c002000500072006f00640075006300740069006f006e00290020005300740061006e0064003a002000300031002e00300033002e00320030003100350020007a0075002000650072007a0065007500670065006e002e0020005400720061006e00730070006100720065006e007a0065006e002000770065007200640065006e00200072006500640075007a0069006500720074002c0020005200470042002d00420069006c006400650072002000770065007200640065006e00200069006e002000490053004f00200043006f00610074006500640020007600320020006b006f006e00760065007200740069006500720074002e00200045007300200077006900720064002000650069006e00650020005000440046002f0058002d00310061002000650072007a0065007500670074002e>
    /ENU ()
    /ENN ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName (ISO Coated v2 \(ECI\))
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName <FEFF005B0048006F006800650020004100750066006C00F600730075006E0067005D>
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 8.503940
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [595.276 841.890]
>> setpagedevice


