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Abstract: Space–time modulated systems have recently

emerged as a powerful platform for dynamic electromag-

netic processing in both space and time. Most of the related

research so far has assumed abrupt parameter profiles.

This paper extends the field to generalized graded-index

(GRIN) interfaces, which are both more practical than ideal

profiles and offer new avenues for wave manipulations. It

presents an exact solution forwave propagation across arbi-

trary space–time modulated GRIN interfaces and describes

versatile chirping effects. The solution is based on a gen-

eralization of the impulse response method from linear

time-invariant to linear space–time-varying systems. The

proposed framework shows that space–time GRIN systems

represent a novel approach for generating a new form of

chirping that is not inherently based on dispersion, with

promising applications in pulse shaping and signal process-

ing.

Keywords: space–time modulation; graded-index media;

generalized impulse response; instantaneous frequency;

chirping

1 Introduction

Space–time modulation systems – media whose parame-

ters vary dynamically in both space and time under the
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influence of an external traveling-wave modulation – have

recently enabled a range of novel applications, including

magnet-free nonreciprocity [1], frequency transitioning [2],

parametric amplification [3], [4], and the breaking of funda-

mental bounds [5].

Space–time interfaces are the fundamental building

blocks – or “meta-atoms” – of space–time modulation sys-

tems. Their understanding and control are, therefore, essen-

tial. These interfaces can be of two distinct types, as illus-

trated in Figure 1. The first is the step-index interfaces, where

the transitionwidth ismuch smaller than thewavelength, as

shown in Figure 1(a). Such interfaces have been extensively

studied in the literature [6], [7] and are known to induce

a uniform frequency shifting of the incoming wave. The

second type is the graded-index (GRIN) interfaces. These

interfaces, shown in Figure 1(b), may be considered more

practical, as physical modulations necessarily occur grad-

ually at the microscopic level [8]–[10], and can also sup-

port a broader range of wave transformations. In particular,

they induce nonuniform frequency transitions and produce

wave chirping. While some studies have addressed the lim-

iting case of pure-time GRIN interfaces [11]–[14], general

space–timeGRIN interfaces [15] remain an essentially unex-

plored topic.

This paper investigates the wave transformations

induced by space–time GRIN interfaces, introducing a gen-

eralization of the impulse response method from linear

time-invariant (LTI) to linear (space-) time-varying (LTV)

systems. Unlike the Wentzel–Kramers–Brillouin (WKB)

[11]–[13] or transfer-matrix method (TMM) [15] commonly

used in prior works, this approach provides an exact solu-

tion. We derive closed-form solutions for both the analy-

sis and synthesis problems and describe the corresponding

chirping effects. All the results are validated through full-

wave simulations.

For simplicity, we restrict our attention to systems

that are 1 + 1D, with dimensions z and t, involving GRINs

of uniform velocity, i.e., v = 𝑣ẑ = const., boundary and

intrinsic impedance matching, i.e., 𝜂i =
√
𝜇i∕𝜖i = const.

for i = 1, G, 2, and no dispersion, i.e., ni ≠ ni(𝜔) for i = 1,

G, 2.
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(a) (b)

Figure 1: Space–time modulation interfaces, with basic structures (top)

and space–time diagrams in the harmonic-wave regime (bottom).

(a) Step-index modulation, where the refractive index changes abruptly

from n1 to n2 at an interface initially located at z
0
b
and moving with

a constant velocity v. (b) Graded-index (GRIN) modulation, where

the refractive index traditions smoothly from n1 to n2 via nG over

the interval
[
z0
b1
, z0

b2

]
with width D = z0

b2
− z0

b1
. The subscripts G and b

denote the GRIN layer and the boundary, respectively.

2 Generalized impulse response

method

In this section, we shall derive the generalized impulse for

the GRIN system in Figure 1(b), which is generically repre-

sented in Figure 2.

In the frequency domain, the one-dimensional

Helmholtz equation may be expressed as

𝜕2Ẽ

𝜕z2
+ k2(𝜔)Ẽ = 0, (1)

where k(𝜔) = 𝜔
√
𝜇𝜖 = 𝜔n∕c is the wavenumber. The gen-

eral solution to Eq. (1) can be written as

Ẽ(z, 𝜔) = H(z, 𝜔)Ẽ(0, 𝜔), (2a)

where
H(z, 𝜔) = eik(𝜔)z (2b)

represents the frequency response of the system.

Applying the temporal inverse Fourier transform to

Eq. (2), as suggested in Figure 2(a),we obtain the correspond-

ing time-domain relation

E(z, t) =
∞

∫
−∞

h(z, t, t′ )E(0, t′ ) dt′, (3)

(a) (b)

Figure 2: Generalized impulse response method applied to the space–

time GRIN interface system in Figure 1(b). (a) Responses in the fre-

quency and time domains. (b) Response of an arbitrary space–time

GRIN modulation system. The top panel shows the space–time diagram

with the trajectory of the impulse 𝛿(t − t′) and its output 𝛿
[
t − tn(z, t

′ )
]
,

where p1,2 are the space–time intersection points of the impulse with

the two boundaries of the GRIN layer, initially located at z0
b1,2

. The bottom

panel shows the initial refractive index profile n(z, t = 0), which moves

at a uniform velocity v.

where h(z, t, t′) is the impulse response [16], representing

the system’s response to the impulse E(0, t) = 𝛿(t − t′).1

In LTI systems, the impulse response depends solely on

the time difference between the output and input signals,

following the time-shift invariance property h(z, t, t′) =
h(z, t − t′) [18]. Xiao et al. extended the impulse response

method from LTI to purely time-varying systems [19], where

the lack of time invariance – or nonstationarity – leads to

an impulse response that independently depends on t and

t′, i.e.,
h(z, t, t′ ) ≠ h(z, t − t′ ). (4)

In space–time varying systems, h(z, t, t′) also involves

the modulation velocity 𝑣, which further increases the

complexity of the analysis. We now introduce the gener-

alization of the impulse response method to space–time

GRIN systems, explicitly incorporating 𝑣, with the aid of

Figure 2(b), where a space–time diagram illustrates the

impulse trajectory.

As shown in the top panel of Figure 2(b), the input

impulse experiences a propagation delay as it propagates

through the system, resulting in the impulse response

1 The impulse response acts as a time-domain version of the Green’s

function in the space-domain relation E(r) = i𝜔𝜇∫
V
G(r, r′)J(r′) dV ′

[17], with E(0, t′) in Eq. (3) playing the role of the current source J(r′)
and h(z, t, t′) corresponding to the Green’s function G(r, r′).
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h(z, t, t′ ) = 𝛿
[
t − tn(z, t

′ )
]
, (5)

where tn(z, t
′) is the arrival time of the impulse at the posi-

tion z assuming an input time of t′ in the GRIN system with

space–time varying refractive indexn [brown line in the top

panel of Figure 2(b)].2 The function tn(z, t
′) is determined by

the wave trajectory equation

c
dtn
dz

= n(z, tn ), (6)

subject to the boundary conditions in different regions

tn(0) = t′ and tn(zb1,2 ) = tb1,2, (7)

where zb1,2 and tb1,2 are the coordinates of the intersection

points p1,2 of the impulse with the first and second modula-

tion interfaces, respectively [Figure 2(b)].

To derive the electromagnetic field in each region of the

space–time GRIN system, we will apply the following four

steps to each of the three regions in Figure 2(b): (i) deter-

mine the trajectory equation and corresponding boundary

condition for the concerned region; (ii) solve the trajectory

equation for the arrival time tn(z, t
′); (iii) substitute the

resulting tn(z) into Eq. (5) to obtain the impulse response

h(z, t, t′); and (iv) substitute that response into Eq. (3) to

evaluate the output field E(z, t).

3 Field solutions

In this section, we shall derive the general field solutions

for the GRIN system in Figure 2(b) using the generalized

impulse response derived in Section 2.

The refractive index profile along the impulse trajec-

tory is given by

n(z, t) =

⎧⎪⎪⎨⎪⎪⎩

n1, 0 < z < z0
b1
+ 𝑣t,

nG(z− 𝑣t), z0
b1
+ 𝑣t < z < z0

b2
+ 𝑣t,

n2, z > z0
b2
+ 𝑣t,

(8)

where n1 and n2 are the (constant) refractive indices of

media 1 and 2, respectively, and

z0
b2
= z0

b1
+ D. (9)

2 In a nondispersive system, the impulse response exhibits the form

of a delta function as all the frequency components propagate at the

same velocity, and the input impulse remains undistorted. In contrast,

in dispersive systems, not considered here, the frequency-dependent

group velocity causes temporal spreading, and the impulse response

becomes a more complex function of t′ [16].

The system can then be divided into the three corre-

sponding regions, which we will address one by one.

3.1 First-medium (n1) region

Substituting n(z, tn) = n1 into Eq. (6), we obtain the wave

trajectory equation

c
dtn
dz

= n1, (10a)

where the boundary condition is

tn(0) = t′. (10b)

Solving Eq. (10) for tn(z, t
′) yields then the impulse tra-

jectory function

tn(z, t
′ ) = t′ + n1

c
z, (11)

whose insertion into Eq. (5) provides the impulse response

h(z, t, t′ ) = 𝛿
(
t − t′ − n1

z

c

)
. (12)

Note that the argument of the impulse function in this

relation represents a traveling-wave, due to the uniform

nature of the propagation medium. Finally, substituting

Eq. (12) into (3) and solving for the output field E(z, t), we

get the field,

E1(z, t) = E
(
0, t − n1

z

c

)
, (13)

where E(⋅, ⋅) is an arbitrary field function (e.g., harmonic

plane wave or Gaussian pulse) of the space (first entry) and

time (second entry) variables.3

3.2 GRIN (nG) region

Substituting now n(z, tn) = nG(z− vtn) into Eq. (6), we

obtain the wave trajectory equation in the GRIN region,

c
dtn
dz

= nG(z− 𝑣tn ). (14)

The corresponding space–time boundary condition

with medium 1 corresponds to the intersection point p1 [see

Figure 2(b)], whose coordinates are related as

tb1 = t′ + n1
c
zb1 (15a)

and

3 In Eq. (13), the bracket (⋅) indicates a functional argument. At other
places in the paper, the argument may involve the square bracket

[⋅] or the curl bracket {⋅}, because we use the bracket precedence

order (⋅)− [⋅]− {⋅}. Whether the brackets indicate an argument or a

multiplicative factor should be clear everywhere from the context.
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zb1 = z0
b1
+ 𝑣tb1. (15b)

Solving Eq. (15) for zb1 and tb1, we find the coordinates

of p1 to be

zb1 =
𝑣t′ + z0

b1

1− n1𝑣∕c
and tb1 =

t′ + n1z
0
b1
∕c

1− n1𝑣∕c
. (16)

To solve Eq. (14) with the related boundary condition,

we let 𝜉 = z− vtn, which implies
d𝜉

dz
= 1− 𝑣

dtn
dz
, or

dtn
dz

= 1

𝑣

(
1− d𝜉

dz

)
. (17)

Substituting now Eq. (17) into (14), and separating the 𝜉

and z terms, leads to the differential equation

d𝜉

1− nG(𝜉 )𝑣∕c
= dz, (18)

which integrates to

∫
1

1− nG(𝜉 )𝑣∕c
d𝜉 = z+ CG, (19)

where CG is an integration constant. For generalization to

arbitrary GRIN profiles, we define the left-hand side term of

this relation as the function

F(𝜉 ) = ∫
1

1− nG(𝜉 )𝑣∕c
d𝜉, (20)

which allows to express Eq. (19) in the compact form

F(𝜉 ) = z+ CG. (21)

To determine the integration constant CG in this rela-

tion, we first apply the boundary condition tn(zb1) = tb1
(point p1), which yields

F(zb1 − 𝑣tb1 ) = zb1 + CG. (22)

Next substituting Eq. (16) into this relation and solve for

CG, we obtain

CG(t
′ ) = − 𝑣

1− n1𝑣∕c
t′ −

z0
b1

1− n1𝑣∕c
+ F
(
z0
b1

)
. (23)

Finally, substituting Eq. (23) and the relation 𝜉 = z− vtn
into Eq. (21), and solving for tn, we find

tn(z, t
′ ) = − 1

𝑣
F−1
[
z+ CG(t

′ )
]
+ z

𝑣
, (24)

where F−1(⋅) is the inverse function of F(⋅).
Substituting Eq. (24) into (5), we obtain now the impulse

response

h(z, t, t′ ) = 𝛿
{
t + 1

𝑣
F−1
[
z+ CG(t

′ )
]
− z

𝑣

}
, (25)

where CG(t
′) is given in Eq. (23) and F(⋅) is defined in Eq. (20).

Finally, substituting Eq. (25) into (3), and solving for the

output field E(z, t), yields (see Appendix A)

EG(z, t) =
|||| 1− n1𝑣∕c
1− nG(z− 𝑣t)𝑣∕c

||||
× E

⎡⎢⎢⎢⎣
0,− 1− n1𝑣∕c

𝑣

z

∫
z0
b1
+𝑣t

1

1− nG(z
′ − 𝑣t)𝑣∕c dz′

− n1
z

c
+
z− z0

b1

𝑣

]
,

(26)

where E(⋅, ⋅) is the same field function of space and time as
in Eq. (13).

3.3 Second-medium (n2) region

Substituting now n(z, tn) = n2 into Eq. (6), we obtain

c
dtn
dz

= n2, (27)

where the space–time boundary condition with the GRIN

medium corresponding to the intersection point p2, whose

coordinates are related as

tb2 = − 1

𝑣
F−1
[
zb2 + CG(t

′ )
]
+ zb2

𝑣
(28a)

and

zb2 = z0
b2
+ 𝑣tb2, (28b)

and found by solving Eq. (28) for zb2 and tb2 as

zb2 = F
(
z0
b2

)
− CG(t

′ ) (29a)

and

tb2 =
F
(
z0
b2

)
− CG(t

′ )− z0
b2

𝑣
. (29b)

Solving next Eq. (27) for tn(z, t
′), we obtain the impulse

trajectory function

tn(z, t
′ ) = n2

c
z+ C2, (30a)

where C2 is a new integration constant, which is obtained

by applying the boundary condition tn(zb2) = tb2 [Eq. (29),

point p2] to Eq. (30a) and solving the resulting expression for

C2 as

C2(t
′ ) = 1− n2𝑣∕c

1− n1𝑣∕c
t′ + 1− n2𝑣∕c

𝑣

[
F
(
z0
b1
+ D
)

− F
(
z0
b1

)]
− n2 − n1
1− n1𝑣∕c

z0
b1

c
− D

𝑣
. (30b)
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Finally, substituting Eq. (30) into (5), we get the impulse

response

h(z, t, t′ ) = 𝛿
[
t − n2

c
z− C2(t

′ )
]
, (31)

where C2(t
′) is given in Eq. (30b).

Substituting Eq. (31) into (3) and solving for the output

field E(z, t) (see Appendix B), we obtain the field4

E2(z, t) =
|||| 1− n1𝑣∕c
1− n2𝑣∕c

||||
× E

{
0,
1− n1𝑣∕c
1− n2𝑣∕c

[
t − n2

c
z+ n2 − n1

1− n1𝑣∕c
z0
b1

c
+ D

𝑣

− 1− n2𝑣∕c
𝑣

z0
b1
+D+𝑣t

∫
z0
b1
+𝑣t

1

1− nG(z
′ − 𝑣t)𝑣∕c dz′

⎤⎥⎥⎥⎦
⎫⎪⎬⎪⎭
.

(32)

Equations (13), (26), and (32) represent the key results

of this paper. They accommodate arbitrary field waveforms

E(0, t) and arbitrary GRIN profiles nG(z− vt).

4 Chirping physics

Due to the space- and time-varying properties of the GRIN

medium, the wave behavior in our system is fairly complex,

as evident in Eq. (26). In this section, we show that this

system produces a new type of wave chirping and compare

it with other chirping mechanisms.

4.1 Chirping in the GRIN layer

We consider a time-harmonic incident field, which reads at

z = 0,

E(0, t) = e−i𝜔0t, (33)

where𝜔0 is assumed to be constant. Other types of fields can

be treated similarly. Substituting Eq. (33) into (26) – specif-

ically, inserting the content of the second slot of E(⋅, ⋅) in
Eq. (26) into the relation𝜙G = −𝜔0t(z) – we obtain thewave

phase in the GRIN layer as

4 In Eq. (32), the denominator of the factor 1−n1𝑣∕c
1−n2𝑣∕c

vanishes when

𝑣 = c∕n2. This corresponds to one of the interluminal boundaries [20],
where the interface moves at the same velocity as the wave in the

secondmedium. In this regime, continuous “pushing” leads to extreme

wave compression and amplification, ultimately forming a shockwave.

Although theoretically valid, operation at modulation velocities close

to 𝑣 = c∕n2 should be avoided in practice to prevent nonlinearity-

induced distortion.

𝜙G = 𝜔0

1− n1𝑣∕c
𝑣

z

∫
z0
b1
+𝑣t

1

1− nG(z
′ − 𝑣t)𝑣∕c dz′

+𝜔0

(
n1
z

c
−
z− z0

b1

𝑣

)
.

(34)

The related instantaneous frequency at a given position

in the GRIN layer is obtained by differentiating the phase in

Eq. (34) with respect to time, yielding

𝜔G = −𝜔0

1− n1𝑣∕c
𝑣

𝜕

𝜕t

⎡⎢⎢⎢⎣
z

∫
z0
b1
+𝑣t

1

1− nG(z
′ − 𝑣t)𝑣∕c dz′

⎤⎥⎥⎥⎦
= 𝜔0

1− n1𝑣∕c
1− nG(z− 𝑣t)𝑣∕c ,

(35)

where we have used the Leibniz integral rule. Equation (35)

reveals that the wave frequency in the GRIN layer varies

with time, through the function nG(z− vt) in the denomi-

nator, indicating a space–time chirping effect. This effect is

fundamentally different from the group-velocity dispersion

(GVD) chirping effect occurring in dispersive media [18],

since no dispersion is present. It will be explained shortly.

Furthermore, the chirp parameter 𝛼, whose

sign determines whether the field is up-chirping (𝛼 > 0) or

down-chirping (𝛼 < 0), is obtained by time-differentiating

the instantaneous frequency in Eq. (35), which gives

𝛼 = 𝜕𝜔G

𝜕t
= −𝜔0

(1− n1𝑣∕c)
c[1− nG(z, t)𝑣∕c]2

𝜕nG(z, t)

𝜕z
. (36)

This result indicates that the sign of the chirp, 𝛼 ≷ 0,

depends on

(1− n1𝑣∕c)𝜕nG(z, t)∕𝜕z ≶ 0. (37)

According to Eq. (37), the up- or down-chirping behav-

ior of the system is governed by the velocity regime, which

may be subluminal [𝑣 < c∕max(n1, n2)] or superluminal

[𝑣 > c∕min(n1, n2)] [21]. To understand the chirping mecha-
nismwithin the GRIN layer, we now focus on the subluminal

case – the superluminal case can be analyzed analogously.

In the subluminal regime, where 𝑣 < c∕n1,5 Eq. (37) simpli-
fies to

𝜕nG(z, t)∕𝜕z ≶ 0, (38)

5 When n1 > n2, the subluminal regime is strictly defined by 𝑣 < c∕n1.
However, if n1 < n2, the subluminal regime becomes 𝑣 < c∕n2, which
still falls within the range 𝑣 < c∕n1 since c∕n2 < c∕n1.
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indicating that a decreasing refractive index slope leads to

an increase in the instantaneous frequency, i.e., up-chirping,

and vice versa, i.e., down-chirping.

For simplicity, but without loss of generality, we con-

sider the simplest GRIN profile, the linear profile.

nG(z− 𝑣t) = n1 +
n2 − n1

D

(
z− 𝑣t − z0

b1

)
. (39)

Figure 3 represents the corresponding trajectories for

the wave crests incident at z = 0 at the times ti1,2,3,4,5,

as derived from the analytical solutions in the different

regions, given by Eqs. (13), (26), and (32). Figure 3(a) con-

siders the case where the refractive index increases within

the GRIN layer, i.e., n2 > n1, corresponding to the positive

spatial gradient 𝜕nG(z, t)∕𝜕z > 0, which leads to a down-

chirping according to the condition in Eq. (38). For a fixed

observation position zo within the GRIN region, the arrival

times of the five incident crests are denoted as to1,2,3,4,5. Due

to the space–time variation of nG, each crest experiences a

different local refractive index at the observation point, as

indicated by the color-coded dots in the figure. The latest

crest (purple dot) propagates fastest, as it has just entered

(a) (b)

Figure 3: Space–time diagrams of a linearly varying GRIN medium

[Eq. (39)] in the subluminal velocity regime (𝑣 = 0.25c) used for

the chirping analysis, with (a) a positive nG slope, where n1 = 1, n2 = 2

and D = 1.2𝜆0 with 𝜆0 = cT0 being the free-space wavelength, and (b)

a negative nG slope, where n1 = 2, n2 = 1 and D = 1.2𝜆0. The bottom

panels show the corresponding initial refractive index profiles, n(z, t = 0).

the GRIN region and hence encounters the lowest refractive

index. In contrast, the earliest crest (red dot) travels slowest,

as it is near the exit of the GRIN region and hence sees the

highest refractive index. As a result, the later, faster crest

gradually catches up with the earlier, slower one, leading to

an increasing temporal separation between adjacent crests.

This corresponds to a decreasing frequency over time, i.e.,

down-chirping, consistent with the down-chirping condi-

tion in Eq. (38). A similar mechanism applies in the case

of a decreasing refractive index, i.e., n2 < n1, where the

crests compress in time, resulting in up-chirping [Eq. (38)],

as illustrated in Figure 3(b).

Note that the wave exiting the GRIN layer is no longer

chirped. This because, at the exit points, all the crest have

experienced the entire GRIN profile and find, therefore,

themselves resynchronized to the velocity of the second

medium.

The relation (35) offers a practical foundation for

designing systemswith a prescribed chirp profile,where the

frequency varies according to a desired function f (t),

𝜔G = f (t). (40)

To realize such a frequency evolution, one can tailor

the refractive index profile of the GRIN layer, by substituting

Eq. (35) into (40), and solving for nG, yielding

nG =
c

𝑣

[
1− 𝜔0(1− n1𝑣∕c)

f (t)

]
, (41)

which provides a closed-form expression for engineering a

GRIN profile generating the desired chirp. As an example,

for a linear chirp, where

f (t) = a+ b(z− 𝑣t) (42)

with a and b being constants, the refractive index profile

becomes

nG =
c

𝑣

[
1− 𝜔0(1− n1𝑣∕c)

a+ b(z− 𝑣t)

]
. (43)

4.2 Comparison with other chirping
mechanisms

In this section, we review the main chirping mecha-

nisms and compare them with the GRIN-based mechanism

described in the previous section.

Dispersive systems are the most common conven-

tional means of generating chirping. In these systems,

group-velocity dispersion (GVD) [18] causes a frequency-

dependent group delay, resulting in a quadratic (or higher-

order) spectral phase and corresponding variations in

the instantaneous frequency across the pulse. Since this
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process alters only the spectral phase while leaving the

spectral amplitude unchanged, the temporal waveform is

scaled without spectral alteration, which limits the achiev-

able chirp range for a given input bandwidth. Chirping can

also arise in nonlinear systems [22]. A common example

is self-phase modulation (SPM) [18], in which a high-

intensity pulse propagating through a Kerr medium expe-

riences an intensity-dependent refractive index change,

imprinting a corresponding nonlinear phase on the pulse.

The resulting time-varying phase produces instantaneous

frequency shifts that evolve along the propagation dis-

tance. Because the effect scales nonlinearly with the opti-

cal intensity and interaction length, SPM-induced chirp-

ing offers limited independent control over the chirp pro-

file and is less straightforward to tune than dispersive

methods.

Recently, other chirping mechanisms have been

explored in LTV systems. In these structures, chirping

arises from various effects at a time-varying interface,

which generate new frequency components and thereby

alters the magnitude spectrum – in both shape and

bandwidth – within the linear regime. For instance,

Shlivinski and Hadad demonstrated transient chirped-like

radiation from a lossy, dispersive time-varying slab

into air, attributed to the conservation of longitudinal

wavenumber at the temporal interface [23]. Another

example involves accelerated space–time step-index

interfaces [24]–[26], where nonuniform modulation

velocities induce Doppler-based time-dependent frequency

transitions and associated chirping effects.

The space–time GRIN-based chirping system presented

in this paper represents a new class of LTV chirping

mechanisms. In these systems, chirping arises from the

space–time variation ofmediumpropertieswithin themod-

ulation slab, which induces local wave velocity differences

that modify the instantaneous frequency. Compared to the

other two LTV structures, GRIN-based systems offer greater

design flexibility for chirping and do not require compli-

cated nonuniform modulation velocities.

5 Illustrative results

Figure 4 plots the electric field magnitudes across two

space–time GRIN interfaces computed by Eqs. (13), (26),

and (32). Figure 4(a) corresponds to a hyperbolic tangent

GRIN interface profile. It may be observed that the field

experiences a gradual down-chirping in the GRIN region,

as expected from 𝛼 < 0 [Eq. (38)], before reaching a steady

frequency in the second medium. Figure 4(b) corresponds

to a sinusoidal GRIN interface profile. In this case, the field

(a) (b)

Figure 4: Electric field magnitude |Ex| across space–time GRIN
interfaces, computed by Eqs. (13), (26), and (32), for the input pulse

E(0, ct ) = e
−( t−4T0 )2∕2T20 e−i𝜔0 t , interface velocity 𝑣 = 0.2c, and

different GRIN profiles, (a) a hyperbolic tangent profile, nG(z − 𝑣t ) =
n1 + [(n2 − n1 )∕2][1+ 10 tanh

(
z − 𝑣t − z0

b1
− D∕2

)
∕D], with

n1 = 1.5, n2 = 3 and D = 2𝜆0, and (b) a sine profile, nG(z − 𝑣t ) =
n1 + [0.8+ n2 − n1] sin

[
2𝜋
(
z − 𝑣t − z0

b1

)
∕D
]
, with n1 = n2 = 2

and D = 2𝜆0. The top panels show the space–time diagrams of

the normalized electric field magnitude [|Ex(z, ct )| = |Ex(z, ct )|∕
max(|Ex(0, ct )|)] under modulated Gaussian pulse excitation, where the
white solid lines mark the two boundaries of the GRIN region. The middle

panels show the refractive index profiles n(z, t) [Eq. (8)] at t = 0.

The bottom panels show the normalized spectrograms, |Ex(t, 𝜔)|2,
with the input pulse being replaced by the quasi-continuous wave

E(0, t ) = e−i𝜔0 trect(t∕𝜏 ) (with 𝜏 = 30T0), for easier visualization, across

the GRIN layer at z = 4.5𝜆0 between points Q1 and Q2. The dashed black

line corresponds to the instantaneous frequency𝜔G(t) given by

Eq. (35).

undergoes nonmonotonic, twisted chirpingwithin the GRIN

layer with varying alternating chirping sign [Eq. (38)], and

eventually recovers its original frequency after exiting the

modulated region. In both cases, the closed-formfield distri-

butions in the figure have been validated against full-wave

finite-difference time-domain (FDTD) simulations [15], [24]

(see Appendix C).

Figure 5 presents two linear-chirping GRIN designs

using Eq. (43). In Figure 5(a), the design is performed in a

co-moving (up-chirping) subluminal regime with 𝑣 = 0.3c,
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(a) (b)

Figure 5: Design of a linear-chirping [Eq. (42)] GRIN system,

corresponding to the refractive index profiles obtained from Eq. (43) and

shown in the top panels. The input pulse is the same quasi-continuous

wave as in the bottom panels of Figure 4. (a) Up-chirping system with

n1 = 2, n2 = 1.58, 𝑣 = 0.3c (subluminal regime), D = 2𝜆0, a = 1 and

b = −0.4. (b) Down-chirping system with n1 = 1.2, n2 = 2.22, 𝑣 = −0.85c
(superluminal regime), D = 5𝜆0, a = 1 and b = −0.2. The top and
bottom panels show the GRIN profiles at t = 0 and the corresponding

spectrograms, |Ex(t, 𝜔)|2, respectively. The dashed black lines represent
the target linear-chirp function f (t) [Eq. (42)].

while in Figure 5(b), it corresponds to a contra-moving

(down-chirping) superluminal regime with 𝑣 = −0.85c. The
spectrograms in the bottom panels, corresponding to the

GRIN profiles in the top panels, precisely match the theo-

retical predictions (see Appendix C).

6 Conclusion and discussion

We have presented an exact electromagnetic solution to the

problem of wave propagation across arbitrary space–time

modulated GRIN interfaces and a detailed description of

the related chirping effects. This solution offers a novel

approach to chirp generation, which can be realized

using artificial transmission lines atmicrowave frequencies

[27]–[29] and acoustic or optical wave-based modulation

techniques at optical frequencies [8]–[10], [30].

In the microwave regime, such interfaces can be real-

ized in the subluminal regime by injecting pump pulses

into transmission lines loaded with nonlinear capaci-

tive and inductive elements, such as varactors and fer-

rite cores [28]. The pump signal applied at the terminal

propagates along the line, inducing a dynamic, intensity-

dependent refractive index variation that forms a moving

GRIN interface between regions with different electromag-

netic properties. A linear probe signal interacting with this

modulation interface undergoes the designed chirping

effect. While achieving superluminal modulation velocities

is impossible with such a pump-probe platform, it could be

potentially realized using switched transmission lines com-

posed of subwavelength units spaced by Δz, each loaded

with a sequence of elements having different parameters

controlled by switches to create an effective spatial gradient,

nG(z). An external controller, such as a field-programmable

gate array (FPGA), actuates these switches with a time inter-

val Δt, enabling sequential time delays [27]. By adjusting

the ratio Δz∕Δt, this spatial gradient can propagate at an

effectively unlimited velocity 𝑣 = Δz∕Δt ∈ (0,∞), forming

an effective moving GRIN interface, nG(z− vt).

In the optical regime, similar pump–probe setup can be

achieved by launching a strong pump obliquely at an angle

𝜃 relative to the probe, producing a modulation velocity

𝑣 = c∕sin𝜃 ∈ (0,∞) that spans both subluminal and super-

luminal regimes [30]. Dynamic permittivity modulation can

be realized via surface or bulk acoustic waves in piezoelec-

tric crystals, ultrafast laser pulses in semiconductor slabs,

or epsilon-near-zero (ENZ) materials for higher refractive

index contrast [10]. Dynamic control of permeability can

be achieved through the magneto-optical response of gyro-

magnetic materials. Experimental challenges in realizing

arbitrary GRIN profiles may be addressed by employing

arbitrary waveform generators, enabling synthesis of the

desired modulation profiles with high precision. This paper

advances the modeling of space–time dispersive systems

and introduces a new paradigm for linear pulse shaping.

The approach can also be integrated with various platforms

for dispersion compensation, enabling enhanced control

over wave propagation in dynamic media.
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Appendix A Derivation of Eq. (26)

In this appendix, we provide a detailed derivation of Eq. (26)

given in Section 3.2. Substituting Eq. (25) into (3), we get

EG(z, t)

=
∞

∫
−∞

𝛿
{
t + 1

𝑣
F−1
[
z+ CG(t

′ )
]
− z

𝑣

}
E(0, t′ ) dt′.

(44)

To simplify the notation, we define the argument of the

delta function in Eq. (44) as

gG(t
′ ) = t + 1

𝑣
F−1
[
z+ CG(t

′ )
]
− z

𝑣
. (45)

Moreover, we use the following property of the delta

function [31]

∞

∫
−∞

𝛿
[
gG(t

′ )
]
f (0, t′ ) dt′ =

f (0, t′
G
)|g′

G

(
t′
G

)| , (46)

where gG
(
t′
G

)
= 0 and g′

G
(⋅) = dgG(⋅)∕dt′. Therefore, we

first solve for the root t′
G
of gG(t

′) = 0, i.e.,

t + 1

𝑣
F−1
[
z+ CG

(
t′
G

)]
− z

𝑣
= 0, (47)

which gives

CG
(
t′
G

)
= F(𝜉 )− z. (48)

Substituting Eq. (23) into the left-hand side of Eq. (48)

and solving for t′
G
, we find

t′
G
= − 1− n1𝑣∕c

𝑣

[
F(𝜉 )− F

(
z0
b1

)]
− n1

z

c
+
z− z0

b1

𝑣
. (49)

Applying Eq. (20) and performing the change of vari-

ables z′ = 𝜉 + vt, the difference in the square brackets of

Eq. (49) can be written as

F(𝜉 )− F
(
z0
b1

)
=

z

∫
z0
b1
+𝑣t

1

1− nG(z
′ − 𝑣t)𝑣∕c dz′. (50)

Substituting Eq. (50) into (49) yields the final expression

t′
G
= − 1− n1𝑣∕c

𝑣

z

∫
z0
b1
+𝑣t

1

1− nG(z
′ − 𝑣t)𝑣∕c dz′

− n1
z

c
+
z− z0

b1

𝑣
.

(51)

Next, we determine the derivative of gG(t
′) [Eq. (45)]

with respect to t′ by applying the chain rule and introducing

the substitution u = z+ CG(t
′), yielding

dgG(t
′ )

dt′
= 1

𝑣

dF−1(u)
du

dCG(t
′ )

dt′
. (52)

Let 𝑤 = F−1(u), i.e., u = F(𝑤). Then the derivative

dF−1(u)∕du on the right-hand side of Eq. (52) can be

expressed as

dF−1(u)
du

= d𝑤

du
= 1

du

d𝑤

= 1

F′(𝑤)
= 1

F′[F−1(u)]
, (53)

where F′(⋅) denotes the derivative of F with respect to its

argument. Using Eq. (23), the derivative dCG(t
′)∕dt′ on the

right-hand side of Eq. (52) is given by

dCG(t
′ )

dt′
= − 𝑣

1− n1𝑣∕c
. (54)

Substituting Eqs. (53) and (54) into (52), we obtain

dgG(t
′ )

dt′
= − 1

1− n1𝑣∕c
1

F′[F−1(u)]
. (55)

At the root t′
G
, using Eq. (47), we find

F−1
[
u
(
t′
G

)]
= z− 𝑣t = 𝜉. (56)

Then, applying the definition in Eq. (20), we get

F′
{
F−1
[
u
(
t′
G

)]}
= F′(𝜉 ) = 1

1− nG(𝜉 )𝑣∕c
. (57)

Substituting Eq. (57) into (55) and using the relation 𝜉 =
z− vt, we find the derivative of gG(t

′) evaluated at the root

dgG(t
′ )

dt′
||||t′
G

= − 1− nG(z− 𝑣t)𝑣∕c
1− n1𝑣∕c

. (58)

Finally, substituting Eqs. (45), (51), and (58), along with

the relation f (0, t′) = E(0, t′), into the delta function identity

[Eq. (46)], we evaluate the integral in Eq. (44) and find the

result in Eq. (26).

Appendix B Derivation of Eq. (32)

In this appendix, we provide a detailed derivation of Eq. (32)

given in Section 3.3. Substituting Eq. (31) into (3), we get

E2(z, t) =
∞

∫
−∞

𝛿
[
t − n2

c
z− C2(t

′ )
]
E(0, t′ ) dt′. (59)

We define the argument of the delta function in Eq. (59)

as

g2(t
′ ) = t − n2

c
z− C2(t

′ ), (60)

where C2(t
′) is given in Eq. (30b).

To evaluate the convolution in Eq. (59), we use again the

property [31]

∞

∫
−∞

𝛿
[
g2(t

′ )
]
f (0, t′ ) dt′ = f (0, t′

2
)|g′

2

(
t′
2

)| , (61)
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where g2
(
t′
2

)
= 0 and g′

2
(⋅) = dg2(⋅)∕dt′. Substituting

Eq. (30b) into (59) and solving g2(t
′) = 0 for t′

2
, we obtain

t′
2
= 1− n1𝑣∕c

1− n2𝑣∕c

{
t − n2

c
z+ n2 − n1

1− n1𝑣∕c
z0
b1

c
+ D

𝑣

− 1− n2𝑣∕c
𝑣

[
F
(
z0
b1
+ D
)
− F
(
z0
b1

)]}
.

(62)

Applying Eq. (20) and performing the substitution z′ =
𝜉 + vt, the difference in the square brackets of Eq. (62) can

be written as

F
(
z0
b1
+ D
)
− F
(
z0
b1

)
=

z0
b1
+D+𝑣t

∫
z0
b1
+𝑣t

1

1− nG(z
′ − 𝑣t)𝑣∕c dz′.

(63)

Substituting Eq. (63) into (62) yields the final expression

t′
2
= 1− n1𝑣∕c

1− n2𝑣∕c

[
t − n2

c
z+ n2 − n1

1− n1𝑣∕c
z0
b1

c
+ D

𝑣

− 1− n2𝑣∕c
𝑣

z0
b1
+D+𝑣t

∫
z0
b1
+𝑣t

1

1− nG(z
′ − 𝑣t)𝑣∕c dz′

⎤⎥⎥⎥⎦
.

(64)

The derivative of g2(t
′) [Eq. (60)] with respect to t′,

evaluated at the root, is then found as

dg2(t
′ )

dt′
||||t′
2

= dg2(t
′ )

dt′
= − 1− n2𝑣∕c

1− n1𝑣∕c
. (65)

Finally, substituting Eqs. (60), (64), and (65), along with

the relation f (0, t′) = E(0, t′), into the delta function identity

[Eq. (61)], we evaluate the integral in Eq. (59) and find the

result in Eq. (32).

Appendix C FDTD validation

Figure 6 compares the results obtained by the theory in

Figure 4 and by the FDTD method presented in [15], [24].

Specifically, it plots the field (top panels) and spectrogram

(bottom panels) differences

𝛿E = |Ex − EFDTD|
max(Ex )

× 100 % (66a)

and

𝛿S =
|||||
|Ex|2 − |EFDTD|2
max

(|Ex|2)
||||| × 100 %, (66b)

between the theoretical and simulation results, where Ex
corresponds to the theoretical result and EFDTD corresponds

to the simulation result. As shown inFigure 6, the theoretical

(a) (b)

Figure 6: Difference between the exact theoretical results in Figure 4

and full-wave FDTD results, with difference attributed to simulation

(meshing) approximation errors.

(a) (b)

Figure 7: Same as in Figure 6 but for Figure 5.

results closely match the simulation results (less than 5%
difference). This qualitatively validates the theory, while the

fact that the theoretical results are exact (no approximation)

suggests that the difference is due to the simulation (mesh-

ing) approximation errors, as we could verify by decreasing

the mesh size up to the memory capability of our computer.

Figure 7 shows the corresponding difference for the

designed linear-chirping GRIN interfaces shown in Figure 5,

leading to the same conclusion.
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[20] L. A. Ostrovskĭı, “Some “moving boundaries paradoxes” in

electrodynamics,” Sov. Phys. Usp., vol. 18, no. 6, p. 452, 1975..

[21] C. Caloz and Z.-L. Deck-Léger, “Spacetime metamaterials − part II:

theory and applications,” IEEE Trans. Antennas Propag., vol. 68,

no. 3, pp. 1583−1598, 2019.
[22] G. P. Agrawal, Nonlinear Fiber Optics, 6th ed. San Diego, CA, USA,

Academic Press, 2019.

[23] A. Shlivinski and Y. Hadad, “Universal transient radiation

dynamics by abrupt and soft temporal transitions in optical

waveguides,” Nanophotonics, vol. 14, no. 6, pp. 785−793,
2025..

[24] A. Bahrami, Z.-L. Deck-Léger, Z. Li, and C. Caloz, “A generalized

FDTD scheme for moving electromagnetic structures with arbitrary

space-time configurations,” IEEE Trans. Antennas Propag., vol. 72,

no. 2, pp. 1721−1734, 2024.
[25] K. De Kinder and C. Caloz, “Electromagnetic scattering at an

arbitrarily accelerated interface,” in 2024 Eighteenth International

Congress on Artificial Materials for Novel Wave Phenomena

(Metamaterials), 2024, pp. 1−3.
[26] K. De Kinder, A. Bahrami, and C. Caloz, “Scattering and chirping at

accelerated interfaces,” arXiv preprint arXiv:2506.19575, 2025.

https://arxiv.org/abs/2506.19575.

[27] J. Ran, et al., “Realizing tunable inverse and normal Doppler shifts

in reconfigurable RF metamaterials,” Sci. Rep., vol. 5, no. 1, 2015,

Art. no. 11659..

[28] S. Taravati and C. Caloz, “Mixer-duplexer-antenna leaky-wave

system based on periodic space-time modulation,” IEEE Trans.

Antennas Propag., vol. 65, no. 2, pp. 442−452, 2016..
[29] H. Moussa, G. Xu, S. Yin, E. Galiffi, Y. Ra’di, and A. Alù, “Observation

of temporal reflection and broadband frequency translation at

photonic time interfaces,” Nat. Phys., vol. 19, no. 6, pp. 863−868,
2023..

[30] C. Caloz, Z.-L. Deck-Léger, A. Bahrami, O. C. Vicente, and Z. Li,

“Generalized space-time engineered modulation (GSTEM)

metamaterials: a global and extended perspective,” IEEE Antennas

Propag. Mag., vol. 65, no. 4, pp. 50−60, 2023..
[31] B. R. Kusse and E. A. Westwig, Mathematical Physics: Applied

Mathematics for Scientists and Engineers, 2nd ed. Weinheim,

Germany, Wiley VCH, 2006.

https://arxiv.org/abs/2506.19575

	1 Introduction
	2 Generalized impulse response method
	3 Field solutions
	3.1  First-medium (n1) region
	3.2  GRIN (nG) region
	3.3  Second-medium (n2) region

	4 Chirping physics
	4.1 Chirping in the GRIN layer
	4.2 Comparison with other chirping mechanisms

	5 Illustrative results
	6 Conclusion and discussion
	Appendix A  Derivation of Eq. (26)
	Appendix B  Derivation of Eq. (32)
	Appendix C FDTD validation


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Euroscale Coated v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.7
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 35
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1000
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.10000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /DEU <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>
    /ENU ()
    /ENN ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName (ISO Coated v2 \(ECI\))
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName <FEFF005B0048006F006800650020004100750066006C00F600730075006E0067005D>
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 8.503940
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [595.276 841.890]
>> setpagedevice


