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Abstract: This paper presents a metasurface-based light
receiver tailored for compact off-axis light detection and
ranging (LiDAR) systems, addressing the critical challenge of
simultaneously enhancing the field of view (FOV) and effec-
tive signal reception while adhering to strict size and weight
limitations. A general design principle for the metasurface-
based light receiver with large FOV capability is proposed,
leveraging mapping relations to achieve optimal perfor-
mance. As a proof of concept, a 20-mm-diameter 4-region
metasurface device was designed and fabricated by deep
ultraviolet (DUV) projection stepper lithography on an 8-
inch fused silica wafer. The metasurface-based light receiver
achieves a large FOV of +30° and demonstrates a signif-
icant power enhancement ranging from 1.5 to 3 times at
940 nm when coupled with a 3-mm-diameter avalanche
photodiode (APD). The innovation not only establishes a
new paradigm for compact, high-performance LiDAR sys-
tems but also enables deployment in advanced fields such as
unmanned aerial vehicles (UAVs) and miniaturized robots.
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1 Introduction

Light detection and ranging (LiDAR) is a high-speed and
high-accuracy technology for acquiring three-dimensional
information, widely applied in fields such as self-driving
cars [1], unmanned aerial vehicles (UAVs) [2], environmental
monitoring [3] and ocean exploration [4]. A typical LiDAR
system comprises two main components: the transmitting
system and the receiving system. The transmitting system
scans the target by dynamically deflecting a laser beam. The
receiving system, which integrates both optical elements
and detectors, is responsible for capturing the echo light
signals reflected by the target. To enable LiDAR systems to
receive weak signals with small size and low power con-
sumption, avalanche photodiode (APD) [5]-[7] and single
photon avalanche diode (SPAD) [8], [9] with single-photon
detection capability are commonly employed as detectors.
The detectors rely on the optical elements capable of pro-
viding alarge field of view (FOV) and enhancing the strength
of the received signals to increase the detection range and
signal-to-noise ratio (SNR). Conventional optical configura-
tions, composed of lenses and auxiliary optical elements
such as fiber optic taper and immersion lens, can expand
the FOV while maintaining the focusing capability. However,
these configurations are bulky, heavy, difficult to install and
limited in increasing the FOV, making them unsuitable for
lightweight and compact LiDAR systems with large FOVs
[10]. Although some LiDAR systems utilizing APD arrays
to enlarge the FOV have been proposed [11]-[13], these
arrays involve complex manufacturing processes, signifi-
cant costs, and still result in relatively large system vol-
umes. Therefore, there remains a strong demand for a
compact light receiver with a large FOV using a single
detector.

Metasurfaces, as a novel class of diffractive optical ele-
ments, use subwavelength nanopillars arranged periodi-
cally on a thin substrate to manipulate the phase, ampli-
tude and polarization of incident light [14]. Compared to
conventional optical elements, metasurfaces offer supe-
rior advantages due to their lightweight, ultrathin nature,
flexibility in design and compatibility with semiconductor
processes [15]. Metasurfaces have been extensively studied
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for imaging and beamforming applications [16]. In LiDAR
transmitting systems, for example, metasurfaces have been
used for transmissive beam steering and deflection angle
enlarging [17]-[19]. However, the exploration of metasur-
faces in non-imaging scenarios, such as light receiving,
remains limited [20], [21]. The light receiver of a LiDAR
system requires the metasurface to achieve signal enhance-
ment across a large FOV. While the large FOV metasur-
faces have been investigated using various methods, such
as cascaded metasurface [22], metasurface array [23], and
quadratic metasurface [24]-[26], almost all of them are
utilized for imaging applications like palm print recogni-
tion [27], fingerprint recognition [28] and wide-angle stereo
imaging [29].

Currently, the primary fabrication method for meta-
surface involves electron-beam (e-beam) lithography [30],
ensuring a nanoscale patterning resolution. However, this
kind of point-by-point techniques is time-consuming, expen-
sive and not well-suited for mass production. As the diame-
ter increases, the number of nanopillars grows significantly,
making it challenging to fabricate large-aperture metasur-
faces. In recent years, several viable fabrication methods
for large-aperture metasurface have been proposed, such as
DUV projection lithography [31]-[33], nanoimprint lithogra-
phy (NIL) [34] and e-beam lithography based on the variable
shaped beam (VSB) and character projection (CP) writing
principle [35]. The maximum exposure area of DUV pro-
jection lithography is approximately 20-30 mm, allowing
a metasurface with a 20 mm diameter to be conveniently
fabricated in a single exposure.

In this study, a large FOV metasurface-based light
receiver for LiDAR systems is systematically investigated.
Compared to conventional receiving systems, the
metasurface-based light receiver has the capacity to
significantly reduce the weight and size of the LiDAR
system, thereby attaining a compact footprint. This
paper first elucidates the design principle for the
metasurface-based light receiver with large FOV capability,
which is grounded in mapping relationships. It then
introduces a metasurface fabrication method based on the
DUV projection stepper lithography technique to satisfy
the requirement for batch production of large-aperture
metasurfaces. Subsequently, a 20-mm-diameter 4-region
metasurface device with a +30° FOV at 940 nm was
designed and fabricated. The metasurface device can
converge the echo signal onto a 3-mm-diameter APD
located 15mm away from the metasurface plane. The
performance of the metasurface was experimentally
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evaluated, confirming a power enhancement ranging
from 15 to 3 times. Finally, through the 3D imaging
experiment conducted with a microelectromechanical
system (MEMS) LiDAR, the feasibility of metasurface in
practical applications is demonstrated.

2 Design and fabrication
of the metasurface

2.1 Design

A general design methodology of the non-imaging meta-
surface for large FOV light receiving is elaborated in this
subsection, as shown in Figure 1. The light receiver con-
sists of an optical metasurface and an APD detector with
a diameter of b (Figure 1a). The metasurface device, placed
in the xOy plane, ensures efficient light signal reception by
the detector under various incident angles across the entire
targeted FOV. To begin with, we assume that the metasur-
face converges a normally incident plane wave into a point
with a focusing phase profile @(x, y). To maintain the focal
position unchanged under oblique incidence compared to
normal incidence, the metasurface is further imparted with
alinear phase compensation, and the total phase profile can
be expressed as:

d@”:@@w+%kr o
where A is working wavelength, r = (x, y) = r (cos ¢,,
sin ¢,) is the position vector on the metasurface plane,
k = (sin 0 cos @y, sin @ sin ¢, cos 6,) is the normalized
incident wave vector, 6 is the polar angle and ¢ is the
azimuth angle in the spherical coordinate system. In this
sense, k is a predefined constant and irrelevant to the posi-
tion vector r.

Subsequently, we consider the light receiving metasur-
face capable of directing beams from various directions to
the original focal point simultaneously. In this scenario, 6,
can take any value within [0, ], and @, can take any
value within [0, 27], where +6,,, represents the targeted
FOV. Accordingly, r € [0, R] and @,. € [0, 2], where R denotes
the radius of the metasurface. The design strategy involves
ensuring that each incident direction k corresponds to a spe-
cific region on the metasurface, and a surjective mapping g:
{r, ¢,} » {0}, @} should be constructed. The surjectivity
of g guarantees that every incident vector k corresponds
to an output light energy distribution which covers the
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Figure 1: Working principles of the metasurface-based light receiver. (a) Schematic diagram of the metasurface-based light receiver with a large field
of view (FOV). (b) Graph of the designed staircase function g,(r). (c) Graph of the designed function g,(¢,). (d) Phase profile of the 20-mm-diameter

4-region metasurface device.

original focal point. For a practical detector with a finite
photosensitive area rather than a geometric point, the sur-
jective condition can be appropriately relaxed. For the sake
of simplicity, the functional relationships between 6, and
r, as well as ¢, and @,, can be established independently
to avoid complex interrelations, which is 8, = g;(r) and
Or = 82(®)).

As an example to demonstrate the proposed methodol-
ogy, a quadratic phase profile is selected for focusing and
g1(r) is chosen as a staircase function. The metasurface is
designed as (Figure 1b and c):

zr?
dr) = _Tf

Ok = &1(r) = Oy @

R,_1 <r<R,
o =&(0,) =0,

where f is the focal length, n (=1, 2, ..., N) indexes the
distinct segments of g;(r), R, represents the boundary of the
segmented ring regions, and 6, is a pre-defined constant.
By this design, the metasurface device is divided into N
regions and each ring region is responsible for receiving sig-
nals within a specific sub-FOV, denoted as FOV,,. The overall
FOV can be achieved by integrating the individual FOV,, of
each region.

To obtain appropriate 6, values, more properties of
the design should be analyzed. The quadratic phase profile
converts the change in the incident angle of the beam into a

horizontal displacement of the focal point in the focal plane
as follows:
d(x,y) = ®(x,y) — kox sin

ko f sin” a
2

ko
of
where « is the incident angle of the beam, ¢(x, y) is the
phase distribution of the outgoing light. Since the last term
hasnorelation to variables and doesn’t affect the wavefront,
each incident angle corresponds to a focus in the focal plane
with an in-plane translation of f-sin a. For the detector with
a diameter of b, the maximum incident angle to maintain
the focal position within the photosensitive area is @,
= arcsin (b/2f). Hence, the staircase function g,(r) can be
detailed as:

[(x+ f sin oc)2 +y2] + (%))

SN =0 =2—-1) oy, R, <T<R, (€)]

In this case, 0,,, is the center angle of the specific FOV,,.
Finally, the metasurface phase profile can be expressed
according to Eq. (1):

2
@ (n= —kzo—; +kor sinfy,, R, <r <R,
n=12,...,N )

By this design, each region of the metasurface can
receive the echo signal with an incident angle range from
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O, — Omay) 0 0y, + an,y), the focus offset equals to
f+(sin@,, — sina) based on Eq. (3) and the focal position
is in the center of the detector when a equals to 6,,. The
phase profile has rotational symmetry about point O, the
beams with incident angles ranging from —(6,y + .y t0
(O + apmay) can be received by the detector. Note that we
chose quadratic phase profile for the sake of simplicity, but
similar discussion can be conducted for other function form
(hyperbolic phase profile, for example) if Taylor expansion
formula is applied.

The specific phase profile is determined by the APD
diameter b, the FOV of the light receiver, the distance f
between the metasurface and detector, and the boundary
radius R, according to Eq. (5). As a proof of concept, a 20-
mm-diameter 4-region metasurface device was designed,
and the phase profile is shown in Figure 1d. The device is
expected to direct all echo light signals within a FOV of
about +30° onto the effective photosensitive area of a 3-mm-
diameter APD. The APD is positioned 15 mm away from the
plane of the metasurface device.

The designed metasurface phase profile was then
implemented by periodically arranged subwavelength unit
cells, as shown in Figure 2. Each unit cell comprises an
amorphous silicon cylinder placed on a fused silica sub-
strate (Figure 2a), which is insensitive to the polarization

(a)

Top view

Phase (rad)
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state of the incident light. A hexagonal lattice arrangement
is adopted to enhance the sampling resolution of the phase
profile. For the working wavelength of 940 nm, the period
P is set to 450 nm according to the Nyquist sampling cri-
teria. The transmission coefficients can be modulated by
varying the diameter (D) and height (H) of the nanocylin-
der (Figure 2b and c). The transmissive phase and trans-
mission values are calculated using the finite-difference
time-domain (FDTD) method, with H ranging from 500 to
700 nm and D ranging from 150 to 330 nm. Considering hoth
the fabrication feasibility and the transmission modulation
capability, H is fixed at 600 nm, ensuring an easily attainable
aspect ratio. And the transmissive phase fully covers the
range from —z to x while maintaining the transmission
above 95 % by adjusting D from 160 to 320 nm (Figure 2d).
To verify the incident-angle-insensitivity of the cylindrical
unit cell design, additional numerical simulations were per-
formed, and the results are presented in Figure 2e and f,
which are detailed in Section S1 (Supplementary Material).

2.2 Fabrication

To meet the requirement for low-cost batch production,
a high-throughput DUV stepper photolithography process
was developed to fabricate 45 metasurface devices with a
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Figure 2: Design and simulation of the metasurface unit cell. (a) Schematic diagram of a single metasurface unit cell with period P, including

an amorphous silicon cylinder of diameter D and height H on a fused silica substrate. (b) The transmissive phase and (c) transmission values

of the unit cells as functions of D and H with a fixed period P = 450 nm at the wavelength of 940 nm. (d) The phase and transmission responses

of the unit cell for H = 600 nm across varying Ds. (e) Angle-dependent optical power transmission of the cylindrical meta-atoms for different Ds and
different oblique incident angles. (f) The deviation in the phase of the meta-atoms under oblique incidence compared to normal incidence.
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Figure 3: Images of the fabricated metasurface devices. (a) An optical microscopic image of one of the metasurface devices. (b) The entire 8-inch
wafer before the etching process. (c) The entire 8-inch wafer after blade dicing. (d, e) Scanning electron microscopy (SEM) images of amorphous silicon

nanopillars constitute the metasurface.

diameter of 20 mm on a single 8-inch fused silica wafer
(Figure 3). Initially, a 600-nm-thick amorphous silicon layer
was deposited on the substrate via plasma-enhanced chemi-
cal vapor deposition (PECVD). Subsequently, chromium (Cr)
was deposited on the amorphous silicon layer as a hard
mask for etching the nanopillar arrays, and ensure compat-
ibility with the DUV lithography system, which cannot rec-
ognize transparent substrates. Then, the intended metasur-
face patterns were transferred to a spin-coated photoresist
layer using DUV projection lithography. Figure 3b presents
a photograph of the wafer after photolithography. Next,
nanopillars were formed by inductively coupled plasma
(ICP) etching. Finally, the Cr hard mask was removed by
wet etching and the wafer was diced into individual devices
by blade dicing (Figure 3c). Scanning electron microscopy
(SEM) characterization confirmed the effectiveness of the
process (Figure 3d and e).

3 Results and discussions

3.1 Performance of the metasurface-based
light receiver

The light receiver in a LiDAR system is a typical non-
imaging optical system, with the FOV and the capability to
enhance the received signal strength as two critical parame-
ters affecting the detection range and SNR. The FOV defines
the angular extent over which the system can receive echo
signals, while the capability to enhance the received signal

strength refers to the increased SNR and intensity of the
signal captured by the receiver relative to a mere detector
or other configurations.

These two parameters were experimentally character-
ized to assess the light-gathering performance of the pro-
posed metasurface device, as shown in Figure 4. The exper-
imental setup is exhibited in Figure 4a. The fiber collimator
includes a collimating lens that produces a 20-mm-diameter
beam and a 0.1% light attenuator. An iris diaphragm is
positioned in front of the sensor of the optical power meter,
with the aperture size set to 3 mm to emulate the effective
photosensitive area of the APD. Given the symmetric con-
figuration, we only considered the incident angle from 0 to
30°. The measured results (Figure 4b) demonstrate a signifi-
cant power enhancement ratio of approximately 1.5-3 times
compared to the scenario without the metasurface. This
non-uniformity may be further mitigated by more ratio-
nal segmentation of the metasurface area. The decreasing
trend of the received optical power originates from the
uneven intensity distribution of the Gaussian beam, as well
as the reduced optical power per unit area resulting from
higher incident angles. Overall, the experiment results high-
light the remarkable light-gathering ability of the fabricated
metasurface across the targeted FOV of +30°.

Similar measurements were conducted to evaluate the
light-gathering performance of a practical light receiver,
with an APD (Hamamatsu, S8890-30) sensor replacing the
optical power and the iris diaphragm in Figure 4a. The APD
can convert optical signals into electrical voltage biases.
In addition to the metasurface, a fiber optic taper with a
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Figure 4: Experimental characterization of the metasurface-based light receiver. (a) Schematic of the experimental setup for assessing the light-
gathering performance of the metasurface. @ denotes the incidence angle. (b) Measured optical power of the light receiver upon various incident
angles with/without the metasurface device. (c) Photograph of a practical light receiver including the avalanche photondiode (APD) and the fiber optic
taper. (d) Measured voltages of the light receiver upon various incident angles of different configurations. (e) Measured (Mea.) and simulated (Sim.)

light field intensity distributions at different incident angles.

large-end diameter of 18 mm and a small-end diameter
of 3mm was also investigated for comparison, as shown
in Figure 4c. The dotted reference line in Figure 4d indi-
cates the voltage signal of the APD under dark conditions,
which is closely associated with the circuit design. The
results (Figure 4d) demonstrate that the fiber optic taper
exhibits superior signal strength enhancement within a nar-
row range of incident angles but its performance degrades
rapidly as the incident angle increases. In contrast, the
metasurface-based light receiver displays a rather uniform

performance across the entire FOV, resulting in a much
larger detection range of the LiDAR system.

Furthermore, we utilized a CMOS image sensor to
measure the light intensities on the receiving plane upon
various incident angles (Figure 4e). It was observed that
there is always a certain amount of light energy distribut-
ing within the central 3-mm-diameter circle area, enabling
the large FOV feature of the metasurface-based receiver.
The intensity distributions agree well with the simulated
results obtained through ray-tracing techniques, thereby
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validating the design and fabrication of the metasurface
device.

3.2 Application in a MEMS LiDAR system

The proposed metasurface-based light receiver was subse-
quently integrated into a custom-built MEMS LiDAR sys-
tem to demonstrate its applications in practical scenarios,
as shown in Figure 5a and b. A modulated beam from a
940 nm laser source is incident on the MEMS scanning
mirror (MEMS-SM) (Mirrorcle, S30348), which dynamically
redirects the reflected beam towards an enlarged-FOV lens.
By controlling the MEMS-SM, the output beam is deflected
across a predefined scanning range. Then, the echo sig-
nals from the target are captured by a receiving system
including the metasurface and the APD. The distance val-
ues are obtained by the time-of-flight (ToF) method, and
data-processed 3D images are displayed on PC. Figure 5¢c
illustrates the geometrical schematic of the MEMS LiDAR
system. The maximum receiving angle § in the MEMS LiDAR
system can be calculated as:

f = arctan ( % ) (6)

where [; denotes the scanning range length including the
target and background, I, represents the distance between

(a)

MEMS-SM Enlarged-FOV Lens
Metasurface

(c) L

I Scaning Range

d
B
Enlarged-FOV Lens Metasurface
(=]
940 nm i APD
Laser ]

12

MEMS-SM
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the MEMS-SM and the APD, and d is the distance between
the target and metasurface. When [, and d are fixed, we can
obtain different f§ values by varying l,.

To investigate the large FOV 3D imaging capability of
the MEMS LiDAR, a wooden dog model (45 X 25 X 35 mm)
standing on a wooden pedestal (85 X 85 X 27 mm) was
selected for depth profiling, a paper baffle located at a
certain distance from the scanning target was used as the
background, as shown in Figure 6a. A grid of 40 X 40 equally
distributed points along the scanning path are utilized for
distance retrieving. The distance d was fixed at 84 cm, the
scanning range was about 13 X 13° and the length [; was
12 cm. The distance [, was first set to 3 cm with the max-
imum receiving angle § at 7.5°. The obtained depth map
of the target is exhibited in Figure 6b. The outlines of the
wooden dog model and the wooden pedestal are clearly
distinguished, and the distance precision is evaluated to be
less than 2 cm. This experiment validates the light-gathering
ability of the metasurface-based light receiver in a small
FOV.

Next, the distance I, was changed to 42 cm, resulting in
a maximum receiving angle f§ of 30°. 3D imaging using the
metasurface or fiber optic taper as the receiving optics is
conducted for comparisons, and the results are displayed
in Figure 6¢ and d, respectively. These experiments were

Figure 5: Experimental setup of the self-built LiDAR system. (a) Schematic diagram of the MEMS LiDAR system. (b) Photograph of the MEMS LiDAR

system. (c) Geometrical illustration of the MEMS LiDAR system.
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Figure 6: 3D imaging performance of the MEMS LiDAR system. (a) Photograph of the target for imaging. (b) Depth map obtained by the system in
a small FOV with the metasurface-based light receiver. (c, d) Depth maps obtained by the system in a large FOV with the metasurface-based receiver

and fiber-optic-taper-based receiver, respectively.

conducted within a FOV ranging from 23° to 30°, which
is detailed in Section S2 (Supplementary Material). The for-
mer image retains the details of the objects and the back-
ground, whereas the latter image is severely blurred and
fails to resolve most information about the objects. These
experimental results agree well with Figure 4d and validate
the metasurface’s ability to effectively receive the echo light
signals at an incident angle as large as +30°. The imaging
experiment underscores the extraordinary potential of the
metasurface for use in the compact and highly integrated
LiDAR systems.

4 Conclusions

This study systematically investigates the metasurface-
based light receiver, establishes a general design method-
ology based on mapping relationships, and experimentally
validates its performance in a MEMS LiDAR system. The
methodology establishes a design framework that correlates
metasurface parameters with APD diameter, system dimen-
sions, and FOV requirements. By employing a segmented
phase compensation strategy and DUV lithography-based
mass production, we demonstrated a compact and cost-
effective solution that a 20-mm-diameter 4-region meta-
surface device achieves a significant signal enhancement
ranging from 1.5 to 3 times across +30° FOV. Furthermore,

integration into a MEMS LiDAR system confirms its feasibil-
ity for real-world applications, delivering clear 3D imaging
even at wide angles, thereby verifying system-level feasi-
bility. This innovative approach not only reduces the size
and weight of the LiDAR system but also ensures high
performance, making it a promising solution for various
applications such as UAVs, miniaturized robots, and self-
driving cars. Future research efforts may focus on refining
the design of mapping relationships for metasurface devices
to achieve higher enhancement and greater uniformity in
performance.

Acknowledgments: The authors thank the Hubei Jiufeng-
shan Laboratory for its support in fabrication technology.
Research funding: National Key Research and Development
Program of China (2022YFB3204202); Innovation Project of
Optics Valley Laboratory (OVL2023ZD001).

Author contributions: All authors have accepted respon-
sibility for the entire content of this manuscript and con-
sented to its submission to the journal, reviewed all the
results and approved the final version of the manuscript.
LZ and JW conceived the project. JW and ZY supervised the
project. HG designed the samples, conducted performance
tests. HG and BG conducted the MEMS LiDAR imaging exper-
iment. HG, XZ and JY analysed data. HG, LZ and XZ cowrote
the manuscript.

Conflict of interest: Authors state no conflict of interest.



DE GRUYTER

Data availability: Data underlying the results presented in
this paper are available from the authors upon reasonable

request.

References

M

[2

E]|

[4]

(5]

[6]

71

(8

[9

[10]

(1

2]

(3]

[14]

K.-Y. Huang, et al., “Scheme of flash LiDAR employing glass
aspherical microlens array with large field of illumination for
autonomous vehicles,” Opt. Express, vol. 32, no. 20,

pp. 35854 —35870, 2024.

T.T. Sankey, J. McVay, T. L. Swetnam, M. P. McClaran, P. Heilman,
and M. Nichols, “UAV hyperspectral and lidar data and their fusion
for arid and semi-arid land vegetation monitoring,” Remote Sens.
Ecol. Conserv., vol. 4, no. 1, pp. 20—33, 2018.

M. Michatowska and J. Rapinski, “A review of tree species
classification based on airborne LiDAR data and applied
classifiers,” Remote Sens., vol. 13, no. 3, p. 353, 2021.

Y. Zhou, et al., “Shipborne oceanic high-spectral-resolution lidar
for accurate estimation of seawater depth-resolved optical
properties,” Light Sci. Appl., vol. 11, no. 1, p. 261, 2022.

L. Qian, et al., “Infrared detector module for airborne
hyperspectral LiDAR: design and demonstration,” Appl. Opt.,

vol. 62, no. 8, pp. 2161—2167, 2023.

Q. Hao, Y. Tao, J. Cao, and Y. Cheng, “Development of pulsed-laser
three-dimensional imaging flash lidar using APD arrays,” Microw.
Opt. Technol. Lett., vol. 63, no. 10, pp. 2492 —2509, 2021.

Q. Li,S. Wang, J. Wu, F. Chen, H. Gao, and H. Gong, “Design of lidar
receiving optical system with large FoV and high concentration of
light to resist background light interference,” Micromachines,

vol. 15, no. 6, p. 712, 2024.

S. W. Hutchings, et al., “A reconfigurable 3-D-Stacked SPAD imager
with in-pixel histogramming for flash LIDAR or high-speed
time-of-flight imaging,” IEEE . Solid-State Circuits, vol. 54, no. 11,
pp. 2947—2956, 2019.

F. Villa, F. Severini, F. Madonini, and F. Zappa, “SPADs and SiPMs
arrays for long-range high-speed light detection and ranging
(LiDAR),” Sensors, vol. 21, no. 11, p. 3839, 2021.

N. Li, et al., “Spectral imaging and spectral LIDAR systems: moving
toward compact nanophotonics-based sensing,” Nanophotonics,
vol. 10, no. 5, pp. 14371467, 2021.

Y. Cheng, J. Cao, F. Zhang, and Q. Hao, “Design and modeling of
pulsed-laser three-dimensional imaging system inspired by
compound and human hybrid eye,” Sci. Rep., vol. 8, no. 1, p. 17164,
2018.

Q. Li, et al., “Design of non-imaging receiving system for large
field of view lidar,” Infrared Phys. Technol., vol. 133, p. 104802,
2023.

X. Lee, et al., “Increasing the effective aperture of a detector and
enlarging the receiving field of view in a 3D imaging lidar system
through hexagonal prism beam splitting,” Opt. Express, vol. 24,
no. 14, pp. 15222 —15231, 2016.

L. Zhang, et al., “A review of cascaded metasurfaces for advanced
integrated devices,” Micromachines, vol. 15, no. 12, p. 1482,

2024.

(3]

[1e]

N7

(18]

(9]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

31

H. Guo et al.: Metasurface-based large FOV light receiver for enhanced LiDAR systems == 2681

A. 1. Kuznetsov, et al., “Roadmap for optical metasurfaces,” ACS
Photonics, vol. 11, no. 3, pp. 816—865, 2024.

L. Zhang, et al., “Four-dimensional imaging based on a binocular
chiral metalens,” Opt. Lett., vol. 50, no. 3, pp. 1017—1020,

2025.

L. Zhang, et al., “Highly tunable cascaded metasurfaces for
continuous two-dimensional beam steering,” Adv. Sci., vol. 10,
no. 24, p. 2300542, 2023.

X. Li, et al., “Cascaded metasurfaces enabling adaptive aberration
corrections for focus scanning,” Opto-Electron. Adv., vol. 7, no. 10,
p. 240085, 2024.

R.Juliano Martins, et al., “Metasurface-enhanced light detection
and ranging technology,” Nat. Commun., vol. 13, no. 1, p. 5724,
2022.

Y. Yang, et al., “Integrated metasurfaces for re-envisioning a
near-future disruptive optical platform,” Light Sci. Appl., vol. 12,
no. 1, p. 152, 2023.

R. Guan, H. Xu, Z. Lou, Z. Zhao, and L. Wang, “Design and
development of metasurface materials for enhancing
photodetector properties,” Adv. Sci., vol. 11, no. 34, p. 2402530,
2024.

B. Groever, W. T. Chen, and F. Capasso, “Meta-lens doublet

in the visible region,” Nano Lett., vol. 17, no. 8, pp. 4902—4907,
2017.

). Chen, et al., “Planar wide-angle-imaging camera enabled

by metalens array,” Optica, vol. 9, no. 4, pp. 431—437,

2022.

A. Martins, et al., “On metalenses with arbitrarily wide field

of view,” ACS Photonics, vol. 7, no. 8, pp. 2073 —2079,

2020.

Y. Guo, X. Ma, M. Pu, X. Li, Z. Zhao, and X. Luo, “High-efficiency and
wide-angle beam steering based on catenary optical fields in
ultrathin metalens,” Adv. Opt. Mater., vol. 6, no. 19, p. 1800592,
2018.

M. Pu, X. Li, Y. Guo, X. Ma, and X. Luo, “Nanoapertures with
ordered rotations: symmetry transformation and wide-angle

flat lensing,” Opt. Express, vol. 25, no. 25, pp. 3147131477,

2017.

E. Lassalle, et al., “Imaging properties of large field-of-view
quadratic metalenses and their applications to fingerprint
detection,” ACS Photonics, vol. 8, no. 5, pp. 1457 —1468,

2021.

Y. Kuang, S. Wang, B. Mo, S. Sun, K. Xia, and Y. Yang, “Palm vein
imaging using a polarization-selective metalens with wide
field-of-view and extended depth-of-field,” npj Nanophoton., vol. 1,
no.1, p. 24, 2024.

D. K. Sharma, et al., “Stereo imaging with a hemispherical
field-of-view metalens camera,” ACS Photonics, vol. 11, no. 5,

pp. 2016—2021, 2024.

M. Khorasaninejad, W. T. Chen, R. C. Devlin, J. Oh, A. Y. Zhu, and
F. Capasso, “Metalenses at visible wavelengths: diffraction-limited
focusing and subwavelength resolution imaging,” Science, vol. 352,
no. 6290, pp. 1190—1194, 2016.

T. Hu, et al., “Demonstration of color display metasurfaces via
immersion lithography on a 12-inch silicon wafer,” Opt. Express,
vol. 26, no. 15, pp. 19548 —19554, 2018.



2682 = H.Guo etal.: Metasurface-based large FOV light receiver for enhanced LiDAR systems DE GRUYTER

[32] L.Zhang, et al., “High-efficiency, 80 mm aperture metalens [35] U. Zeitner, M. Banasch, and M. Trost, “Potential of E-beam
telescope,” Nano Lett., vol. 23, no. 1, pp. 51—57, 2023. lithography for micro- and nano-optics fabrication on large areas,”
[33] J.-S. Park, et al., “All-glass 100 mm diameter visible metalens for J. Micro/Nanopatterning, Mater., Metrol., vol. 22, no. 4, p. 041405,
imaging the cosmos,” ACS Nano, vol. 18, no. 4, pp. 3187—3198, 2023.
2024.

[34] D.K.Oh,T. Lee, B. Ko, T. Badloe, J. G. Ok, and J. Rho,
“Nanoimprint lithography for high-throughput fabrication of

metasurfaces,” Front. Optoelectron., vol. 14, no. 2, pp. 229—251, Supplementary Material: This article contains supplementary material
2021. (https://doi.org/10.1515/nanoph-2025-0161).



https://doi.org/10.1515/nanoph-2025-0161

	1 Introduction
	2  Design and fabrication of the metasurface
	2.1 Design
	2.2 Fabrication

	3 Results and discussions
	3.1 Performance of the metasurface-based light receiver
	3.2 Application in a MEMS LiDAR system

	4 Conclusions


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Euroscale Coated v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.7
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 35
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1000
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.10000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /DEU <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>
    /ENU ()
    /ENN ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName (ISO Coated v2 \(ECI\))
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName <FEFF005B0048006F006800650020004100750066006C00F600730075006E0067005D>
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 8.503940
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [595.276 841.890]
>> setpagedevice


