DE GRUYTER

Nanophotonics 2021; 10(1): 3-21 a

Review

Claude Weisbuch*, Shuji Nakamura, Yuh-Renn Wu and James S. Speck

Disorder effects in nitride semiconductors: impact
on fundamental and device properties

https://doi.org/10.1515/nanoph-2020-0590
Received November 2, 2020; accepted November 2, 2020;
published online November 18, 2020

Abstract: Semiconductor structures used for fundamental
or device applications most often incorporate alloy mate-
rials. In “usual” or “common” III-V alloys, based on the
InGaAsP or InGaAlAs material systems, the effects of
compositional disorder on the electronic properties can be
treated in a perturbative approach. This is not the case in
the more recent nitride-based GaInAIN alloys, where the
potential changes associated with the various atoms
induce strong localization effects, which cannot be
described perturbatively. Since the early studies of these
materials and devices, disorder effects have indeed been
identified to play a major role in their properties. Although
many studies have been performed on the structural
characterization of materials, on intrinsic electronic
localization properties, and on the impact of disorder on
device operation, there are still many open questions on all
these topics. Taking disorder into account also leads to
unmanageable problems in simulations. As a prerequisite
to address material and device simulations, a critical ex-
amination of experiments must be considered to ensure
that one measures intrinsic parameters as these materials
are difficult to grow with low defect densities. A specific
property of nitride semiconductors that can obscure
intrinsic properties is the strong spontaneous and piezo-
electric fields. We outline in this review the remaining
challenges faced when attempting to fully describe nitride-
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based material systems, taking the examples of LEDs. The
objectives of a better understanding of disorder phenom-
ena are to explain the hidden phenomena often forcing one
to use ad hoc parameters, or additional poorly defined
concepts, to make simulations agree with experiments.
Finally, we describe a novel simulation tool based on a
mathematical breakthrough to solve the Schrodinger
equation in disordered potentials that facilitates 3D simu-
lations that include alloy disorder.
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1 Introduction

Modern semiconductor structures and devices combine
different elements, compounds and alloys to form hetero-
structures. Their importance was recognized by the attri-
bution of the 2000 physics Nobel prize to Zhores Alferov
and Herbert Kromer who developed the concepts that
resulted in the field of bandgap engineering. To realize
many heterostructure designs, the material palette in-
cludes alloys because pure compounds or elements often
do not have the necessary material properties for specific
heterostructure designs. This is best seen in Figure 1, which
shows the bandgap map of the major semiconductors. With
the exception of the GaAs/AlAs material pair, where the
compound materials are nearly lattice matched, other pure
compound pairs typically have large lattice mismatched.
To obtain materials with acceptable defect levels, strain is
reduced compared with pure compound associations by
using alloys with intermediate lattice constants in hetero-
structures. Alloys have random substitutions of atoms at
well-defined sites within the crystal structure (these alloys
do not have positional disorder). Therefore, electrons and
holes experience a random potential at a scale of the unit
cell.

In usual III-Vs, alloy disorder has nonessential con-
sequences. As the disorder-induced potential fluctuations
are weak, band structure properties can be described by the
virtual crystal approximation (VCA) where each potentially

3 Open Access. © 2020 Claude Weisbuch et al., published by De Gruyter. This work is licensed under the Creative Commons Attribution 4.0

International License.


https://doi.org/10.1515/nanoph-2020-0590
mailto:weisbuch@engineering.ucsb.edu
mailto:shuji@engineering.ucsb.edu
mailto:speck@ucsb.edu
mailto:yrwu@cc.ee.ntu.edu.tw

4 —— C(C.Weisbuchetal.:

(wu) yr8usjanem

Forbidden bandgap (eV)

0.30 0.35 0.55
Crystal lattice constant (nm)

0.60 0.65

Figure 1: Bandgap map of major semiconductors.

disordered atom site is substituted by an artificial atom
interpolating between the properties of the actual constit-
uent atoms (we leave outside this review the very different
case of disordered semiconductors where disorder is
introduced through dopants, see the study by Shklovskii
and Efros [1] for a very thorough analysis). Thus, the crystal
is perfectly ordered and carrier quantum states are Bloch
waves. To account for disorder, a perturbation is intro-
duced, which is the potential difference between the VCA
atom potential and the real atom potential. This allows
computation, for example, of the alloy disorder contribu-
tion to mobility, as well as the bowing parameter deter-
mining the quadratic variation of the bandgap with alloy
composition.

In contrast, the random potential due to alloy disorder
in nitride semiconductors is so large that it leads to local-
ization properties that cannot be described as perturba-
tions. This significantly impacts in a major way many
fundamental properties of the group III nitrides. However,
so far, no full microscopic model exists yet to describe
optical and transport phenomena as four challenges exist:
(1) modeling requires accurate microscopic descriptions of
alloy heterostructures, with some open questions on alloy
randomness, interface abruptness and composition varia-
tion along the growth direction; (2) the high extended and
point defect densities existing in nitride materials can add
another level of complexity for the description of the
physical system. For instance, the large difference between
optoelectronic performance of molecular beam epitaxy
(MBE)-grown materials compared with metal-organic
chemical vapor deposition (MOCVD)-grown ones is still
mysterious, although part of the explanation could be due
to the presence of Ca impurities in MBE material acting as a
killer impurity [2]; another such major effect is the curing of
some nonradiative (NR) recombination centers by the
growth of superlattices or underlayers before growing the
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active LED layers [3], recently attributed to the trapping by
these structures of surface defects in GaN [4]; in MOCVD
materials grown under optimal conditions, NR defects
appear in selected layers such as AlGaN electron—blocking
layers (EBLs) or in higher In content layers for green LEDs
[5-8]; (3) for the electronic quantum description, a number
of phenomena need to be further explored such as electron-
hole carrier localization and tunneling, Coulomb in-
teractions, ... Simulations of basic optical properties re-
quires the computation of numerous energy levels, energy
relaxation toward emitting levels, computation of the car-
rier population, ... Simulations of LEDs require the addi-
tional computation of transport coefficients taking disorder
and localization into account, both for perpendicular
transport (I-V characteristics of LEDs, unipolar barrier
transport) and in-plane transport. All these tasks require
huge computational resources; (iv) finally, for compari-
sons with simulations, experiments need to determine ac-
curate parameters, avoiding systematic errors.

We discuss disorder effects in nitride alloys in the
context of LEDs, as most of these challenges occur there,
and their many studies result in a lot of data, as well as in
improved materials and devices. In addition, there are
fewer carrier transport studies being conducted as alloys
are avoided in transistors as their uses in the active
channel lead to much reduced mobilities [9]. We
emphasize in this article the large number of prerequisites
required for a full understanding of LED materials and
devices such as the need for intrinsic material parameters,
carefully executed experiments and interpretation and
powerful computational tools. We also mention alloy-
based energy barriers, as they have very weak rectifying
properties while they play major roles in devices and need
serious design efforts to reach their expected barrier role
[10-12].

2 Why do we need to consider
disorder effects in nitride LEDs?

There is ample evidence of alloy-induced disorder effects
on material and device properties, which can be classified
as directly observable either at a microscopic scale or at
macroscopic scale through spatially averaged effects of
disorder or indirectly observable where the measured ef-
fects are different from those modeled without taking dis-
order into account. Understanding and modeling the
effects of disorder is required if one wishes to reach the
physical limits of efficiency in LEDs. At stake is the huge
improvement in energy savings still permitted by the
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physics of nitride LEDs: present day maximum efficiency is
~200 Im/W for white-emitting phosphor-converted LEDs,
whereas color mixed LEDs, so far less efficient because of
the green gap, could reach 330 lm/W when the full po-
tential of LEDs is reached [13].

3 Experimental evidence of directly
observable disorder-induced
effects

Optical spectroscopy at the nanoscale should allow direct
measurements of alloy disorder-induced energy and
localization effects (Figure 2b). There are many observa-
tions of compositional variations at the few 100-nm micron
length scale through microphotoluminescence [15], near-
field scanning optical microscope [16], spatially-resolved
cathodoluminescence [17], with a spatial resolution down
to ~50 nm. These techniques are used to measure fluctua-
tions that are either intrinsic to alloy disorder or due to
details in growth such as QW thickness fluctuations or
more involved fluctuations due to specific details of the
growth surface [18]. As the scale of intrinsic disorder of
alloys is a few nm (Figure 2b), it is not observed through
these techniques. Only the recently developed technique of
scanning tunneling luminescence (STL) provides spatial
resolution at the few-nm scale and allows direct observa-
tion of localized states induced by the intrinsic disorder
[19].

The indirect impact of nm-scale disorder can however
be observed at the macroscopic level, through spatially
averaged observations. For instance, the increase in
emission linewidth compared with pure compounds
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reflects the variations in local composition, as does the
absorption edge broadening [20].

Another macroscopically observed effect of nanoscale
disorder is the Stokes shift, that is, the difference between
emission and absorption energies. We note that the Stokes
shift was originally invoked in the context of molecular
fluorescence with well-defined peak emission energies and
absorption energies. In semiconductors, both phenomena
are broadened by disorder. Thus, taking the Stokes shift as
a quantitative measurement of disorder is uncertain, at
best, as both emission and absorption edges are poorly
defined: namely, in QWs, from which most data originate,
the absorption edge and emission peak are broadened and
shifted by the quantum-confined Stark effect (QCSE) in
nitrides because of the electron-hole separation induced by
the internal electric fields. Sorting the smaller contribution
of disorder is challenging. One could use opposite dopants
on both QWSs’ sides to completely screen the polarization
field induced by the spontaneous polarization difference at
the InGaN/GaN interface [21]. To avoid the QCSE in QWs
altogether and measure intrinsic absorption and emission
of InGaN alloys, one should use thick InGaN layers such
that the effects of the QCSE can be avoided [22]. In both
cases of thin and thick materials, the absorption curve is
often approximated by a sigmoid function [23], which for
QWs includes both the effect of disorder and the QCSE
(Figure 3a). As for emission energy, it is difficult to assign it
an accurate value because the emission peak results from
the history of carrier energy relaxation, and the high-
energy emission edge is even more dependent on experi-
mental conditions (temperature, carrier density). There-
fore, the very large Stokes shifts, up to several hundreds of
meV [23, 24], reported might mainly be due to a large QCSE
in the case of QWs and large inhomogeneities of materials
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Figure 2: (a) Schematics of the blue-emitting LED to be modeled with 3-nm thick In, 1,Gag ggN quantum wells (QWs) and 7-nm thick GaN
barriers; (b) in-plane disordered electron and hole effective energy levels computed with the localization landscape (LL) theory (see below).
The emission energy observed at the nanoscale of disorder should reveal the local disordered-localization energy; (c) in-plane averaged,
computed band extrema along the growth direction under 2.8 V forward bias. Black curves show the averaged band extrema obtained from the
compositional map, whereas the red and green curves show the averaged band extrema computed through the LL theory. The inset shows the
effect of quantum disorder, raising and lowering energy extrema due to in-plane quantum confinement and tunneling (from [14]).
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Figure 3: (a) Photoluminescence (PL) and PL excitation (PLE) spectra of InGaN bulk (80-nm thick) and QW (3- and 6.2-nm thick) materials. The
bulk material exhibits a small Stokes shift, characteristic of alloy disorder. A large Stoke shift is observed for QWs. Approximating the

absorption curve by a sigmoid and the absorption edge E,ps as its center leads to a large Stokes shift dependent on the QW thickness (after the
study by Berkowicz et al. [26]); (b) example of the S-shape temperature dependence of the peak energy for InGaN-related PL (after the study by
Cho et al. [29]); (c) example of a Tauc plot of a ZnO thin film fitting the linear region to evaluate the bandgap at the x-axis intercept (after the

study by Yang et al. [30]).

as a result of poorly controlled growth (see, e.g., the small
Stokes shift of bulk material in Figure 3a compared with the
study by O’Donnell et al. [25]). The dominant impact of the
QCSE on the Stokes shift in multiple quantum wells
(MQWs) is measured in MQW structures with constant In
concentration and variable thickness (Figure 3a) [26, 27] (for
recent measurements on industry-grade materials, see also
the study by Nippert [28], p. 32). Applying bias allows to
cancel the QCSE when reaching flat-band conditions
[31, 32] but should also measure emission under such
conditions to extract a value for Stokes shift void of QCSE.
In any case, instead of the sigmoid function, one could use
the Tauc plot of the band edge absorption, used in many
other disordered systems [33] where the bandgap is defined
as the intercept of the extrapolated to zero absorption of the
quantity (ahv)?, where a is the absorption coefficient of the
material, with the photon energy hv as the abscissa
(Figure 3c). The best identification of band edge states in
absorption is revealed on a log scale as the Urbach tail of
absorption [34], but this is not what is analyzed in the
articles stating large Stokes shifts.

A more indirect probe of disorder is provided by the so-
called S-shaped curve displayed by the change of the peak
emission wavelength with temperature (Figure 3b): starting
at a low temperature (and increasing the temperature), the

decrease in peak energy from 10 to 70 K is interpreted due to
improved thermalization between localized states, reaching
deeper states, followed at higher temperatures, 70-150 K, by
escape from deep localized states into delocalized states
emitting at higher energies. At still higher temperatures, the
emission energy decreases with the temperature along the
materials’ bandgap. Another probe of disorder is the blue
shift in emission energy with increased carrier injection due
to band filling of disorder-broadened states, although the
major part of the shift in c-plane materials is due to internal
field screening of the QCSE in QWs. Other optical evidence of
disorder-induced localization is provided by indirect effects
such as increased Auger recombination coefficient (dis-
cussed in the following sections) or longitudinal-optical
(LO) phonon replicas of emission [35] (see, e.g., the lower
emission spectrum in Figure 3a).

4 Experimental evidence of
indirectly observed disorder-
induced effects

Indirectly observed disorder effects are inferred when the
modeling of materials and device characteristics cannot
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describe the measured effects without accounting for
disorder.

(i) In-plane carrier transport properties are of course sen-
sitive to the in-plane potential fluctuations such as
those in Figure 2b as revealed by electron mobilities [9]
or carrier diffusion lengths [36-38]. The most direct
evaluation of electron localization properties should
be the electrical measurements of carrier mobilities.
However, the impact of these electrons and hole
localization has not yet been theoretically assessed on
the in-plane carrier transport properties. The electron
mobility measurements of Sohi et al. [9] could be
explained by a simple perturbative model for electron
mobility in InGaN HEMT channels at high carrier
densities (2.47 x 10® cm™) at room temperature, con-
ditions under which one expects diminished effects of
disorder. The mobility decreases from 1340 to
173 cm? V! s7! when the In content varies from 0 to
20%. A surprisingly good agreement with theory is
realized by crudely taking an alloy fluctuation poten-
tial equal to the conduction band offset between InN
and GaN. It remains to be seen whether strong locali-
zation would be observed at low temperatures and
reduced electron densities.

Vertical transport properties of multilayer LED bipolar
structures are also strongly impacted by disorder, but
there, disorder improves the transport properties! One
would expect that the LED forward voltage Vi (defined
as the voltage for a sizeable current, usually 20 or 35
20 A/cm™) as displayed in I-V characteristic curves is
such that the energy supplied per electron-hole (e—h)
pair by the energy source, eV, is equal to the photon
energy. This is indeed observed experimentally, at
least in blue single QW LEDs, and in usual III-V LEDs.
This is due to the electron and hole (e-h) quasi-Fermi
levels being near the respective e-h QW levels, there-
fore significantly populating them, which leads to a
sizeable recombination current. However, for nitride
MQW LEDs, where quantum barriers and internal
fields hinder well-to-well carrier transport, experi-
ments show excess voltages for longer wavelength
LEDs with high indium content in the InGaN QWs. On
the theory side, 1D simulations always show larger Vg
than experimentally observed, the more so for long-
wavelength LEDs. These 1D simulation tools, which
obviously cannot include in-plane disorder, need an
ad hoc artificial correction of the internal fields to reach
reasonable onset values. Although some of the excess
voltage can be attributed to large band discontinuities
and increased polarization-induced barriers (due to
discontinuities of the spontaneous and strain-induced

(i)
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polarization), 1D simulations miss two effects of dis-
order: first, the in-plane averaged effective barrier
height is reduced by compositional fluctuations
(Figure 1c); second, percolative carrier transport paths
in the disordered potential greatly reduce the effective
barrier height carriers (see Figure 8d). The same per-
colative transport phenomenon is at work in explain-
ing why unipolar energy barriers always display a
much reduced resistance to current and even are often
ohmic without the rectifying behavior [10-12].

Another often invoked indirect impact of disorder is the
high radiative efficiency for blue-violet LEDs [39, 40], seen
as a surprise, given that the threading dislocation density is
on the order of 108-10° cm™ when grown on sapphire,
values prohibiting efficient recombination in other III-V
semiconductors [41]. Some have invoked a lower activity of
dislocations in nitrides [42-46]. However, at the beginning
of high-efficiency blue LEDs, the preferred explanation was
that disorder-induced localization would prevent carriers
to reach NR recombination centers [47]. Indeed, the diffu-
sion lengths in active layers, most often alloy QWs, are
quite small compared with other materials (although
measured values vary substantially [38, 48]), which can
make the capture radius of carriers by dislocations smaller
than the dislocation separation. The situation is complex to
analyze as carriers appear to be thermalized between
localized and delocalized states as revealed by the thermal
tails of emission in operating LEDs, which indicates a
limited effect of localization.

5 The efficiency loss, “droop”, at
high current densities in nitride
LEDs—the role of disorder

A major issue in nitride LED efficiency, at blue and other
wavelengths, is the internal quantum efficiency (IQE)
droop under high driving current densities. Although peak
IQEs reach the 90+% range for blue-violet LEDs, these
values are achieved at current densities of a few A/cm?

The droop phenomenon is less prevalent in other III-
V materials systems as these operate at much lower
carrier densities. This originates from the strong QCSE in
nitride QWs, which leads to comparatively small radia-
tive recombination coefficient, thus requiring larger
carrier densities to emit a given photon flux [31]. There-
fore, nonlinear NR effects such as the Auger recombi-
nation become more important than in the conventional
III-Vs.
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The droop phenomenon is often analyzed through the
so-called ABC model of the IQE, where A is the Shockley—
Read-Hall NR recombination coefficient, B is the bimo-
lecular radiative recombination coefficient and the Cn’
term is a nonlinear NR recombination term. In this ABC
model of droop, the injected current density in the LED J
and IQE are given by the following:

(An + Bn? + Cn?)ed
IE

B Br?

" An+Bn? + Cn?

J= @)

IQE )

where e is the electron charge, d is the active layer thick-
ness, n is the electron concentration (equal to the hole
density p in the nominally undoped active layers), IE is the
injection efficiency (fraction of injected e—h pairs that are
captured in the active QWs). These two equations are
“reasonably” verified in LEDs [49, 50], but with a very wide
range of parameters that all lead to excellent fits (Figure 4)
(see, e.g., the study by Weisbuch et al. [51] for a discussion
of the extraction of the ABC parameters from the external
quantum efficiency (EQE) curve analysis). In addition, the
ABC analysis, although very attractive due to its simplicity,
depends on a number of important critical approximations:
(1) A, B and C are not independent of carrier density. In
c-plane-grown nitrides, the internal spontaneous and
piezoelectric-related electric fields are progressively
screened with increasing injected carrier density, changing
accordingly A, B and C; (2) carrier localization effects, such
as due to In compositional fluctuations, also change with
n; (3) carrier injection is not uniform in the various QWs of
MQW LEDs (in particular holes), leading to an inhomoge-
neous distribution of carriers among QWs, hence of
recombination rates between QWs; thus, each QW has its
own A, B and C coefficients due to their dependences on
carrier densities; (4) density-dependent current crowding
at contacts can lead to lateral inhomogeneous carrier dis-
tribution, thus A, B and C depend on the position on the
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chip [52]. For an experimental analysis of variables A, Band
C with carrier injection and composition, see the studies by
David et al. and David and Hurni [49, 50].

There has been long arguing about the physical
mechanism at the origin of the Cr’ term. At first, the cause
for droop was thought to be of extrinsic nature because of
decreasing IE [53] or carrier delocalization from localized
states with high IQE at increased currents [47]. This changed
dramatically when Shen et al. [54] announced that droop
was due to an intrinsic effect, the Auger effect, through an
analysis by the ABC modeling, using carrier lifetime
changes with carrier density. This started many efforts to
unambiguously determine the origin of droop because the
measured Auger coefficient, 1.4-2.0 x 10~° cm® s [54], was
orders of magnitude larger than direct three-body calcula-
tions in bulk materials [55]. Then, theorists calculated the
effects of indirect phonon-assisted mechanisms or of QW
finite thickness [56—59], however, still with smaller values
than measured ones, which led to continuing disputing the
Auger mechanism with others mechanisms such as dimin-
ished IE due to carrier escape [53] or overshoot [60] from
active regions (see Figure 6). However, the evidence for
carriers escaping the active region relied on misleading in-
terpretations of measurements: forward minority electron
current in the LED top p-layer can be mistaken for escape
current, whereas it is due to Auger electrons bypassing the
EBL [61-63] (it is remarkable that although Vampola et al.
[61] concluded that both thermal escape and Auger-assisted
electron overflow of electrons could explain his data, most
authors citing this article use it as proof of thermal escape of
electrons); reverse photocurrent under low bias has been
mistaken as an NR recombination channel (for a full dis-
cussion of issues in optical measurements, see the study by
David et al. [49]).

Then, experimentally, the signature of Auger-
generated hot electrons by electron emission in vacuum
provided direct proof of the Auger mechanism [64], and
theoretically, it became clear compositional fluctuations

(a) 1 (b) ® David
10_28 A ;alfheim
509 = e Figure 4: (a) Example of ABC fit of EQE vs.
3 e 8 QWs injected currentin an eight-QW LED. The IQE
§ 08 w; 10 injected is 76% as calculated from the position of
g S 1w the peak EQE; (b) calculated C coefficient as
E 07 O o . injected a function of B, considering that one or all
g 06 : eight QWs are populated, fitting the IQE
3 . curve on the left. Data points correspond to
05 : 10 different values of B reported in the litera-

10" 10 10’ 10° 107

Injected current density (A/lcm?)

ture. Reproduced from the study by Weis-

B (em®s™) buch et al. [51]; see details there.



DE GRUYTER

would increase the apparent Auger recombination coeffi-
cient C [65] (see the following sections).

The connection between disorder and the Auger droop
is experimentally well confirmed by the smaller droop or its
absence in PL measurements of GaN QWs free from alloy
disorder [66, 67].

6 Aprerequisite to simulations: the
microscopic description of the
simulated structures

The material system to be modeled requires the accurate
knowledge of both their geometry and composition. These
are often limiting factors of simulations due to uncertainty
in either structure or physical parameters.

For instance, it is well-known that the transport and
optical properties of heterostructures are very sensitive to
their detailed geometry. Already in GaAs QWs, interface
roughness shows up as a major source of intrinsic geo-
metric disorder leading to inhomogeneous broadening in
optical spectroscopy [68]. In turn, interface disorder im-
pacts the design of short wavelength GaAs/AlGaAs lasers
[69] and also leads to localization properties at a low
temperature displayed by a mobility edge [70]. In the
nitride materials system, the fact that the QW material is an
alloy leads to a much more complex situation. First, the
randomness of the alloy has to be assessed: indium clus-
tering leading to In compositional fluctuations larger than
those expected from exact alloy randomness was first
invoked to explain the high efficiency of LEDs [25, 71].
Although clustering, indeed observed by transmission
electron microscopy (TEM), was later proven as due to TEM
measurement artifacts (clustering was created under
strong electron irradiation [72]), a recent article suggests
the existence of short range clustering, not to be detected in
atomic probe tomography (APT) due to the limited detec-
tion efficiency of most APT systems [73]. This claim appears
however controversial as randomness evaluations in high-
efficiency APT systems still conclude to perfect random-
ness. Second, the geometrical definition of interfaces for
QWs, leading, or not, to interface roughness is hard to
assess in III nitrides. The composition varies progressively
in the growth direction, with the lower interface being
abrupt and the upper interface somewhat diffuse, with
some In being also present in barriers because of memory
effects of growth systems. Attributing interface roughness
geometries at nm scale under such conditions is difficult,
but evaluations through APT and TEM conclude to inter-
face fluctuations ~5 nm wide and 1-2 monolayer thick
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[74, 75]. These modified interface geometries help improve
simulations of luminescence spectra [76] and of the Urbach
tail of the absorption edge [34]. Such measurements are
spatially averaged effects of interface disorder and one
would wish more direct observations of the interface fluc-
tuations. The STL technique provides spatial resolution at
the few nm scale and could probe the interface morphology
because of the very localized nature of the probing carrier
density [19].

7 Which quantities are to be
modeled?—issues in their
measurements

For optical properties of LEDs, one needs to simulate the
dependence of the emission wavelength on In content, QW
thickness and applied bias. The quantities entering equa-
tions (1) and (2), namely the A, B and C coefficients and the
IE, although their determination require great care as dis-
cussed previously, are needed to obtain the IQE. IE is a
particularly difficult quantity to measure, and we refer to
the detailed discussion in the study by Weisbuch [77]. In
addition, great care must be exerted when extracting co-
efficients from purely optical excitation measurements for
use in LED simulations as the internal fields are different
from those under electrical excitation. For a description of
best practices for such measurements, see the study by
David et al. [49].

It is easier to measure the I-V characteristic of an LED,
although it also requires some care to extract the potential
applied to the junction, taking into account the voltage
drops at contacts and through resistance.

We leave out computations of optical properties for the
moment as they require to take disorder into account in
view of their many displays of disorder effects and first
discuss how well LEDs can be simulated without ac-
counting for alloy disorder effects.

8 Simulation of LEDs—without
disorder taken into account

Simulations are a very important indication of the under-
standing LED operation, therefore justifying their use to
guide LED designs. For instance, as mentioned previously,
some experimental results were invoked to justify carrier
escape from the active region and would require mitigation
actions by some improved design if proven true.
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Simulations of full LED structures are usually per-
formed in 1D [78-82] because of the computational chal-
lenges to include 3D disorder. LED simulations are based
on a known 1D map of the band edges of the devices
(eventually computing the QW levels with a 1D Schrédinger
equation), solving throughout the device structure drift-
diffusion (DD) equations that involve knowing local
transport parameters of carriers (mobilities, diffusion co-
efficients, both being related by the Einstein relation
D = (kT/e)u for homogeneous systems at equilibrium) and
recombination times of carriers. Thermal equilibrium is
assumed. Local electric potentials and fields are deter-
mined by solving Poisson equation, which requires a self-
consistency feedback loop to account for the changes in
electric potentials and fields caused by carrier injection
and propagation (Figure 5a).

Current state-of-the-art 1D models, when used with
standard parameters such as band offsets and internal
electric fields, fail to describe basic device properties, such
as the forward voltage Vg: the simulated blue LED V% is
3.4 V or more, whereas observed values are well below 3 V
(see commercial LED data sheets). To improve the model
results so that they fit better experiments, the internal fields

(a)
Solve strain-stress equation
P =[] [¢]

VP = p,, (1)

(b)

Solve strain-stress equation
P = [e]-[e]

V-P(r) = p,, (r)

ﬂ ppﬂl

ﬂ Ppol
Solve Poisson equation
Solve Poisson equation V- (eVp)=q(n-p+N, - Ny*p,,)
v o)

(eVQ)=q(n—p+N,—N,+p ﬂ

ﬂ Carrier concentration
Use Fermi-Dirac distribution
Carrier concentration function & DOS
Use Fermi-Dirac distribution
function & DOS
ﬂ Solve landscape equation
2
&= 2h —A+E u,, =1
Solve drift-diffusion equation Zen
J,=nuVE, u
J,=pu,VE, Solve drift-diffusion equation
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Yes, output converged profiles

Figure 5: LED simulation algorithm.
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are typically adjusted to 50% or lower of their value
[83, 84]. There is no clear justification for such an adjust-
ment, which in addition contradict measurements of such
fields [31], and measured S-curves and blue shifts. A
quantum correction to the DD equations has been pro-
posed, but it is itself adjusted to fit results [85]. Of course,
the decreased internal fields decrease the energy barriers
for vertical carrier transport and could overestimate carrier
leakage out of the active region. However, 1D simulations
with such fields adjustments still conclude that there is
negligible leakage in typical visible LEDs (see, e.g.,
Figure 13 in the study by Li et al. [14]).

More advanced modeling approaches than DD models
have been implemented to improve the relevance of sim-
ulations without disorder. DD equations rely on a semi-
classical model where the underlying quantum mechanics
is buried in the transport parameters, assuming thermal
equilibrium, and separately computing quantized energy
levels. The detailed history of carriers from their injection
to their recombination from the various localized or delo-
calized states is hidden in the fact that any state is popu-
lated according to equilibrium thermal distributions.
Among neglected phenomena are nonequilibrium hot

(©)

LED-One Iteration Node number Computation

no disorder (matrix size) time (s)
3D Poisson 428,655 25
3D Drift-diffusion (e &h) 428,655 50
Quantum well Node number Computation

Energy level (matrix size) time (s)
Localization landscape 428,655 50
Schrod. Eq. Li 428,655 63,650
if:::i‘;d' Eq. Watson- 1,500,000 60,000
Schréd. Eq. Schulz 328,000 7,500
Schrod. Eq. Auf Der Maur 100,000 24,000

“Estimated” Total
computation time (s)

”Self-consistent” solver for 45
bias point of LED

3D Poisson-DD classical

disorder 54,000
. - 45,882,000
3D Poisson-DD-Schrodinger (531 days!!)

3D Poisson-DD-1/u 90,000 (~1 day)

(@) conventional 1D Poisson-DD computations (no disorder). Energy band positions are well known from the layered structure; (b) 3D localization
landscape (LL)-Poisson-DD computation involves the computation of the local effective energy levels by the LL theory method (see the following
sections) and their input into the Poisson and DD equations. Not shown are similar algorithms for the 3D classical disorder-Poisson-DD
computation where the disordered energy maps are used without computing the resulting quantum effects of the disordered potential and the
3D Schrodinger—Poisson-DD computation where the quantum effects of the disordered potential are computed in the effective mass
approximation (EMA) or directly by tight-binding (TB) methods; (c) comparison of computation times (after the study by Li et al. [14]).
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carriers and their relaxation, quantum tunneling, detailed
scattering mechanisms, dynamic effects such as QW cap-
ture coefficients, and so forth, as shown in Figure 6. The
nonequilibrium green function (NEGF) formalism has been
invoked to solve the unrealistic high turn-on voltages of the
DD modeling through computation of such phenomena.
Indeed, 1D NEGF simulations seem to lead to lower turn-on
voltages, in particular for green LEDs. The situation is
somewhat ambiguous from the two main publications, as
they use structures and parameters quite different from
those described in other simulations, which lead to
different transport mechanisms. For blue LEDs, Geng et al.
[80] computed a correct 2.85 V bias voltage for a 20 A cm™
current density but uses 4.6 nm thick quantum barriers
between the QWs. Such thin barriers lead to interwell
current being due to tunneling instead of the thermo-ionic
emission described in the DD modeling (tunneling being a
quantum phenomenon, it is not included in the DD equa-
tions). Thus, obviously, this will result in lower voltages for
a given current than other simulations that use barrier
thicknesses in the 7-10 nm range and where therefore
tunneling current would be much suppressed or null. In
addition, a 100-meV broadening of QW states, said to
originate from the experiment, is used in the computations
which of course impacts strongly transport rates. However,
such a broadening would be directly observed in precise
measurements, while temperature-dependent PL [86] yield
an half-width half-maximum (HWHM) of 60 meV at 300 K
or Urbach tail measurements yield 30 meV [34]. The use of
such smaller broadening parameters would also increase
the voltage and lead to diminished agreement with the
experiment. For green LED NEGF simulations, Shedbalkar
and Witzigmann [87] do not provide detailed information
on the I-V characteristics but compute structures at a bias
of 3.4 V, far larger than typical experimental Vy for rather
thin quantum barriers of 5 nm, and more strikingly requires
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30% In concentration to reach green emission. It would
clearly be interesting to have NEGF computations for the
usual structures and parameters to assess the improve-
ments brought by the NEGF computations.

We note that alloy disorder, so far, is missing from the
NEFG simulations. NEGF computations taking alloy dis-
order into account would be a 4D problem (7, E), which
would require a huge memory and large computer clusters
for simulations. Owing to the demand on computing re-
sources of NEGF computations alone, this is so far intrac-
table, even through the more efficient LL theory method.

Another way to treat the hot carrier effects absent in DD
simulation is the Monte Carlo method. In the computations
by Kivisaari et al., they however do not solve the discrep-
ancy of larger Vi than observed, in particular for green
LEDs, with excess Vg from 1 to 2.7 V for 3 or 8 QW LEDs,
respectively [88]. Another computation of hot electron ef-
fects solves numerically the electron Boltzmann transport
equation in the MQW region by assuming a voltage drop of
3 V over the QW stack [89]. With such voltage drop, sig-
nificant carrier escape out of the active region into the
p-contact layer is predicted, arguing that this is a cause for
droop, the large excess voltage implied does not represent
the Vi of commercial LEDs.

9 Modeling the disordered
potential induced by alloy
compositional fluctuations

We mentioned that due to the large differences in atom

potentials in InGaN, the effects of alloy disorder will be

strong and that the usual VCA used for the common III-V
alloys is insufficient for simulations of nitrides [90-92].
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as NEGF or Monte Carlo.
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One then needs to compute the local energy levels entering
the simulation equations.

Some groups compute the energy levels from first
principles, usually TB approximation [74, 93] in supercells
with random In atom positions that are supposed to
represent the alloy at larger scales. The supercell size is
clearly a limiting factor (we however note that Tanner et al.
used 81,920 atoms in their supercell [94]) and to ensure the
reliability of the procedure, many different random
supercell configurations are computed, and the final result
is the averaged results over the configurations that exhibit
sizeable differences (see, e.g., Figure 3 in the study by
Tanner et al. [74]).

Many other groups [14, 34, 95, 96] compute energy
levels in two steps: they first compute the disordered po-
tential map Ve, (x, y, z) acting on carriers using the EMA,
and then compute the energy levels by solving the Schro-
dinger equation of the carrier envelope wave function. One
uses the fact that the potential varies smoothly at the
atomic length scale to approximate the local potential as
the bandgap of the bulk alloy with the local composition.
This is the easiest approach to grasp the impact of
compositional disorder.

In this approach, a first input to simulations is the
generation of a compositional map of the disordered alloy,
performed by connecting the discrete quantized atom
composition as measured by APT, or from a random
number generator, to a continuous variation by weighting
each site composition with a continuous Gaussian function
(Figure 7a). The standard variation ¢ is usually taken as
twice the lattice constant a (a = 2.833 A). This choice of
weighting is dictated by having a continuous composition
that represents a physically meaningful fluctuating
compositional map. Too small a 0 would lead to maps with
very large fluctuations, and too large a o would average
compositional fluctuations. The value ¢ = 2a is commonly
used [14, 34, 92, 95]. This approach is questioned as
empirical by Di Vito et al. [97] who compare the various
approaches of construction of the compositional map. Let
us recall here the arguments for this choice given in the
study by Li et al. [14]. First, such an averaging length scale
20 can be extracted from the results of the energy maps and
effective energy maps (see, e.g., Figures 7c and 8b): the
latter provide the effective potential fluctuations for charge
carriers, and, as well as the energy maps, display variations
over characteristic lengths of a few nm, quite larger than
20, which justifies that the chosen averaging length scale
does capture the smaller scale fluctuations. However, this
could be seen as a circular argument. A more fundamental
argument obtained from a general theory of disorder [98] is
given in the study by Li et al. [14].

DE GRUYTER

Knowing the compositional map, one generates maps
of energy band extrema E.(r) and E,(r) from the bandgap
variation given by the bowing parameter, using a 63/37%
ratio of conduction band and valence band offsets
(Figure 6b). The bowing parameter b describes the
quadratic variation of bandgap with alloying as follows:

E, (In,Gay_«N) = xE, (GaN) + (1 - x)E, (InN)
+bx(1-x) 3)

b is also a property of alloy-induced disorder [99] among
other sources of bowing [100]. It is clearly an essential
parameter for simulations relying on the EMA. Experi-
mentally, it should be determined from the bandgap vari-
ation with composition. As discussed previously, the
bandgap is an experimentally ill-defined quantity when
choosing the PL emission wavelength, the absorption
edge, or reflectivity measurements because of their
broadening. Therefore, its experimental determination
depends on one’s analysis of disordered band edges.

For TB computations of supercells, the evaluation of
the bowing parameter is unclear. In the most detailed article
by Caro et al. [99], the bowing parameter depends on
composition, with most of the changes in the conduction
band, quite a contrast with the approximation made in EMA
computations that split the energy variations 63%/37% in
the conduction band and valence band, respectively.

Tanner et al. [94] compared the TB and EMA ap-
proaches and found similar results for peak energies and PL
FWHM (the differences reported in Table I of the study by
Tanner et al. [94] is mainly due to the different QW thick-
nesses used in the two types of simulations). It should be
noted that the reasonably good agreement with experiment
assumes QW thickness fluctuations of 2 monolayers [94].

Additional ingredients to generate the 3D band maps
are the effects of internal fields due to spontaneous and
piezoelectric fields [14, 93, 94, 99] and the vertical potential
map. The vertical compositional variation in QWs is added
through a function representing the vertical In atom dis-
tribution. A simplifying approximation is to use a Gaussian
distribution with width ¢ = 2a, which approximates quite
well the vertical variation of In composition [101], however,
with a misrepresentation of the asymmetric top and bottom
interface roughness.

Having the potential maps for the conduction and
valence bands taking disorder into account, all properties
can in principle be readily computed in the EMA approxi-
mation. As in nitrides, the energy fluctuations are in the
tens of meV range and the spatial compositional variations
in the few nm length scale (Figure 7c), both lead to strong
quantum effects (see Figure 8c). Thus, before computing
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materials and device properties, one needs to compute
carrier energy levels quantum mechanically in a disordered
material by solving the Schrodinger equation for carriers in
the disordered potential.

10 Simulations of optical spectra

There are now quite a few simulations of energy levels,
absorption and emission of QWs that include disorder
effects (without disorder, predictions are poor as the band
tails play an important role in the absorption edge and
emission wavelength). The impact of disorder is calcu-
lated with energy maps obtained either from first princi-
ple TB [92, 93, 97] or from the EMA [14, 92, 93, 96], followed
by solving the Schrodinger equations for electrons or
holes in their respective disordered potential, or by
solving the approximate landscape equations (see the

following sections) [14, 34, 96]. The resulting energy
levels are used to predict optical properties such as ab-
sorption, luminescence, These calculations are
extremely demanding on computing resources, the
number of mesh nodes in finite-element computations
exceeding a few ~10° for typical QWs.

An obvious expectation from such simulations is the
prediction of absorption and luminescence and of the
resulting Stokes shift [32, 95, 102, 103].

To simulate the situation in electrically injected QWs in
an LED under bias, a carrier density is numerically injected
in a QW structure, with the internal electric fields further
computed self-consistently. Another approach relies on the
computation, in a tractable 1D self-consistent LED model,
of the potentials, the electric fields and the carrier den-
sities, which are then used in 3D Schrddinger computations
of optical properties without any further attempt to self-
consistency.
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Evenincluding alloy disorder, there are still significant
discrepancies between simulations and experiments for
the dependence of the emission wavelength on In contents
and QW thickness: at high In contents beyond blue emis-
sion, the simulated emission wavelength differs signifi-
cantly from the simulated wavelength. For green LEDs,
green (525 nm) emission is experimentally obtained with
24% of In for 3-nm-thick QWs while computations require
~30% In to reach green wavelengths in 1D simulation
software, advanced 1D NEGF or 3D computations [87, 91].

To reconciliate measurements and simulations, one
can invoke large interface roughness [35] or QW thickness
fluctuations. The discrepancy could be alternatively linked
to the use of a too small bowing parameter b, which would
then underestimate the size of energy fluctuations (one
usually takes b = -1.4 eV, whereas some computations
point to much larger values [99]). Electron-hole in-
teractions should also always be included as they lead to
redshifts of the order of 50 meV [32] or 30-40 meV [74].

Another optical probe of disorder is the onset of the
absorption curve, so-called Urbach tail, which follows an
exponential dependence on energy. In InGaN MQW solar-
cell structures designed for photo-carrier collection, it was
shown that the exponential slope is mainly determined by
the compositional fluctuations induced by alloy disorder
[34]. Using the LL theory (see the following sections), it was
shown that the slope is ~25-35 meV for In content in the
range of 11-28%, in reasonable agreement with the
~20 meV of experiment. Direct computations from solving
the time-dependent Schrddinger equation [32] found
~20 meV, however, only when taking e-h Coulomb inter-
action into account, vs. 7 meV when ignoring Coulomb
interaction.

A significant result of the direct Schrédinger compu-
tations is the weaker or nonexistent localization of elec-
trons due to their light effective mass in contrast with the
strong localization of holes [74, 95, 97]. As mentioned
previously, this is a topic for further investigation of elec-
tron transport at low temperatures. For optical properties,
this could however be somewhat modified in interband
transitions by the e—h interaction that could localize elec-
trons because of their interaction with a localized hole
[74, 104].

11 Simulations of the ABC
recombination parameters

The determination of the recombination parameters A, B
and C allows to model the IQE, droop, the green gap.
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Together with transport properties, they play a major role
in predicting electrical properties in their interaction with
optical phenomena in full LED structures, as recombina-
tion is a very dominant phenomenon in the carrier trans-
port through LED structures [105].

Although B and C are intrinsic parameters that can be
computed from materials and structure modeling, A is con-
nected to NR mechanisms most often associated with de-
fects. In some cases, the A coefficient depends on the vertical
e—h wave function overlap, therefore on bias and injected
current, and should be simulated, as done by David et al. [8].

As B and C vary so much with structures, good simu-
lations of measured values are needed to further have a
good simulation tool. B is critical, giving the radiative ef-
ficiency. The effect of the internal field separating the
electron and holes and the disorder-induced in-plane
different electron and hole localizations both affect the e-h
wave function overlap [32].

Since the first observations of droop, the C coefficient
has been the subject of intense scrutiny. Even when Auger
recombination was rather convincingly demonstrated in
2007, doubts arose as the Auger coefficient deduced from
experiments was considered unphysically high [55].

Then, two questions arose: (1) which other processes
lead to a carrier loss with a similar carrier-density depen-
dence as Auger; (2) can one predict Auger coefficients of the
correct magnitude? The main mechanism invoked besides
Auger NR recombination is carrier escape from the active
region. Experimental evidence was shown to be disputable
[61, 63] and theoretical support further discussed in the LED
simulation section shows it to be negligible.

Several effects increase the direct Auger coefficient
computed within the VCA, that is, without disorder,
~3.107%*-10" cm® s, either due to phonon- or disorder-
assistance which both relax the k-conservation rule
responsible for the very small direct Auger coefficient in
wide-bandgap materials [65]. They however rely on the use
of 100-300 meV broadening parameter. Another phe-
nomenon which partially relaxes the k-conservation rule is
the finite thickness of the QW, which increases C [59], while
the internal fields decrease C due to the e—h wave function
separations [58]. However, the analysis (without disorder
effects) predicts an oscillatory behavior of the Auger rate
with QW thickness which has not been observed [59]. From
the absence of significant Auger recombination in GaN
QWs, beyond the effect of increased bandgap, one con-
cludes that disorder must play a major role in the large
Auger coefficient with computed values in the right order of
magnitude [65, 106].

A missing item of most B and C simulations is the e-h
Coulomb interaction. Although no hydrogen-like relative
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motion of the e-h pairs is expected because of the dimin-
ished e—h overlap due to QCSE and to the localizing po-
tentials that destroy the e-h correlated relative motion
[107], the e—h Coulomb interaction leads to an increased
optical matrix element (similar to the Sommerfeld factor in
unbound hydrogenic states [108]) observed and computed
by David et al. [32, 49], with a significant increase of B
compared with noninteracting e—h pairs.

12 LED modeling taking disorder
into account

As mentioned previously, LED simulations do not include
disorder fail to account for a well-measured parameter, the
forward voltage V. Using the ad hoc diminished internal
field yields correct voltages, but other quantities such as the
QCSE and wave functions overlaps yield incorrect values.

There is so far only one LED simulation tool taking
disorder into account. This is due to the hugely increased
required computational power, well beyond that required
for optical properties: one needs to add a module for carrier
transport to the computation of optical properties. But, and
the most important, as one wishes to simulate -V curves
and dependence of the electrical-to-optical conversion on
current injection, one will need to compute for a large
number of different diode bias voltages and also to run self-
consistent loops to account for the modifications of the
internal field maps due to injected carriers. A self-
consistent loop takes 20 roundtrips to converge on
average [14]; thus, one needs at least 500 more time to
compute an LED than the optical simulation alone,
neglecting the additional time required to solve the DD
equations (indeed small, see Figure 5c). Given that
computing the optical properties through the Schrédinger
equation takes about a day, computing one LED structure
would take 500+ days (Figure 5c on computing times).

The tool is based on an approximate solution to the
Schrodinger equation in the EMA approximation based on
the Filoche-Mayboroda 3D LL theory, which from the
original disordered energy map provides an effective po-
tential that allows the use of the standard DD transport
equations while accounting for microscopic disorder [109].

The Schrodinger equation is replaced by the landscape
equation:

hz
<— - A+Ec,v>ue,h=1
Zme,h

where m;,, is the effective mass of the electron/hole, E , is
the conduction/valence band energy, and u., is the
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landscape function for the electron/hole. The landscape
equation is used to predict the energy levels and local
density of states in place of the Schridinger equation [96].
The quantity 1/u, j is interpreted as the effective potential
for the charge carrier and in part accounts for their quan-
tum nature and particular behavior, such as in-plane
confinement or tunneling due to fluctuating potentials
(Figure 8c). Then, 1/u, j is used directly to plot an effective
band diagram for a given structure [96]. Compared with the
original disordered energy maps E.,(r), the effective po-
tential increases current at a given bias voltage by
smoothing out potential discontinuities in the hetero-
structure [14].

The use of the landscape equation in lieu of
Schrédinger’s equation leads to a remarkable gain of 10° in
computing speed, making 3D self-consistent computations
possible based on a finite element method computational
approach [14, 110]. The electro-optical behavior of LEDs is
simulated by self-consistently solving the Poisson, land-
scape, and DD equations in 3D structures (Figure 5b). De-
tails of the theory are given in the studies by Li et al. and Wu
et al. [14, 110]. Simulations use 100% of the known values
for the spontaneous and piezoelectric polarization pa-
rameters. As no model exists yet of the electric transport
parameters with hopping phenomena (however, strongly
suppressed under the carrier densities under LED opera-
tion where localized states should be filled), ones uses
available DD parameters. In the same vein, one uses A, B
and C parameters from the literature, however, choosing
their value nearest to those of the disorder-less alloy (see
the discussion on the choice of parameters in the study by
Li et al. [14]). A better choice might be those determined in
the VCA approximation. Simulations of the blue six QW
LED of Figure 2a are shown in Figure 9. The strain and
polarization fields (spontaneous and piezoelectric) are
calculated before entering the self-consistency loop [14].

As can be seen in Figure 9a, the LL computation gives a
correct LED forward voltage for blue LEDs without any
adjustment of parameters, about 3 V at 20 A/cm?® vs. an
experimental 2.8 V for the better commercial LEDs. The
small difference might come from the approximate vertical
alloy composition map. The lowering of onset diode voltage
compared with simulations without disorder is due to car-
riers being transported preferentially through regions of
lower effective bandgap induced by disorder. The current
through the LED structure undergoes complex trajectories,
similar to percolation paths in disordered systems, as car-
riers transport in the perpendicular directions to QW planes
through regions where energy barriers are easier to surpass.
They will also relax in the QW plane in the domains of lower
energies (Figure 9d) [14, 101]. These paths, which can only
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Figures in panels b, c and d are solved by 1/u-Poisson-DD model, where the LED current density is 20 A cm™ (from the study by Li et al. [14]).

be simulated in 3D computations, lead to these values of Vg
in good agreement with measured values for blue LEDs,
without having to modify the polarization parameters such
as in 1D models. Disorder of course leads to carrier con-
centration in the high In contents, low energy regions, and
one can clearly see the smoothing action of the quantum
computation of effective potential (Figure 9b). One also re-
covers the hole transport mostly limited to the p side of MQW
LED structures as shown by the concentration of recombi-
nation density in the QW nearest to the LED p-side
(Figure 9c). Among the additional results are the confirma-
tion of (1) unequal injection among the MQWs; (2) the
enhancement of Auger-induced droop because of the
enhanced carrier concentrations in lower energy regions

[14]; and (3) carrier escape being negligible for LED current
densities, pointing to the dominant role of Auger NR
recombination as the cause for droop through simulation.

The 3D simulations, based on the LL theory, work
surprisingly well for blue LEDs given some of the very
rough approximations: the absence of vertical QW-to-QW
tunneling, DD model of carrier transport instead of ac-
counting for disorder-dominated transport. This is quite
certainly due to the fact that the parameters used in the
simulations implicitly include the effects of disorder:
recombination parameters A, B and C, carrier mobilities,
bowing parameter, ...

The LL modeling also provides insight on the green
gap. The green gap is due to two factors, the diminished
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EQE and the excess voltage AVy needed in longer wave-
length MQW LEDs. Let us define AVg. As mentioned pre-
viously, the onset voltage Vg is set by the e-h
recombination energy hv. This is indeed the case for blue
and shorter wavelength LEDs, but for green and longer
wavelength LEDs the excess voltage AV = Vi — Vp,, (Where
eVpn = hv) can reach 0.4 V per QW in the sequence of
MQWs, which translates into loss of efficiency, the emitted
energy per e—h pair still being the photon energy. Recent
modeling through the LL theory pointed to the excess
voltage being due to both increased internal fields and
band discontinuities with In concentration, which impede
the usual carrier transport from well to well and call for
larger bias voltages [111, 112]. This indicates that mitigation
of the excess voltage implies diminishing internal energy
barriers through doping [21] or alloying, or more radically
through injecting carrier laterally to prevent the required
cascade of carriers through the multiple barriers in verti-
cally injected MQW LEDs. This has been successfully ach-
ieved using V defects as lateral injectors [113].

For completeness sake, even this 3D model including
disorder fails to capture two important parameters of green
LEDs: the computed V% is too high by about 0.2 V for an
SQW LED and by 1V for a 7 QW LED [111], and the wave-
length for a typical experimental In concentration of 24% is
too short by about 30 nm compared with the experiment.
Several explanations have been invoked for the latter
beyond the early-invoked large Stokes shift increasing
nonlinearly with In concentration [23], disputable as dis-
cussed previously. Other possible causes are large inter-
face roughness or QW thickness fluctuations, the use of a
too small bowing parameter to describe the variation of the
bandgap with In concentration. Missing items could also
the use of a simplified, symmetric vertical In atom distri-
bution and the neglect of Coulomb interactions.

Solutions to resolve the excess voltage contribution to
the green gap, other than V defects lateral injectors involve
using doping of barrier materials do compensate the in-
ternal fields [21] or using alloy barriers to diminish the
energy barrier to carrier transport throughout the struc-
tures. The optimization of such structures, or any other
mitigation solution, will require precise full 3D modeling of
LEDs.

13 Conclusion

One can see that, while computing optical properties is
within reach provided some “educated” guesses on the
structure geometries, on carrier thermalization, and so forth,
are made, computing full LED device structures is a much
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more formidable task, given the required computing re-
sources and the lack of detailed transport mechanisms that
properly treat alloy disorder effects. While the LL theory
markedly reduces the computation time, it still lacks a way
to incorporate the out-of-equilibrium phenomena solved by
the NEGF technique. Unfortunately, it appears that putting
together LL and NEGF computations becomes again a too
formidable task to compute. There is clearly a need for new
ideas to make the field of LED simulations tractable.

One general remark on the disappointing state of un-
derstanding nitride structures is other semiconductor ma-
terials such as Ge or Si, or other III-Vs, required long efforts
to achieve their full potential. The excellent early results of
nitride devices may have hampered the funding resources,
and thus the efforts required for a full understanding of this
very interesting, specific and rather intriguing materials
system. Indeed, with blue LEDs operating at energy con-
version efficiency greater than 80% at low current den-
sities, it did not seem obvious that better understanding of
structures and device physics would yield clear improve-
ments. We of course believe that it is not so, in view of the
need to solve the two major limitations of nitride LEDs, the
green gap and the “droop” in efficiency.
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