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Abstract: Quantum computers and simulators can have an
extraordinary impact on our society. Despite the extraor-
dinary progress they have made in recent years, there are
still great challenges to bemet and new opportunities to be
discovered.
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1 Introduction

Very recently, Google has announced the construction of a
quantum processor based on superconducting qubits that
is able to perform certain task much faster than any exist-
ing supercomputer [1]. This announcement was preceded
by many other announcements by different research
groups in which milestones in quantum computing with
different platforms have been reported. In fact, in the last
few years, the panorama in this field of research abruptly
changedwhen leading technological companies expressed
their intention to build such devices and public funding
agencies around the globe approved generous support to
construct and develop them. Research has gone beyond
universities and other research institutions and is now also
pursued in companies, which has triggered new dynamics.
The field of quantum computing is nowadays attracting the
attention of science, media, industry, politics, and the so-
ciety in general. After many years of research, we are living
very agitated times where there is a strong effort worldwide
to build such devices, as they promise a variety of appli-
cations.We repeatedly read in diversemedia howquantum
computers are going to impact pharmaceutical industry,
medicine, finances, energy production, or climate change.
Although there is an obvious exaggeration in all that news

and, in fact, in many cases there is no (or very little) evi-
dence of such impact, most scientists working on that
subject believe that quantum computers will complement
and, in some areas, supersede supercomputers and will
strongly impact our society. However, to achieve them,
there are still many challenges and obstacles to overcome.
In this short article, I want to highlight some of the op-
portunities quantum computers may offer us, as well as
important challenges we are facing. The intention is not to
review the state of the art of the different platforms or on
quantum algorithms; there exist excellent reviews on those
subjects (see, for example, Refs. [2–6]).

To analyze the power and possibilities of existing and
future devices, one has to distinguish between different
concepts that sometimes lead to confusion and misleading
statements. The first is a scalable quantum computer, which
can run arbitrary quantum algorithms reliably in the form of
a sequence of elementary quantum logic gates. The second is
a quantumdevicewhich cando the samealthough the errors
accumulate, so that it can only obtain reliable results for
limited sizes (or a maximum number of quantum gates) and
thus cannot be scaled up to perform arbitrary computations.
The third one is an analog quantum device which does not
operate based on quantum gates but rather evolves in
accordance with some given dynamics which can be engi-
neered to some extent. They cannot solve general problems;
however, they are easier to build.

2 Scalable quantum computers

A quantum computer is a device that is able to implement
quantum algorithms based on a universal set of gates acting
on quantum bits (qubits) with “almost no error”. There are a
variety of problems, ranging from the simulation ofmaterials
or chemistry process, to optimization, for which very effi-
cient quantum algorithms have been develop so that they
can be solved by quantum computers way faster than by any
other classical one. Those have a variety of applications in
drug or material design, industrial processes or data pro-
cessing, just to name a few. The statement regarding the
absence of errors is very important but also very subtle
because such a device is based on the laws of quantum
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physics, and thus not deterministic: whenwemeasure at the
end of the computation, we can obtain different results with
different probabilities. By almost no error, we mean that the
probability of obtaining each possible outcome in practice
should be very close to the ideal one as dictated by the laws
of quantum physics. In a real device, errors will certainly
occur, as any interaction with the environment or any tiny
imperfection will distort the probabilities of different out-
comes. In fact, those errors accumulate during the compu-
tation which makes it extraordinarily difficult to build a
quantum computer. Furthermore, as we make it bigger, er-
rors will bemore likely, so that it seems impossible to scale it
to the sizes that are required for most applications. Fortu-
nately, more than 20 years ago, it was discovered that those
errors can bemitigated or even corrected so that it should be
possible, at least in principle, to scale a quantum computer
and yet keeping the condition of having “almost no error”.
There is, however, a highprice topay: for eachqubit, onehas
to add a number of qubits to correct the errors. In addition,
the error procedure can only operate if the error per quantum
gate (or time step) is below a threshold, which is of the order
10−2. This leads to an overhead in the number of qubits; that
is, the number of required qubits has to be multiplied by a
factor of the order 103–104, depending on the magnitude of
the errors produced at each gate. Just to give an order of
magnitude,most quantum algorithms that provide speed up
with respect to classical ones become useful starting from
about 103 to 104 qubits, so that with the overhead, one will
require as many as 106–108 qubits. The device created by
Google, for instance, has 53 qubits that have to operate at
extreme conditions of low temperatures and isolation, so
that, indeed, building a full-fledged quantum computer im-
poses a real scientific and technological challenge.

Although there are problems for which a quantum
computer can achieve an exponential speed-up (as a func-
tion of the number of qubits), there are others in which this
advantage is more modest. The first category includes some
specific problems, such as factorization or discrete loga-
rithm, and the simulation of quantum many-body systems.
The second includesmost of theoptimizationprocesses. The
extra overhead demandwill also decrease the advantages of
quantum computers in solving some of those problems,
especially those in the second category. Indeed, apart from
increasing the number of qubits to correct the errors, more
operations are required to perform the computation and the
corrections so that the size of the problems where the
quantum computer offers a speed up with respect to a
classical computer may appear at a point where the execu-
tion time is extreme large and thus impractical.

Despite the obvious difficulty of scaling up existing
technologies, there are different paths in which that task

can be simplified. First, key technologiesmay appear in the
way toward the construction of scalable quantum com-
puters, in a similar way that transistors accelerated the
development of classical computers. In addition, the
combination of technologies may also lead to significant
improvements, more compact devices, and smaller errors.
There is also room for improvement in the development of
error-correcting codes which may be better adapted to the
specific errors that appear in different implementations,
giving rise to much smaller overheads. For instance,
overhead factors of the order of few tens or hundreds may
make scaling up a much simpler and doable task in the
near future. Thiswill also affect the effectiveness of some of
the quantum algorithms for optimization.

3 Noisy intermediate-scale
quantum devices

Machines that can implement quantumalgorithmsbut donot
correct for errors (in a fault tolerant way) are colloquially
called Noisy Intermediate-scale Quantum (NISQ) devices [7].
So far, they have been constructed with different platforms,
including trapped ions, superconducting qubits, cold atoms,
photons, quantum dots, vacancy centers in diamond, or
phosphorous embedded in silicon. The first two are the most
advanced, although cold atoms and photons are rapidly
catching up. As the errors growwith the system size, they are
not scalable and thus unable to solve most of the problems a
quantum computer could. However, in the Google experi-
ment, it was clearly shown that, although with 53 qubits and
errors per gate of the order of 0.3%, they can still outperform
classical computers in a certain task. Despite the fact that this
wasanacademicproblemwithnopractical application, there
might be some relevant problems where such noisy devices
canhelp. In particular, it could be expected thatNISQdevices
with up to few hundred qubits andwith errors per gate below
0.1%will be built in the near future, and thosemayfind some
specific applications. Although it is hard to envision such
applications, the fact that they can be operated in the cloud
[8] will certainly open theminds of not only scientist but also
of students or entrepreneurs whomay find other uses of such
devices. Constructing such devices and finding useful appli-
cations is avery activefieldof researchanddevelopment, and
several start-up companies have been created to build both
the hardware and software required to operate them.

Avery active fieldof researchwithNISQdevices is that of
variational algorithms which apply to optimization prob-
lems in a broad sense,where onewants to find a string of bits
(or a state of qubits) that minimizes a cost function. For
instance, in the traveling salesman problem, the bits codify

454 J.I. Cirac: Quantum computing and simulation



different orders in which cities are visited, and the cost
function the total distance traveled. Or it can be the expec-
tation value of the energy, so that the problem is to find the
ground-state energy of a given Hamiltonian and thus solve
problems in physics or chemistry. Variational algorithms
create a state in accordance with a quantum circuit, where
the quantum gates that are applied depend on some pa-
rameters which have to be optimized to minimize the cost
function. Although it is not possible to predict the success of
this procedure rigorously, it may give good results in prac-
tice. However, there are some challenges that need to be
better understood and improved. For example, the optimi-
zation procedure can also become difficult in practice
because of the presence of many local minima, or it may
require an enormous number of measurements to compute
the cost function, which may reduce their applicability.

This kind of devices can also pave the way toward
scalable quantum computers. Although there are obvious
limitations to their sizes with current technologies, aswell
as to the perfection of the quantum gates, one may still be
able to introduce, stepwise, some specific error correction
(or prevention) schemes that are adapted to the specific
platforms, until eventually they become fault tolerant.
The whole process has to be accompanied by the devel-
opment of methods to debug the errors, validate the
results, and benchmark different technologies. It is hard
to predict whether this can happen progressively or there
will be a “quantum winter” in which advance in this di-
rection will be very slow. In view of the media attention
and high expectations that quantum computers have
raised, this may be very damaging for the field, at least in
the short-medium run.

4 Analog quantum devices

This is another class of machines that is called sometimes
analog quantum simulators. Those can be viewed as analog
quantum computers that cannot implement a universal set of
gates, do not have the capability of correcting errors, but yet
can solve some specific problems in amore efficientway than
classical devices. They are especially suited for problems
related to quantum many-body problems that abound
condensed matter, high-energy physics, or chemistry.
Addressing those problemswith classical computers requires
resources (computer time and memory) that scale exponen-
tially with the system size; that is, the number of subsystems,
or the total volume. The reason is that quantum systems can
be in superposition of different configurations, and to specify
their quantum state (and thus, be able to compute its prop-
erties), one needs to assign a complex number to each

configuration. Even in the simplest case where one has two-
level systems, the number of configurations scales as 2N, so
that oneneeds to compute and store suchnumber of complex
number, leading to the memory and time requirements.
Already for N = 30, that figure is so big that even supercom-
puters cannot copewith it. This obstacle was already pointed
out by Feynman [9] about 40 years ago and, in fact, he pro-
posed to use a quantum computer to address such problems.
However, for some of them, a quantum computer is not
strictly required; one can take adifferent systemwhich canbe
controlled to the extent that one can make it behave as the
original model one wants to analyze. For instance, to solve
the Hubbard model in two dimensions, which describes the
motion of electrons in solids and it is a firm candidate to
account for high-Tc superconductivity, one may need cold
atoms trapped in optical lattices that can hop and interact
with each other in accordance with such a model, emulating
the electrons in the solid. In a sense, this setup imitates a real
solid but with a magnified lattice structure. The larger dis-
tances between atoms (or other systems) make quantum
simulators more controllable and easier to measure. The
numberof atoms requiredequals thenumberof electronsand
thus does not grow exponentially with that number. An
experiment with atoms can thus allow us to answer some
questions about the Hubbardmodel which are not reachable
with classical computers, like if it features the physical
properties found in high-Tc superconductors, thus demon-
strating that, indeed, that model can describe such an
intriguing phenomenon. One could also use the simulator to
address problems in lattice gauge theories, where fermions
represent matter and bosons represent the gauge fields. Or in
chemistry, where electrons can be represented by fermionic
atoms so that one can study the geometric configuration of
molecules in equilibrium, their physical properties, or even
learn about the chemical reactions that are needed in some
drug production.

The main advantage of analog quantum devices with
respect to quantum computers is that their operating con-
ditions are easier to reach, as they do not require error
correction. However, this means that the results of the
simulationwill not beperfect and onemaywonderwhy then
can they be useful. The reason is related to the fact that in
some of those problems, we are interested in learning about
specific observables, where the presence of few errors will
scarcely affect the result. For instance, in condensed matter
physics systems, we are typically interested in observables
such as the energy, the magnetization, or superconducting
density. If in the final state after the simulation, a small
percentage of qubits contain errors, we will still be able to
retrieve those properties with sufficient precision. As an
example, to know whether the Hubbard model supports
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d-wave superconductivity, it may suffice to measure the
corresponding observable with about 10% precision. How-
ever, perhaps the simulation produces more errors than
what one could expect because of mismatches in the
experimental parameters, or they may accumulate during
the dynamics in a way so that the error at the end is much
larger than expected. The rigorous formalization of this way
of reasoning is still missing, and it goes beyond what com-
puter scientists typically analyze. Furthermore, there are no
simple ways of verifying that the simulation is correct
because we cannot solve the problem with classical com-
puters. Here, new ways of verification can be thought. For
instance, one may attempt to find the solution of the prob-
lemwith different simulators, orwith different algorithms to
gain confidence about the result. Besides, there may be
some other applications of analog quantum devices beyond
quantum simulation because there may be other problems
where the final state just has a small percentage of errors
which provides the sufficient precision to solve them.

From the experimental side, analog quantum devices
are very advanced. Atoms in optical lattices or in tweezers
are a leading technology, together with trapped ions. In the
first setup, several hundreds of atoms can be well
controlled and their interactions can be tailored to mimic
specific models in condensed matter physics. Experiments
with about 50 trapped ions are also available. Those sizes
go beyond what can be simulated with classical super-
computers. Other simulations have been performed with
photons, quantum dots, or superconducting devices. In
any case, one can expect that in the next few years, we will
be able to address some relevant problems in condensed
matter physics and, perhaps, in high-energy physics or
quantum chemistry as well.

5 Conclusions

Quantum computers have enormous potential to revolu-
tionize many areas of our society. However, this requires
building equipment that is scalable, something that needs to
leverage existing technologies well beyond current limits
or use new ones, as well as improving error correction tech-
niques. All this requires a great deal of funding, as well as
close collaboration between industry and research centers. In
addition, it is imperative to identify other problems where
quantum computers can become a fundamental tool.

During the last few years, there has been a great advance
in the construction of NISQ equipment on different platforms
and this has culminated in the announcement of the quan-
tum advantage obtained by Google. These computers and
those to be developed in the short termwill not be able to run

most quantumalgorithms, as theymakemistakes andare not
scalable. However, it is very likely that they will give rise to
new applications as they have demonstrated that they are
capable of performing a specific task more efficiently than a
supercomputer. Collaboration between scientists and in-
dustry can be key to finding such applications.

One of the most relevant utilities of quantum computers
is the possibility of simulating the complex quantum systems
that appear in fields such as condensed matter physics, high
energies, or chemistry. To do this, it is often not necessary to
build a scalable quantum computer, but an analog one is
sufficient, called quantum simulators. This equipment is very
developed and can help us to solve fundamental problems in
physics, or in the design of materials or drugs. For this, apart
from the construction of the equipment on different plat-
forms, it is necessary to develop newmethods of verification,
benchmarking, and debugging.

The field of quantum computing was pushed about
25 years ago by the discovery of quantum algorithms that
outperform classical ones, as well as for the identification
of several physical systems to build them. After those
years, the field has advanced a lot, and now it is already
possible to build devices that would be unthinkable a
couple of decades ago. However, there is still a very long
way to go full of excitement and, probably,many surprises.
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