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Abstract: Around one third of CO2 emissions in the atmosphere are linked to vehicular traffic. Pollutant agents
have an impact on the environment, in particular, the increased presence of particulate matter (PM) creates
negative effects on human health. This article examines how autonomy could positively reduce the emission of
air pollutants due to traffic. The methodology involves the analyses of PM emissions as a function of traffic
conditions, especially in the presence of autonomous vehicles (AVs) dampening traffic waves. The starting
point is traffic measurements that, gathered from real experiments involving a fleet of vehicles moving on a
ring track, exhibit the presence of stop-and-go waves that are dampened by control strategies implemented on
a unique AV. Using a system of ordinary differential equations modeling the principal chemical reactions in
the atmosphere, it is proved that wave dampening implies a significant decrease in PM emissions at ground
level. The horizontal diffusion of the pollutants is estimated by partial differential equations combined with
the model for chemical reactions. The obtained outcomes show advantages given by the improvements in
traffic flows and the mitigation effect of green barriers.
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1 Introduction

Within the context of road traffic, emissions provide high contributions to particulate matter (PM) concentra-
tions in urban areas. It is known that exposures to PM due to vehicular emissions have negative effects on the
environment [1–3], especially on human health. PM from road traffic includes exhaust emissions, namely
contributions from the tailpipe, and non-exhaust emissions due to wear and tear of some vehicle parts, such as
suspension of dust, tires, brake, and clutch. PM is of various types according to the aerodynamic diameter. For
instance, PM2.5 and PM10 have, respectively, particles with diameters less than or equal to 2.5 and 10 μm. Thus,
PM10 consists of particles between 2.5 and 10 μm and less than 2.5 μm, hence clear distinctions for possible
classifications are not fully possible. From experimental studies, PM2.5 is the result of combustion of fossil fuels,
such as motor vehicle exhaust [4,5], while PM10 is mainly due to deserts, natural sources (i.e., fires for instance),
and human actions, such as industrial emissions and road dust [6,7]. While coarse particles are easy to remove
from the atmosphere via dry and wet deposition, the situation is the opposite for fine particles that are inhaled
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by humans [8,9]. Within this framework, possible techniques for the estimation of PM concentrations in the
atmosphere become important for either control strategies of air pollution or life quality. Such issues repre-
sent a hard task for the complex dynamics in the atmosphere and most of the research topics focus on exhaust
emissions [10,11], while non-exhaust PM emissions are still under investigation [12].

In this article, the PM emissions are analyzed in some experimental cases that are similar to those
described in [13,14]. The intention [15] is to understand how driving activities create meaningful impacts
on common traffic phenomena, such as the formation of traffic jams, fuel consumption (FC), and pollution.
Precisely, a special focus is addressed to the presence of autonomous vehicles (AVs), [16], and their
influence on emissions [17]. In this framework, various aspects are often considered: control techniques
for optimal routing and traffic flows [18], efficiency for combustion engine [19], adoption of hybrid
vehicles in road networks [20], climate changes as a result of emissions [21], stop-and-go waves [22], and
possible traffic instabilities. As for estimations of pollutants starting from emissions [23,24], a valid solution is
provided by either aggregate or microscopic models dealing with instantaneous measurements for vehi-
cles [25–27].

The contribution of this article is as follows. Focusing on data measurements from traffic experiments,
reported in [28,29], a general microscopic model [30] is used to prove that a single AV inside a fleet allows
a decrease of PM emissions. Then, a system of ordinary differential equations (ODEs) is defined from the
chemical reactions involving PM in the atmosphere [31,32]. The system is solved numerically and the con-
centrations of pollutants at ground level confirm the emission reductions. FC reduces as well. Then, partial
differential equations (PDEs) are considered to model the horizontal diffusion of the various pollutant agents
[33]. In this case, variations in a reference domain are studied in the presence of wind and green walls that
should act as sinks and barriers for pollutants. We obtain expected and unexpected features. On one hand,
barriers provide a protective effect against the diffusion. On the other hand, the protection effect depends on
the specific chemical species. In particular, for ozone and PM, we have two different phenomena: the former is
highly shielded, while only partial protection occurs for the latter. Indeed, PM spreads from the roads in higher
percentages, thus risking negative effects on human health.

The coupling of a classical emission model with the dynamics of chemical species in terms of ODEs/PDEs
represents the main novelty of the presented work. The outcome is an approach that models traffic phe-
nomena and variations of pollutants in the atmosphere, with emphasis on diffusion effects in urban regions.

We conclude that control strategies run on AVs inside a fleet allow a significant decrease of particulate at
ground level. For horizontal diffusion, green barriers represent a good strategy to shield harmful effects
deriving from only some types of pollutants. For PM, which is the result of multiple atmospheric and human
actions, the screening effect is limited and further future analyses are needed.

The article is structured as follows. Section 2 describes a possible model for PM emissions and concentra-
tions of pollutants either at ground level or horizontally. Section 3 shows the features of the experiments used
as case studies. Section 4 contains numerical results about PM emissions and the evolution of pollutants.
Conclusions and future research activities end the article in Section 5.

2 Models for emissions and concentrations of pollutants

This section presents some approaches to model PM emissions and concentration of principal pollutants.
The corresponding chemical reactions, harmful for humans [34,35], often occur in sunlight environments
[36,37] and involve either nitrogen oxide (NOx), that in turn generate ozone, or sulfur oxide (SOx) emissions.

First, PM emissions are analyzed. Then, ODEs and PDEs are proposed for the evolution of pollutants
at ground level and in the air.
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2.1 A model for particulate emissions

Focus on the microscopic emission model described in [30]. Given a generic petrol vehicle j with instantaneous
speed ( )v tj [m/s] and acceleration ( )a tj [ ∕m s2], the corresponding PM emissions are estimated as:

( ) { ( ) ( ) ( ) ( ) ( ) }= + + +E t ψ v t ψ v t ψ a t ψ v t a t ψmax , ,
j j j j j j
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Note that (1) is a combination of polynomials in velocities and accelerations. This allows possible extensions
and adaptations to other different emission models (see [38] for further details).

2.2 Production of pollutants

Chemical reactions for particulate deal with different gases, including NOx and SOx . The formation of nitrogen
oxides involves atomic oxygen (O), oxygen (O2), and nitrogen (N2) with consequent production of ozone O3.
We focus on the following reactions for the ground-level ozone formation due to nitrogen oxides:
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k

2

1 (2)

+ → +O 2O O O ,
k

2 3 2

2 (3)

+ → +NO O NO O ,
k

3 2 2

3 (4)

where, indicating by mol the number of molecules, k1, k2, and k3 are the following kinetic constants [39]:
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From reaction (2), NO2 is photo-dissociated into O. The creation of O3 is due to (3). Finally, from (4), O3 is
transformed into NO2 and O2. Further remarks about the principal chemical processes for the cycles of O3

due to NOx are fully described in [32] and [33].
For the deterioration of NOx and the evolution of SOx in the atmosphere, we also consider the following

reactions [40,41]:
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Note that, while (6) and (7) describe the whole cycle for the dynamics of sulfur oxides, equation (5) indicates
the decay of nitrogen dioxide, hence completing the atmospheric process involving NOx and ozone. Repre-
senting by [ ]⋅ the concentration (in terms of weight unit/volume unit) vs time of a generic chemical species,
we have the following ODEs from reactions (2), (3), and (4):
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From (5), (6), and (7), we obtain
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Equations (13)–(20) show that concentrations of O, O2, O3, NOx , and SOx evolve following the dynamics of
[ ][ ]SO O2 , [ ][ ]SO O2 3 , and [ ][ ]NO O2 . In equations (17) and (19), we also consider the damping terms, [ ]k NOn 2

and [ ]k SOs 22
, respectively, to model the decay phenomena of the principal pollutant agents. These additive

terms are necessary to avoid unbounded growth and reflect the natural decay of molecules. As sulfur oxides
depend on O,O2, andO3, that also appear in reactions for nitrogen oxides, equations (13)–(20) provide a unique
model for the contemporary evolution of NOx and SOx and, hence, for PM10 and PM2.5. With this aim, assuming
that all reactions occur in a volume of dimension xΔ 3, we define the source term ( )S t

P for the pollutant
{ }∈P NO , SO ,PMx x as follows:

( )
( )

≔S t

E t

xΔ
,P

P

3
(21)

where ( )E t
P coincides with (1) in case of particulate, while the corresponding expressions for nitrogen

and sulfur oxides are discussed in [30].
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The particulate has primary components due to ( )S t
PM and secondary contributions mainly depending

on NOx and SOx in the atmosphere. Concentrations of nitrogen and sulfur oxides are not always precisely
predictable for PM10, see [8], hence we impose that:

[ ] [ ] [ ] [ ] ( )= + − +
t

α α k S t

d

d
PM NO SO PM ,n10 1 2 2 2 10

PM (22)

where the coefficients < <α0 1i , =i 1, 2, + =α α 11 2 , modulate the contributions of NO2 and SO2, and the term
[ ]k PMn 10 describes the damping phenomena which model the natural decay of the pollutant over time.

For PM2.5, we have that [42]:
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where =β 0.62. Coupling ODEs (8)–(12) for the cycles of O3 due to NOx to equations (13)–(20), we obtain
the following final system for the concentrations of pollutants at ground level:
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where =p 0.15 (see [43]) indicates the percentages of NO2, and [ ]∈q 0, 1
i

, + +q q q
1 2 3

modulate the contribu-
tions of SOx .

Note that system (24) can be rewritten as:

( ) ( ( )) ( )′ = +t t tΓ G Γ s ,

where Γ and s are the vectors that contain, respectively, the concentrations of pollutants and the source terms,
the latter being of the type (21), while G is the matrix that describes the reactions.

2.3 Horizontal diffusion

To model the horizontal diffusion of pollutants, we focus on a horizontal domain [ ] [ ]= ×L LΩ 0, 0,x y , where
Lx and Ly are, respectively, the length of the road and of the area transversal to the road where, in [ ]T0, ,
the pollutant agents spread. Assume that Γ, G, and s represent the same quantities described in the previous
paragraph, and that Γ is constant along the third direction so that the model becomes two-dimensional.
We obtain the following reaction-diffusion problem for the horizontal diffusion of pollutants:

( )′ + ∇ − = +μΓ w Γ Γ G Γ sΔ , (25)

where μ is the diffusion coefficient, assumed the same for all chemical species and equal to ∕−10 km h8 2 for
aerosols, see [44]; ( )= w ww ,x y is a vector that models the wind direction. We consider assigned initial data,
while the boundary of Ω considers homogeneous boundary Neumann conditions for all chemical species
in consideration. For a suitable treatment of the source term s, that involves contributions for NOx , SOx

and particulate, see details in [33].
For our analysis, we integrate equation (25) over a uniformly discretized, rectangular domain with holes,

that correspond to “green barriers,” to estimate the entity of diffusion of the various pollutant agents. Note that
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we may consider other types of vegetations besides green barriers. For instance, high-level green infrastruc-
tures (such as trees) represent an interesting case study to mitigate the spread of pollutants. However, in [45],
it is shown that trees may harm air quality, especially in street canyon environments. Hence, further invest-
igations are needed.

3 Case studies

This section briefly describes the traffic experiments used for the analyses of emissions and concentration
of pollutants obtained from the estimations of trajectories of the involved vehicles.

We consider different cases dealing with a fleet of 21 or 22 vehicles that circulate on a ring road in a
parking lot in Tucson (Arizona). The fleet has a unique AV that is a Ford Escape Hybrid, while make and model
of other cars are as follows: Chevrolet Malibu, Chevrolet Malibu Limited, Chevrolet Impala, Chevrolet
Silverado, Chevrolet Suburban, and Dodge Grand Caravan. All trajectories of vehicles are first recorded by
a video recording system at the center of the ring track and then estimated via a suitable computer vision
algorithm [15].

The basic steps of the experiments are summarized as follows. Setup: All vehicles are uniformly distrib-
uted along the ring track; pilots are asked to turn the data recorders in their vehicles; further additive
instructions are provided to the various drivers through the windows. Evacuation: the camera at the center
of the track is activated and all research group personnel leave the track. Initialize: A horn warns all drivers to
change gears from Park to Drive, remaining stopped. Drive: A horn sounds to instruct all pilots to start driving.
Stop: An air horn sounds to indicate drivers a safe stop and change gears into Park. Conclusion: the research
group personnel enter the track; each pilot stops his vehicle and turns off the in-board recorder; the central
camera is deactivated.

Note that, during each experiment, the pilot of the AV is asked to activate a control strategy (autonomous
driving or driving velocity change) in the presence of stop-and-go waves; after a certain time from the
beginning of the experiment, the control of the AV is disabled and dampening phenomena are evaluated.

Figure 1 shows some photographs of various moments in the first case study: in the high panel, we see
the beginning where all vehicles are uniformly spaced; in the center, we present the overall traffic at =t 93 s

when high stop-and-go waves determine the whole dynamics; in the low panel, there is the situation
at =t 327 s when traffic is almost completely stabilized.

Figure 1: Real photographs: 21 vehicles on the ring road in various time instants. (a) Alignment of vehicles at start of the experiment,
(b) alignment of vehicles 93 s into the experiment (presence of wave in back right), and (c) alignment of vehicles 327 s
into the experiment (the AV is actively dampening the wave).
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3.1 Control types

The presence of a unique AV inside the fleet proves experimentally that stop-and-go waves vanish or are
dampened. The entity of such a phenomenon depends on the implemented control for the AV. As the primary
aim is to stabilize traffic conditions to reach safety with a defined velocity [46], for each possible control
strategy we have the following basic idea: from the evolution of traffic, a desired speed U is estimated and
a commanded speed v

cmd is provided as input to a low-level controller that guides the AV. The different
controllers of the AV are as follows: Follower Stopper (Experiment A), human-implemented control (Experi-
ment B), Proportional Integral (PI) with saturation (Experiment C).

In Experiment A, following some instructions that are established by an external infrastructure, the AV
tracksU in safety conditions and <v U

cmd when safety is needed. In Experiment B, the human pilot maintains
an assigned speed and slows down only for possible collisions. In this case, the desired speed U , estimated
through the length of the ring road and the time the AV needs for a complete pass, is communicated to the
driver via radio. In Experiment C, the controller of the AV uses a PI logic to track v

cmd from information about
the average speed of the vehicles in front. A saturation effect is also useful to ensure the safety distance.

3.2 Features of the experiments

In what follows, we give details about some features of the various experiments. In Experiment A, stop-and-go
waves appear at 79 s and the control by the AV starts at 126 s. The commanded velocity, communicated to
the driver by an external infrastructure, varies step by step from =v 6.50cmd m/s up to =v 8.00cmd m/s.
The autonomy period and the experiment end are at 463 and 567 s, respectively.

For Experiment B, traffic waves occur at 55 s and the control, established by the human pilot of the AV,
starts at 112 s with =v 6.25cmd m/s. The velocity has just a variation at 202 s. After the control is disabled
at 300 s, the experiment ends at 409 s.

Experiment C has the first traffic wave at 161 s. The autonomy phase of the AV is activated at 218 s and v
cmd

is adjusted by the automatic controller at each time instant until the end of the experiment (413 s).
Tables 1 and 2 report the main characteristics of the experiments, where we distinguish: an initial phase,

IPH; an interval, TW, for traffic waves; intervals, indicated by Ci, where the control of the AV is activated;
an interval DC, where the control is disabled and the experiment ends.

We provide information due to data analysis in Experiment A. For Experiments B and C, the obtained
results are similar.

Table 3 presents an overview of the mean velocities for some vehicles along the ring track in Experiment
A. Vehicle 21 is the AV, while 5 and 15 refer to vehicles that are within the fleet, approximately the same
distance from the AV. From the results, obtained by not considering the outliers in the first and last intervals of
the experiment, it follows that the mean velocities are not exactly the desired ones. The differences are due to
the time required for all cars to adjust to the desired speed established by the AV. Note that, when stop-and-go

Table 1: Characteristics for Experiment A

Start IPH = [0, 79[ s
Waves TW = [79, 126[ s
Control [ [=C 126, 2221 s, =v 6.50cmd m/s

[ [=C 222, 2922 s, =v 7.00cmd m/s

[ [=C 292, 3473 s, =v 7.50cmd m/s

[ [=C 347, 4154 s, =v 8.00cmd m/s

[ [=C 415, 4635 s, =v 7.50cmd m/s
Disabled control [ ]=DC 463,567 s
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waves arise, the mean velocities are, as expected, quite variable. During the control intervals, the regulariza-
tion effect is more obvious. For instance, in C2, C4, and C5 all vehicles have almost the same mean velocity.
When the control is disabled in DC, a regularization phenomenon is still present and does not disappear
immediately. This is confirmed by the almost similar values of the mean velocities.

Figure 2 shows the dynamics of velocities for the AV (black line) and vehicles 5 and 15 (blue and orange curves,
respectively) in Experiment A. In the interval TW, velocities have high variations due to stop-and-go waves and the
AV moves following an almost regular sinusoidal tune. For the other vehicles, the situation is similar but the
amplitude of the oscillation is less marked for the car that is further away from the AV. The traffic is drastically
dampened when the control is activated for the AV. In particular, in C1 stop-and-go waves are reduced but this
effect is not completely evident as the commanded velocity for the AV is 6.50 m/s, different from that of the overall
traffic. InC2, vcmd becomes 7.00 m/s, a value comparable to the average speed of the entire fleet. This in turn creates
more regularity in traffic dynamics, with a consequent reduction of possible variations in velocities.

For Experiments B and C, we obtain similar features that are not considered here.

Table 2: Features for Experiments B and C

Experiment B C

Start IPH = [0, 55[ s IPH = [0, 161[ s
Waves TW = [55, 112[ s TW = [161, 218[ s
Control [ [=C 112, 2021 s, =v 6.25cmd m/s, [ ]=C 218, 4131 s

[ [=C 202, 3002 s, =v 7.15cmd m/s
Disabled control [ ]=DC 300, 409 s —

Table 3: Mean velocities, expressed in m/s, for vehicles 5, 15, and 21 (AV) in the various time intervals (TIs) of Experiment A

TI IPH TW C1 C2 C3 C4 C5 DC

Vehicle 5 6.33 6.08 6.10 6.61 7.19 6.79 6.61 7.28
Vehicle 15 6.24 6.55 6.09 6.65 6.86 6.84 6.67 7.27
Vehicle 21 (AV) 6.13 6.34 5.94 6.58 7.12 6.78 6.69 7.34

Figure 2: Velocities of the AV (black) and vehicles 5 (in blue) and 15 (in orange) in Experiment A: comparisons among velocities in TIs TW,
C1, and C2.
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4 Numerical results

This section shows some numerical results. First, we consider the results for PM emissions; then, we discuss
the concentrations of pollutants at ground level and examine the effects due to the horizontal diffusion.

System (20) is solved using advanced approaches for time step sizes due to a high degree of stiffness. The
numerical solution is found via the Matlab tool ode23s that combines an adaptive time step size and an implicit
Runge-Kutta method. Note that, as source terms are defined on time scales larger than those of chemical
reactions, possible intermediate time values are needed, and further interpolations are required. The equa-
tions for concentrations in the case of horizontal diffusion are numerically solved by finite differences. The
advection term for the wind is treated by an up-winding approach in space and discretized explicitly in time.
Finally, the source terms are pointwise explicitly approximated in time. If necessary, they are interpolated
in case of various time scales. Details about numerical methods are in [31,33,47].

4.1 Estimation of PM emissions

Figures 3–5 show the evolution of PM emissions (indicated by ETOT) vs time. The average emissions (AEs)
in the critical intervals of type TW are as follows: 2.76 mg/s for Experiment A, 2.23 mg/s for Experiment B, and
1.81 mg/s for Experiment C. Indeed, Experiment A represents the worst case and all case studies show
different features before the activation of possible control strategies.

In Experiment A, traffic waves are already dampened in C1 but the highest reduction occurs in C2 (best control
interval, green check mark in Figure 3) when the AV and the other vehicles move all at a speed that is about the
commanded one, =v 7.00cmd m/s. When the control of the AV is disabled in the interval DC, traffic waves reappear
and the AE becomes higher (albeit slightly) than that of the interval IPH. Table 4 shows the emission average values
(expressed in milligrams/second [mg/s] and grams/minute [g/min]) for all TIs of Experiment A.

In Experiment B, when the pilot of the AV drives in C1 at =v 6.25cmd m/s, traffic waves become lower and,
consequently, the AE decreases. When v

cmd becomes 7.15 m/s in C2 (best control interval, green check mark
in Figure 4), all vehicles have almost the same speed, i.e., the phenomenon is similar to that of Experiment A.

Figure 3: Red line: PM emissions for Experiment A. Dashed black lines: average values in the various TIs.

Figure 4: PM emissions for Experiment B (red line), and average values in TIs (dashed black lines).
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Note that PM emissions are, indeed, almost similar in C1 and C2. When the control is disabled in DC, as expect-
ed the AE increases. The corresponding values are in Table 5 for Experiment B.

For Experiment C, when the control is activated in C1, traffic waves are mitigated and the AE decreases.
Note that the commanded velocity is highly variable due to the automatic logic implemented on the AV.
This is also reflected in emissions that, although lower in the control interval, appear irregular in Figure 5.
In Table 6, values of AEs are presented for Experiment C in all TIs.

For all experiments, PM emissions are dampened when control is activated on the unique AV of the fleet in
consideration. The percentage reduction is different in the various experiments as a result of the used control
strategy. Assume that Ri indicates the percentage reduction of particulate emissions for Experiment i,

{ }∈i A B C, , , i.e., Ri shows the decrease from the interval TW to the best control interval for Experiment i.
We have

= = =R R R48.04%, 25.38%, 41.98%.A B C

We note that Experiments A and C are almost similar in terms of decrease of PM emissions, unlike Experiment
B for which reductions are about half those of Experiment A. This is predictable for Experiment B, for which
only the human pilot determines the real control action.

Figure 5: Red line: evolution of PM emissions for Experiment C. Dashed black lines: average values in different TIs.

Table 4: AEs for different TIs in Experiment A

TIs [s] AEs [mg/s] AEs [g/min]

IPH 1.74 0.104
TW 2.76 0.166
C1 1.76 0.106
C2 1.43 0.086
C3 1.50 0.090
C4 1.67 0.100
C5 1.58 0.095
DC 1.76 0.106

Table 5: Experiment B: AEs for different TIs

TIs [s] AEs [mg/s] AEs [g/min]

IPH 1.73 0.104
TW 2.23 0.134
C1 1.67 0.100
C2 1.65 0.099
DC 2.20 0.132
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Now we provide information about the variations in PM emissions. In Figure 6, we consider the normal-
ized derivative of ( )E tTOT in TW and in all control intervals for Experiment A. It is shown that the PM emissions
have positive variations in TW and this confirms the increase of ( )E tTOT . When the control strategy starts in C1,
the derivative becomes abruptly negative, which indicates the dampening of stop-and-go waves and the
consequent decrease of ( )E tTOT . In C2, the overall traffic is more regular, hence creating a sinusoidal trend
in oscillations. Although the mean values for PM emissions are slightly higher in C3, C4, and C5 w.r.t. the
phenomenon in C2, the control of the AV is still active and this creates almost regular variations. Indeed,
the peak in C4 derives from the deviation of v

cmd from the average traffic speed. Hence, while there is still
control, the damping of traffic waves is strongly due to the way the AV exerts control, and stop-and-go waves
tend to reappear when the control logic obeys dynamics different from the average traffic. Finally, in C5, v

cmd

assumes the value observed in C3, thus stabilizing the phenomenon.
Finally, in Figure 7 we present for Experiment A a comparison between NOx and PM emissions, the former

described in [48]. The percentage reduction for emissions of nitrogen oxides in the best control interval C2 is
23.30%, about one half the corresponding decrease for PM, 50%. Indeed, the used model for the emissions
estimation presents similar features for either NOx or PM. In Figure 7, we show the emissions normalized
variations for the two types of gases in TIs TW and Ci, =i 1,…, 5. In the presence of stop-and-go waves, the two
variations have a different evolution but the shapes are quite similar and almost coincident when the traffic
becomes stable (at about 100 s). This means that particulate and nitrogen oxides have similar features, and
possible phenomena due to other polluting agents are less evident. When the control of the AV is activated in
C1, the two variations are still similar until about 160 s but then become different. This is due to the effects of
the AV whose control strategy modifies the traffic and, hence, the concentration of pollutants that compose PM.
Indeed, at about 250 s (in C2) the presence of the AV dampens more the traffic waves, and the variations of
particulate and nitrogen oxides still become similar with low differences in their peak values. In C3, PM and
NOx have almost coincident variations. In the remaining control intervalsC4 andC5, we have similar situations.

Table 6: AEs for Experiment C in different TIs

TIs [s] AEs [mg/s] AEs [g/min]

IPH 1.81 0.109
TW 2.94 0.177
C1 1.70 0.103
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Figure 6: Normalized derivative of ( )E tTOT , expressed in g/s 2, in TIs TW, C1, C2, C3, C4, and C5.
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From the obtained results, we obtain that the control of the AV stabilizes different types of emissions
in the same way.

For Experiments B and C, the normalized derivatives for emissions present similar characteristics.

4.2 Pollutants at ground level

The concentrations of pollutants along the ring road at street level are estimated by finding solutions to system
(24). In order to show the effects of concentration reduction due to the presence of AVs, we analyze separate
cases: experiment phases when high traffic waves appear (AV with disabled control); TIs when autonomous
driving dampens stop-and-go waves (AV with exerted control).

By using approaches that deal with stiff features of system (24), see [33], we find numerical solutions on a
TI [ ]=I T0, by a suitable choice of source terms (21). As we need simulations over a larger time horizon, the
source term signal is prolonged by repeating the emission profile in I , namely: we obtain a periodic emission
profile from the experimental data in a given phase (traffic waves or autonomy). We consider the following
notations to distinguish among the traffic sources in different experiments and time intervals: S

P

Γ,Φ is the
repetition, over I , of the source term in the TI { }∈ TW CΦ , i for pollutant { }∈P NO , SO ,PMx x in case of
Experiment { }∈ A B CΓ , , . For all simulations, we assume that: chemical species are estimated for each volume
of size xΔ 3, with = −

x LπΔ 1, where =L 260 m is the length of the ring track; =T 30 min; the concentrations
at =t 0, indicated by [ ]⋅ 0, are as follows:

[ ] [ ] [ ] ·

[ ] ( ) ( ) [ ] ( )

[ ] · [ ] [ ] ·

[ ] ( ) [ ] ( )

= = =
= − =
= = =
= =

p S pS

S βS

O O 0, O 5.02 10 mol/cm ,

NO 1 0 , NO 0 ,

SO 2.5 10 mol/km , SO SO 4 10 mol/km ,

PM 0 , PM 0 ,

0 3 0 2 0
18 3

0 Γ,Φ

NO

2 0 Γ,Φ

NO

0
18 3

2 0 3 0
16 3

10 0 Γ,Φ

PM
2.5 0 Γ,Φ

PM

x x

where =p 0.15. For the pollutants that compose PM10, see equation (22), we consider = =α α 0.51 2 . Note that,

following the approach of [30], we obtain ( ) [ ]= ∀ ∈S t T0 0 0,Γ,Φ

SO
x and the evolution of SOx is dependent on only

the initial conditions.
In (24), using S

A,TW

NO
x and S

A,TW

PM that refer to stop-and-go waves in Experiment A, we obtain Figures 8–10 for some
pollutants estimated until 90 min. In Figure 8, we have O2 (left, dashed blue line) and O3 (right, continuous black
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Figure 7: PM (blue) and NOx (red) emissions normalized variations, expressed in g/s 2, in TIs TW and Ci , =i 1,…, 5.
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line). Note that the graph of oxygen remains almost constant, unlike ozone which has first a fast growth, reaches
a maximum, and then decreases. Precisely, when O3 is maximum, O2 has its minimum. The slow evolution of
oxygen confirms its property as a vital gas while, as expected, ozone tends to increase due to the high stop-and-go
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waves on the ring track. However, such pollutant agent decays naturally due to the deterioration reactions in
system (24). In Figure 9, we see that O has a low concentration and quickly reaches a steady state, while SO2

decreases due to the decay of O3. Finally, Figure 10 presents NO2 (left, continuous red line) and the normalized
variations for PM10, NO2, and O3 (right, see legend). Nitrogen oxides increase due to the highest traffic waves, but
then it reaches a steady state. On the other hand, all variations of pollutants remain bounded but the highest values
occur only for particulate.

The concentrations of pollutants O3, NO2, SO2, and PM10 at T are as follows:

[ ] [ ]

[ ] · [ ]

= ∕ = ∕
= ∕ = ∕−

O 0.9669 kg km , NO 0.0347 kg km ,

SO 6.8119 10 kg km , PM 1940.3 kg km .

3
3

2
3

2
9 3

10
3

Figure 11 shows the percentage variations at T of [ ]O3 , [ ]NO2 , [ ]SO2 , and [ ]PM10 , obtained by source terms
S

A C,

NO

i

x and S
A C,

PM

i

, =i 1,…, 5, and the variation percentages w.r.t. S
A,TW

NO
x and S

A,TW

PM . In the control intervals for the AV,
there is almost a whole decrease in the concentrations of pollutants. In particular, the best control period is
C2 forO3, NO2, and SO2. Indeed, for the concentration of PM10,C3 is the interval with highest decrease. However,
as C2 and C3 almost show the same variation for PM10, we conclude that C2 presents the best decrease for
all the considered pollutants. Finally, from [28] the FC is 24.1l/100 km for the TW interval in Experiment A.
It is shown that the highest variation occurs in C3, where FC decreases of about 39.32%.

For Experiment B, computing the solutions of system (24) by the source terms S
B,TW

NO
x and S

B,TW

PM , and S
B C,

NO

i

x

and S
B C,

PM

i
, =i 1, 2, the behavior of concentrations is similar to Experiment A. For S

B,TW

NO
x and S

B,TW

PM , the final values
are as follows:

[ ] [ ]

[ ] [ ]

= ∕ = ∕
= ∕ = ∕

O 0.7916 kg km , NO 0.023 kg km ,

SO 5.5394 kg km , PM 1580.1 kg km

3
3

2
3

2
3

10
3

and, in the TW phase for Experiment B, the FC is 21.8 l/100km. Decreases, variations of pollutants, and FC in
control intervals are given in Table 7. There is a unique best control period (C2) for which we obtain the highest
decrease for pollutants O3, NO2, SO2, and PM10. FC has the most meaningful variation in C2 as well.

Figure 11: Percentage variations for the concentrations, at =T 30, of principal pollutants in cases of source terms for S
A C,

NO

i

x and S
A C,

PM

i
,

=i 1,…, 5, compared to S
A,TW

NOx and S
A,TW

PM .
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Finally, we consider the solution to system (24) by S
C ,TW

NO
x and S

C ,TW

PM , and S
C C,

NO
x

1
and S

C C,

PM

1
(Experiment C).

For S
C ,TW

NO
x and S

C ,TW

PM , the final values of concentrations are as follows:

[ ] [ ]

[ ] [ ]

= ∕ = ∕
= ∕ = ∕

O 0.8705 kg km , NO 0.028 kg km ,

SO 6.1103 kg km , PM 1872.9 kg km .

3
3

2
3

2
3

10
3

When the controller is activated in C1, we obtain at the final time T :

[ ] [ ]

[ ] [ ]

= ∕ = ∕
= ∕ = ∕

O 0.7391 kg km , NO 0.020 kg km ,

SO 5.1613 kg km , PM 1686.1 kg km .

3
3

2
3

2
3

10
3

Hence, during the autonomy phase, the concentrations of O3, NO2, SO2, and PM10 decrease by about 15%, 29%,
16%, and 10%, respectively, while FC is reduced by about 21%.

Table 8 shows comparisons among the final values of concentration for the principal pollutants during
intervals of type TW and in the best autonomy phases. The variations of pollutants are higher for Experiment
A and decrease of about a half in Experiment B, with the unique exception of PM10. For Experiment C, the
lowest variations occur although, compared to Experiment B, they are almost comparable for pollutants O3,
NO2, and SO2. We conclude that the three different control strategies, used in the experiments, allow mean-
ingful variations in the concentration of pollutants. Experiment A is the best in terms of decrease, hence AVs,
if controlled by an external input decided by an infrastructure (control of type Follower Stopper), perform
the better results in terms of traffic stabilization. When simple communications guide the human pilot in
Experiment B (control of type trained human driver), decreases occur but the human component alone
does not guarantee high reductions. For Experiment C which deals with control strategies based on local inform-

Table 7: Concentrations (C) of pollutants at =T 30 for S
B C,

NO

i

x and S
B C,

PM

i
, =i 1, 2, and variations (V) referred to S

B,TW

NOx and S
B,TW

PM ;
FC in Ci and variations (VF) referred to the TW interval of Experiment B

Source terms C [kg/km3] V [%] FC [l/100 km], VF [%]

S
B C,

NOx

1
, S

B C,

PM

1

[ ] =O 0.66523 ‒15.96

[ ] =NO 0.01632 ‒29.00 17.8, ‒18.35

[ ] =SO 4.63252 ‒16.37

[ ] =PM 1394.210 ‒11.76

S
B C,

NOx

2
, S

B C,

PM

2

[ ] =O 0.62663 ‒20.84

[ ] =NO 0.01432 ‒39.00 17.1, ‒21.56

[ ] =SO 4.35712 ‒21.34

[ ] =PM 1293.910 ‒18.11

Table 8: Concentrations of the principal pollutants at =T 30 in TW (CTW) and in the best control interval (CC ,best) for each experiment;
variations (V) between the concentrations in the different TIs

Experiment CTW [ ∕∕kg km3] CAUT,best [kg/km3] V [%]

A [ ] =O 0.96693 [ ] =O 0.53483 ‒44.68

[ ] =NO 0.03472 [ ] =NO 0.0102 ‒71.18

[ ] =SO 6.81192 [ ] =SO 3.70592 ‒45.59

[ ] =PM 1940.310 [ ] =PM 1063.310 ‒45.19

B [ ] =O 0.79163 [ ] =O 0.62663 ‒20.84

[ ] =NO 0.0232 [ ] =NO 0.01432 ‒39.00

[ ] =SO 5.53942 [ ] =SO 4.35712 ‒21.34

[ ] =PM 1580.110 [ ] =PM 1293.910 ‒18.11

C [ ] =O 0.87053 [ ] =O 0.073913 ‒15.09

[ ] =NO 0.0282 [ ] =NO 0.02012 ‒28.57

[ ] =SO 6.11032 [ ] =SO 5.16132 ‒15.53

[ ] =PM 1872.910 [ ] =PM 1686.110 ‒9.97
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ation (control design of type PI controller with saturation), we have similar features to Experiment B.
Indeed, Experiment C shows quite different variations compared to other cases, hence indicating that
the results are dependent on the experimental conditions.

Therefore, the control with infrastructure communication allows the best performances, while those with
human actuator or local controller have lesser, but still significant, effects.

4.3 Horizontal diffusion of pollutants

Now we study the horizontal diffusion of pollutants. We simulate a scenario (Figure 12), that illustrates the
two-dimensional vertical cross-section of the roadway, with a hole in the domain corresponding to a green
barrier that acts as a sink for pollutants.

We consider the domain Ω described in Section 2.3, with =L 500x m and =L 0.5y m. A green wall of
dimensions [ ] [ ]×250, 480 m 0.1, 0.15 m and height 0.5 m is located in Ω. The domain is described by a numer-
ical grid with =xd 5 m and =yd 0.02 m. The concentration of pollutants per unit of volume is defined by

Figure 12: Scenario with a point-source introduction of pollutants and a green barrier implemented as a hole (greyed region).

Figure 13: Horizontal diffusion of ozone concentration (g/km3) in Ω in different time instants t . Up left: =t 3. Up right: =t 15.
Down: =t 30. White arrow: direction of the wind.
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setting: Γ constant along the third component zd , equal to yd ; zero initial conditions, except oxygen that
is assumed constant, see the previous subsection; = −

μ 10 km8 2/h for all pollutants; total simulation TI [ ]T0,

with =T 30 min. Finally, we consider: a wind vector w that is

( ) ( )= − +w i j,0.8km/h 0.001km/h

where i and j are the unit vectors of the horizontal and vertical axes, respectively. The road is represented by
the lower side of Ω, where the sources of emissions act.

Assuming source emissions due to S
A,TW

NO
x and S

A,TW

PM , we have results for O3 in Figure 13 and PM10 in
Figure 14, in the case of Experiment A.

From Figure 13, we obtain that, already in the initial moments of observation, O3 grows rapidly at
approximately =y 0. In subsequent moments, O3 spreads along the domain Ω, but the green barrier is
an obstacle for a complete diffusion (see =t 15). At the final instant =t 30, O3 has increased in
[ ] [ ]×400, 500 m 0.3, 0.4 m but the overall diffusion along Ω remains quite discontinuous. The average value
of O3 at =t 30 is about 0.2 kg/km3 for people walking near the green barrier, i.e., at about
[ ] [ ]×250, 480 m 0.15, 0.2 m in Ω. Finally, we conclude that the barrier is very effective for ozone protection,
especially in the upper edge of the domain ( ≃y 0.5 m).

As for PM10, Figure 14 (up left) shows that, at =t 3, particulate levels are very low, except the subdomains
[ ] [ ]×0, 100 m 0.11, 0.3 m and [ ] [ ]×400, 500 m 0.11, 0.3 m. When =t 15, the green barrier prevents a complete
diffusion of the pollutant that increases at the edges of Ω. Finally, at =t 30, PM10 reaches its highest value,
about 30 kg/km3, in [ ] [ ]×400, 500 m 0.3, 0.45 m. Indeed, the particulate values are quite different from those
related to O3: people near the upper edge of the domain are not fully protected by the diffusion, as confirmed
by the discontinuous pollutant levels. This indicates that green barriers are not very efficient for protection
against particulate pollution.

For Experiments B and C, we obtain similar results that are omitted here.

Figure 14: Horizontal diffusion for PM10 concentration (g/km3) in Ω in various time instants t . Up left: =t 3. Up right: =t 15.
Down: =t 30. White arrow: direction of the wind.
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5 Conclusions

The results of this article show how PM emissions are influenced by traffic conditions and how their diffusion
at ground level is affected by green barriers. First, the used approach proved that the presence of a unique AV
in a fleet leads to several benefits: mitigation of stop-and-go waves, stabilization of vehicle flows, and reduction
of PM emissions with a consequent decrease in concentration at ground level. Such phenomena were studied
by three different controls implemented on the AV: infrastructure communication, human component,
and local information. The first controller allowed better performances, but meaningful impacts were also
obtained in the remaining cases.

The analysis of the horizontal diffusion in the presence of green barriers in urban contexts has found
interesting features for different pollutant agents. In particular, green barriers have a very good screening
effect for the diffusion of ozone. However, they do not reduce efficiently the effects of PM, with consequent
risks to humans’ health.

Future research activities aim to consider more complex traffic scenarios to estimate the PM emission
and to provide more advanced tools to estimate the effect of diffusion as a function of different green barriers,
such as bushes, trees, and green walls.
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