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Abstract: Recently, regime-switching option pricing based on fractional diffusion models has been used, which
explains many significant empirical facts about financial markets better. There are many methods to solve the
problem, but to the best of our knowledge, effective preconditioners for the second-order schemes have not
been proposed. Thus, in this article, an implicit numerical scheme is developed for a regime-switching
European option pricing problem under a multi-state tempered fractional model. The scheme is proven to
be unconditionally stable and converges quadratically in space and linearly in time. Besides, the resulting
linear system is solved using an iterative method, and a preconditioner is proposed to accelerate the rate of
convergence. The preconditioner is constructed through circulant approximations to the Toeplitz blocks due to
the coefficient matrix, which is is a block matrix with Toeplitz blocks. The spectral analysis of the precondi-
tioned matrix is given, which demonstrates that the spectrum of the preconditioned matrix is clustered around
1. Numerical examples show the efficiency of the proposed method, and an empirical study is also provided.

Keywords: fully implicit finite difference method, preconditioner, regime-switching European option pricing,
tempered fractional partial differential equation
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1 Introduction

Since the 1970s, the classic Black-Scholes (BS) [1] European option pricing model has been proposed for
calculating asset values, and is one of the most fundamental and powerful tools in financial mathematics.
However, the standard BS model is recognized to have several shortcomings and is unable to account for the
phenomenon of many significant empirical events in the financial markets, such as skewed return distribu-
tion, and the assumption of constant volatility generates bias. To compensate for the shortcomings of the
standard BS model, some alternative models are needed.

Thus, various alternate models have been proposed. Within these models, the Merton jump-diffusion
model [2] is one of the earliest alternatives, which is based on a compound Poisson jump process. The Kou
jump-diffusion model [3] is based on a double exponential jump-diffusion model. The finite moment loga-
rithmic stability (FMLS) model [4], Carr-Geman-Madan-Yor (CGMY) model [5], and Koponen-Boyarchenko-
Levendorski (KoBoL) model [6] are all based on some Lévy processes. The Heston model [7] is used to account
for stochastic volatility, where the volatility parameter is stochastic rather than a constant. Recently, a number
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of models based on regime-switching models have been used to simulate the effects of structural changes in
economic conditions or different phases of the business cycle. Hence, to capture more empirical features of the
market and respond to state changes effectively, regime-switching models began to emerge. In these models,
parameters such as drift and volatility parameters depend on a Markov chain and are allowed to change
between regimes.

The option pricing problem based on regime-switching Lévy processes is widely discussed. In [8], the
valuation problem of life-contingent lookback options is studied, in which the underlying asset price process is
assumed to be an exponential regime-switching Lévy process. The regime-switching option pricing under an
exponential Lévy model with coefficients modified by a Markov chain is considered, and the underlying risky
asset is controlled through a regime-switching CGMY process [9]. In [10], a regime-switching intensity model
for credit risk pricing is considered, where default events are specified by a Poisson process and their intensity
is modeled by a Lévy process. Some applications of the option pricing problem based on regime-switching
Lévy processes have been proposed in many works of literature. The pricing of some multivariate European
options under the Markov-modulated Lévy processes model is studied in [11]. In [12], a problem governing the
price of American options followed a geometric regime-switching Lévy process. Besides, the regime-switching
model also has lower computational complexity than stochastic volatility models.

For solving the option pricing problem with regime-switching Lévy processes, a number of different
numerical methods are studied in [8,12–18]. This study concentrates on resolving the financial problem using
the fractional partial differential equation (FPDE)-based approach. In [16], the European option pricing pro-
blem under a regime-switching FMLS model governed by a coupled FPDE system is investigated. Two
finite difference methods are shown, namely, the implicit finite difference method (IM) and implicit-explicit
(IMEX) finite difference method with CGMY and KoBoL models [15]. Besides, the Fourier transform used
for the European barrier option value under an FPDE based on some specific Lévy processes has been
introduced creatively in [17]. In [14], the European option pricing problem under the FMLS model with
stochastic volatility and involving three-dimensional FPDE system is discussed. An explicit closed form for
European-style option pricing under the FMLS model based on the FPDE system is discussed in [19]. A fast
penalty method is proposed for problems involving the pricing of American options whose underlying asset
follows a geometric regime-switching Lévy process in [12]. A power penalty method is proposed for the
American option pricing problem based on the geometric Lévy process governed by a nonlinear FPDE system
considered in [20]. In [21], the multi-asset option pricing model under the multi-variate CGMY process based
on a tempered FPDE is considered. In these studies, the models are essentially first-order discretized in space.
To the best of our knowledge, none of them have considered the second-order discretization in space. Hence,
one of the primary goals of this research is to consider a second-order implicit finite difference method based
on the coupled FPDE.

The contributions of this article are as follows. First, we propose a second-order discretized scheme of
space and provide the stability and convergence proof of this scheme. Second, a novel preconditioner is
provided for speeding up the Krylov subspace method, and the proof of the spectrum distribution is provided
to show that the spectrum of the preconditioned matrix is concentrated around 1. Third, the preconditioner
matrix contains the intensity matrix Q, and since the structure of the preconditioner matrix is not easy to
invert, we consider the permutation of the matrix and propose an inverse method based on the Sherman-
Morrison formula and the incomplete LU (ILU) factorizations. Finally, we performed several experiments,
which include an empirical case to compare the numerical results using different preconditioners and fast
numerical algorithms, and our numerical results show the high efficiency of this new approach compared
to several previously proposed techniques.

This article is organized as follows. In Section 2, the model of the tempered FPDE governing multi-state
European option pricing is discretized by the implicit second-order scheme with analysis for stability and
convergence. A fast preconditioned iterative method for the discrete second-order system and some proofs as
well as the implementation of the preconditioner are given in Section 3. In Section 4, numerical experiments
and a real-world experiment are given to demonstrate the efficiency of the block preconditioner. Concluding
remarks are given in Section 5.
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2 Second-order scheme

In this section, the coupled FPDE in regime-switching European option pricing is introduced. Then, its second-
order discretized form and matrix form are proposed. The analysis of two basic properties, i.e., stability and
convergence, is also given. In [12], the following is the essential form of the tempered FPDE governing multi-
state European option pricing:
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2.1 Second-order discretization in space on the implicit scheme

In this subsection, the second-order discretization on the implicit scheme is developed. Because both of the

operators Dr
ξ α,j j and Dl

λ α,j j are nonlocal, if the boundary conditions of the model are not zero, it is hard to
discretize. To deal with this problem, the approach is similar to [20], where the model is converted into FPDEs
with homogeneous Dirichlet boundary conditions with the boundary transform method. Let
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The approximation provided in [22] can be used to estimate the two tempered fractional derivatives after

the boundary transformation. Let �( ) ( )∈U x t L,j
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Furthermore, the central-difference formula is used to discretize the derivative, which is represented
as follows:

�
( ) ( ) ( )

( )
∂

∂
=

−
++ −

c
U x t

x
c

U x t U x t

h
h

, , ,

2

.

j i m j i m j i m

1 1

1 1

2 (5)

Let the notation uj i
m
,
represent the numerical solution of ( )U x t,j i m and ( )=f f x t,

j i
m

j i m
,

. With the aforemen-
tioned numerical meshes, the converted Model (2) can be discretized by the fully implicit scheme with
the approximation (3) and central-difference scheme (5), which is written as:
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with error term of �(∣ ∣ )+τ h2 .

2.2 Matrix form for the second-order scheme
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2.3 Stability and convergence analysis

In this subsection, the stability, and convergence of the second-order scheme are discussed. In the analysis,
the properties of the coefficient matrix are primary. Hence, a lemma about the property of Toeplitz matrices
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[ ]=e e e e e e e e, , …, , , …, , …, , …, ,

m m m
N

m m
N

m
J
m

J N
m T

1,1 1,2 1, 2,1 2, ¯ ,1 ¯ ,

since =e 0j i,
0 , with Theorem 4 and error term in (6), it holds
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∥ ∥ ( )∥ ∥ ( ) (∣ ∣ ) ( ) (∣ ∣ )≤ + + ≤ ++ KT e T KT C τ h T KT C τ he exp exp exp .

m
l l

1 0 2 2

2 2

Hence, the proof for convergence is done. □

With Theorems 4 and 5, we can know that the second-order scheme in (6) is stable and convergent.

3 Fast preconditioned iterative method

The fast Krylov subspace method is widely used to solve Toeplitz linear systems and is regarded as a fast solver
[23]. We know that the computational cost per iteration of the fast Krylov subspace is �( )J N N¯ log using the
properties of direct summation. In order to ensure the computation efficiency of the Krylov subspace method,
it is an important step to solve the linear system using the preconditioners to compute the coefficient matrix
efficiently. In this section, a block preconditioner is proposed and some theoretical guarantees for the pre-
conditioner are presented, such as invertibility analysis and spectral analysis. Furthermore, to the best of our
knowledge, a theoretically guaranteed preconditioner in a second-order scheme has not yet been proposed,
so how to quickly compute the proposed preconditioner is explored in this section.

In view of the matrix form (7), if the Gaussian elimination approach is used, it yields an algorithm with
�( )J N¯

3
3 complexity. Then, in order to reduce the computational complexity greatly, a method using fast

Fourier transformations (FFT) can be devised.
For the coefficient matrix ( )= + + ⊗ ≔ + ⊗M I T T τQ I B τQ Idiag , …,J N J N N¯ 1 ¯

, suppose there is any vector
x , then the first part of the multiplication Mx can be calculated by FFTs by embedding +I TN j into a N2 -by- N2

circulant matrix, and the second part is a Kronecker product ( )⊗τQ I vN . Because the complexity of the N -by-N
multiplication of Toeplitz matrix and vector is �( )N Nlog , and based on the properties of the Kronecker
product, the cost of Mx is �( )+J N N J N¯ log ¯

2 .

3.1 Block preconditioner

In this subsection, a block preconditioner is proposed. For the accuracy of the preconditioner, a block pre-
conditioner P with matrix Q is proposed as:

( ( ) ( ) ( ))= + + ⊗P I s T s T s T τQ Idiag , , …, ,J N J¯ 1 2 ¯ (10)

where ( )s T represents the Strang preconditioner for the Toeplitz matrix T , the size of matrix Q is ×J J¯ ¯,
and the size of I is ×N N . More precisely, with the notation given in (8), ( )s Tj is defined as:

( ) ( ) ( ) ( )= + + −s T
τc

h
s A

τc

h
s W

τc

h
s G τrI ,j j α j α j N

1 2 3

j j

where

( ) ( )

( )

( )

( ) ⎟

⎟

⎜

⎜

= − −

=
⎛
⎝

⎞

⎠

=
⎛
⎝

⎞

⎠

− −⎛
⎝
⎢⎣ ⎥⎦−

⎞
⎠

⎢⎣
+ ⎥⎦

− − ⎢⎣ ⎥⎦−
⎢⎣

+ ⎥⎦

−⎛
⎝
⎢⎣ ⎥⎦−

⎞
⎠

⎢⎣
+ ⎥⎦

−

−⎛
⎝
⎢⎣ ⎥⎦−

⎞
⎠

⎢⎣
+ ⎥⎦

−

+

+

+

+

s A T

s W T e ω e ω e ω e ω

e ω e ω e ω

s G T e ω e ω e ω e ω

e ω e ω e ω

1, 0, …,0, 1; 0; 1, 0, …,0, 1 ,

, …, , 0, …,0, ; ;

, …, , 0, …,0, ,

, 0, …,0, , …, ; ;

, 0, …,0, , …, .

j N

j N
ξ h α ξ ξ h

N

α ξ ξ h α ξ α ξ

ξ h α ξ ξ h
N

α ξ ξ h α ξ

j N
λ h α λ λ h

N

α λ λ h α λ α λ

λ h α λ λ h

N

α λ λ h α λ

2

, 1

1

2

,

0

,

0

1

,

2

,
1

1

2

,

0

,

0

, 1

1

2

,

2

,

0

1

,

0

, 1

1

2

,

2

,

j
j j

N
j j j

j
j j j j

j
j j

N
j j j

j
j j

j
j j

N
j j j

j
j j j j

j
j j

N
j j j

j
j j

1

2

1

2

1

2

1

2
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3.2 Invertibility analysis and spectral distribution

Theorem 6. (Invertibility) The block preconditioner ( ( ) ( ) ( ))= + + ⊗P I s T s T s T τQ Idiag , , …,J N J¯ 1 2 ¯
is invertible.

Proof. Let the notation ( ( ))+λ s W WT
r j j represent the r-th eigenvalue of ( )+s W WT

j j . With the properties of ωk

in [22], it holds that

( ( )) ( )
( ) ( )( )

( )

( )

( )

∑

∑

+ =
⎛

⎝
⎜⎜ + +

−
+

− − ⎞

⎠
⎟⎟

≤
⎛

⎝
⎜⎜ + + +

⎞

⎠
⎟⎟ < =

−

=

− −

−

=

− −

λ s W W e ω e ω e ω
π r

N
e ω

π k r

N

e ω e ω e ω e ω r N

2 cos

2 1

cos

2 1 1

2 0, for 1, …, .

T
r j j

α ξ ξ h α ξ ξ h α ξ

k

N

k ξ h
k

α ξ

α ξ ξ h α ξ ξ h α ξ

k

N

k ξ h
k

α ξ

0

1

,

0

,

2

,

3

2

1

,

0

1

,

0

,

2

,

3

2

1

,

j j
j

j j
j

j j
j

j j

j j
j

j j
j

j j
j

j j

(11)

Then, we have

�( )+ ≤ ∀ ∈s W Wx x x0, .

T
j j

T N (12)

Similarly, we have �( )+ ≤ ∀ ∈s G Gx x x0,

TT
j j

N . And there is

( ) ( ) ( ) ( ) ( )+ = + = + + + −s T s T s T T
τc

h
s W W

τc

h
s G G τrI2 ,

T T T T
j j j j α j j α j j N

2 3

j j
(13)

so we can obtain that for �∀ ∈x
N ,

( ( ) ( ) )+ ≥ −s T s T τrx x x x2 .

T
j j

T T (14)

With Lemma 2, using similar techniques, we have

( )≥ +P P Kτx x x x1 ,

TT T (15)

where (‖ ‖ )= −K Q r2
2

. Besides, according to Lemma 3, we know that for
( ‖ ‖ )

≥ −τ
r Q

1

4
2

, the minimum singular

value of P can be calculated, i.e., ( ) ≥σ P
min

1

2

. Therefore, we have proved that P is invertible. □

In the following lemmas and theorems, the spectral distribution of the block preconditioner P can be proved.

Lemma 7. For
( ‖ ‖ )

> ≥ −τ0

r Q

1

4
2

, we can obtain

∥ ∥ ≤ −−P Kτ1 ,

1

2

where (‖ ‖ )= −K Q r2
2

.

Proof. With Lemma 3 and Theorem 6, we can know that −P 1 exists and ( )≥ +P P Kτx x x x1

TT T ,

for
( ‖ ‖ )

> ≥ −τ0

r Q

1

4
2

. Similar to the proof of Lemma 3, by the definition of matrix 2-norm, ∥ ∥ ≤ −−P Kτ1

1

2

is proved, where (‖ ‖ )= −K Q r2
2

. □

Lemma 8. [24] For any >ε 0, there exists a constant Nc, for all >N Nc such that

( )− = +T s T K L ,j j j j

where ∥ ∥ ≤ ∕K ε J̄j 2
and ( ) ≤L Nrank j c.

Hence, with Lemma 8, the spectra distribution of the block preconditioner P (10) can be derived.

Theorem 9. For any >ε 0, there exists a constant Nc, for all >N Nc such that

͠= + +−P M I K L˜ ,J N m m
1

¯

where ∥ ∥ ( )͠ ≤ −K Kτ ε1m 2
with (‖ ‖ )= −K Q r2

2
and ( )͠ ≤L J Nrank ¯m c, and M is the coefficient matrix.

8  Shuang Wu et al.



Proof. With Lemma 8, it holds

( ) ( ( ) ( ) ( ))

( ( ) ( ) ( ))

( ) ( )

− = + + ⊗ − − − ⊗
= − − −
= +

M P I T T T τQ I I s T s T s T τQ I

T s T T s T T s T

K K K L L L

diag , , …, diag , , …,

diag , , …,

diag , , …, diag , , …, .

J N J N J N J N

J J

J J

¯ 1 2 ¯ ¯ 1 2 ¯

1 1 2 2 ¯ ¯

1 2 ¯ 1 2 ¯

Let ( )=K K K K¯ diag , , …,m J1 2 ¯
and ( )=L L L L¯ diag , , …,m J1 2 ¯

. It is derived that

∥ ∥ ( )≤ ≤K ε L J N¯ and rank ¯ ¯ .m m c2

Hence, we have

( )− = − = +− − − −P M I P M P P K P L¯ ¯ .J N m m
1

¯

1 1 1

Denote that ͠ = −K P K̄m m
1 and ͠ = −L P L̄m m

1 . Besides, with Lemma 7, we have

∥ ∥ (‖ ‖ )≤ − − ≔ −−P Q r τ Kτ1 2 1 ,

1

2 2

where (‖ ‖ )= −K Q r2
2

. Then, according to the inequality, we have

∥ ∥ ∥ ∥ ∥ ∥ ( ) ( ) { ( ) ( )}͠≤ ≤ − ≤ ≤− −K P K Kτ ε L P L J N˜
¯ 1 , rank min rank , rank ¯ ¯ .□m m m m c2

1

2 2

1

After analyzing the small norm and low rank of the block preconditioner P (10), we are looking forward
to the rate of convergence of the iterative method.

3.3 Implementation of P‒1

With the guarantee of invertibility, the block preconditioner P (10) can be used to speed up the rate of
convergence of the iterative method. Based on the structure of the proposed preconditioner, the matrix-vector
product −P v1 can be computed by:

( )[ ( ) ] ( )= ⊗ + ⊗ ⊗− −P v I F τQ I I F v* diag Λ , Λ , …,Λ ,J N J J N
1

¯ 1 2 ¯

1

¯
(16)

where Λj is a diagonal matrix containing all eigenvalues of ( ( ) ( ) ( ))+I s T s T s Tdiag , , …,J N J¯ 1 2 ¯
. It is worth noting

that the entries of Λj can be gotten in �( )N Nlog operations [23].
However, because it is difficult to deal with the inverse part of ⊗Q I in (16), ⊗Q I can be refactored into

⊗I Q using permutation, making the middle part of the preconditioner P into a block diagonal matrix. At the
same time, ( )diag Λ , Λ , …,Λ J1 2 ¯

in the block preconditioner P also needs to be changed into   ( )diag Λ , Λ , …, ΛN1 2

accordingly. Let “P͠ ” be the permuted form of P.
Then, a permutation matrix Z can be used to make it possible to compute −P v1 by computing ͠ −

P v
1 .

Therefore, after the matrix permutation, the matrix-vector product ͠ −
P v

1 can be computed by:

  ( ) [ ( ) ] ( )͠ = ⊗ + ⊗ ⊗− −P v I F Z I τQ Z I F v* diag Λ , Λ , …, Λ .J N
T

N J N
1

¯ 1 2

1

¯
(17)

Remark 2. Suppose that there is a permutation matrix Z satisfying ( )⊗ = ⊗Z τQ I Z I τQT such that
͠=− −

P v P v1
1 . In order to simplify the notations, ( )diag Λ , Λ , …,Λ J1 2 ¯

is written as D. According to the permutation

matrix Z , ͠ −
P v

1 can be written as:

( ) ( ( ) ) ( )

( ) ( ) ( )

( )( ) ( )

͠ = ⊗ + ⊗ ⊗
= ⊗ + ⊗ ⊗
= ⊗ + ⊗ ⊗
=

− −

−

−

−

P v I F Z ZDZ Z τQ I Z Z I F v

I F Z Z D τQ I Z Z I F v

I F D τQ I I F v

P v

*

*

*

.

J N
T T T

J N

J N
T T

J N

J N J N

1

¯

1

¯

¯

1

¯

¯

1

¯

1

Then, we can obtain the matrix-vector product ͠=− −
P v P v1

1 by permutation methods.
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After the permutation method transformation in equation (16) to (17), the matrix is changed from a block
matrix of J̄ blocks ×N N to a matrix of N blocks ×J J¯ ¯. From (17), we can see that the hardest part is the
inverse in the product.

In order to clearly represent the notations, ( )⊗Z I F vJ N¯
can be recorded as ≔V

[ ] [ ]≔V V V V V V V V V V, , …, , , …, , , …, , , …,J J N J N
T

N
T

1,1 2,1 ¯ ,1 1,2 ¯ ,2 1, ¯ , 1 2
. Then, [ ] ( )+ ⊗ ⊗−I τQ Z I F vΛP J N

1

¯
can be written

as [ ]+ ⊗ −I τQ VΛP
1 . Besides, denote the ( )diag Λ , Λ , …,Λ J1 2 ¯

in (16) as ΛP, and   ( )diag Λ , Λ , …, ΛN1 2
in (17) as ͠ΛP ,

then we have






[ ]

( )

( )

( )

͠ + ⊗ =

⎛

⎝

⎜
⎜
⎜

+
+

⋱
+

⎞

⎠

⎟
⎟
⎟

−

−

−

−

I τQ V

τQ V

τQ V

τQ V

Λ

Λ

Λ

Λ

.P

N N

1

1

1

1

2

1

2

1

(18)

In order to speed up the matrix-vector product calculation, the Sherman-Morrison formula can be considered
to solve the block diagonal matrix (18).

3.3.1 Case 1: rank (Q) = 1

The Sherman-Morrison formula [25] can only be used when the rank of the matrix is 1. Therefore, the case
is considered when the rank of Q is 1.

Lemma 10. (Sherman-Morrison formula) [25] Suppose that ∈ ×A Cn n is an invertible matrix and ∈u v C,

n

are column vectors, then +A uvT is invertible iff + ≠−v A u1 0

T 1 . In this case, ( )+ = −− −
+

− −

−A uv AT A uv A

v A u
1 1

1

T

T

1 1

1
.

The Sherman-Morrison formula ( )+ = −− −
+

− −

−A uv AT A uv A

v A u
1 1

1

T

T

1 1

1
can be used to solve the inverse ( )+ −τQ VΛi i

1

in each block (18) for =i N1, 2,…, . In this case, “A” in the Sherman-Morrison formula equals every 
Λi

in (18), and uvT is τQ. Then, we have:  [ ] (( ) ( ) )͠ + ⊗ = + +− − −I τQ V uv V uv VΛ diag Λ , …, ΛP
T

N
T

N
1

1

1

1

1 , where
   

( ) ( )
( ) ( )

( )
+ = −− −

+

− −

−uvΛ Λi
T

i
uv

v u
1 1

Λ Λ

1 Λ

i
T

i

T
i

1 1

1

for =i N1, 2,…, .

Because ͠ΛP is a diagonal matrix, it is easy to calculate ͠
− VΛ
P

1 . Then, the point is to calculate
 


( ) ( )

( )+

− −

− V
uv

v u i
Λ Λ

1 Λ

i
T

i

T
i

1 1

1

for

each block. For faster computation, the Hadamard product can be used. The Hadamard product ∘A B is a
matrix with elements ( ) ( ) ( )∘ =A B A Bij ij ij for two matrices A and B of the same dimension ×m n, which is “.*”
command in Matlab.

Remark 3. Λj is a diagonal matrix that contains all of the eigenvalues of the matrix ( ( ) ( ) ( ))+I s T s T s Tdiag , , …,J N J¯ 1 2 ¯
,

and by Theorem 6, similar to the proof of invertibility. It is obvious that ( )+I s TN j is invertible, so all Λj are not 0.

Similar to the Hadamard product, another symbol ∘̄ is defined. ∘A B
¯

is a matrix with elements
( ) ( ) ( )∘ = ∕A B A B

¯ ij ij ij for two matrices A and B of the same dimension ×m n, which is “ ∕. ” command
in Matlab. Then, the fractional part of the formula becomes

 


 


 


(( ) ( ) )

( )

(( ) ( ) )

( )

(( ) ( ) )

( )

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜⎜

+

+
⋮

+

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟⎟

= ∘

− −

−

− −

−

− −

−

uv V

v u

uv V

v u

uv V

v u

R R

Λ Λ

1 Λ

Λ Λ

1 Λ

Λ Λ

1 Λ

¯
,

T T

T

T T

T

N
T

N N
T

T
N

1

1

1

1

1

1

1

2

1

2

1

2

2

1

1 1

1

1 2

(19)
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where

=

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜

⋯

⋯

⋮ ⋮

⋯

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟

∘

⎛

⎝

⎜
⎜⎜ ⋮

⎞

⎠

⎟
⎟⎟

∘

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜⎜

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜

⋯

⋯

⋮ ⋮

⋯

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟

∘

⎛

⎝

⎜
⎜
⎜

⋯
⋯

⋮ ⋮
⋯

⎞

⎠

⎟
⎟
⎟

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟⎟

R

u

u

u

V V

V V

V V

v

1

Λ

1

Λ

1

Λ

1

Λ

1

Λ

1

Λ

1

Λ

1

Λ

1

Λ

1

Λ

1

Λ

1

Λ

,

J

J

N J N

T

T

T

J

J

N J N

J

J

N J N

1

1,1 ¯ ,1

1,2 ¯ ,2

1, ¯ ,

1,1 ¯ ,1

1,2 ¯ ,2

1, ¯ ,

1,1 ¯ ,1

1,2 ¯ ,2

1, ¯ ,

and

=
⎛

⎝

⎜
⎜ ⋮

⎞

⎠

⎟
⎟

+

⎛

⎝

⎜
⎜⎜ ⋮

⎞

⎠

⎟
⎟⎟

∘

⎛

⎝

⎜
⎜
⎜
⎜
⎜
⎜

⋯

⋯

⋮ ⋮

⋯

⎞

⎠

⎟
⎟
⎟
⎟
⎟
⎟

R

v

v

v

u

1

1

1

1

Λ

1

Λ

1

Λ

1

Λ

1

Λ

1

Λ

.

T

T

T

J

J

N J N

2

1,1 ¯ ,1

1,2 ¯ ,2

1, ¯ ,

(20)

Besides, the part of Formula (19) has repetitions in the numerator and denominator, in the calculation,
a part of the calculation can be reduced. And a large number of loop computing can be avoided during
calculation using the Hadamard product since vector multiplication can be done directly, which greatly
reduces the amount of calculation and speeds up the calculation. Therefore, the operation cost of the
matrix-vector product ͠ −

P v
1 (17) is �( )+J N N J N¯ log ¯ . For each iteration, the cost of this linear system using

the preconditioner by the fast Krylov subspace approach is �( )+ +J N N J N J N¯ log ¯ ¯

2 .

Remark 4. The ILU factorization is used when rank ( ) >Q 1. In Lemma 10, since =τQ uvT can only be used
when rank Q is 1, the application of the Sherman-Morrison formula is limited when the rank ( ) >Q 1. Thus,
a more general approach is considered, which is to solve ͠ −

P v
1 in (17) directly by decomposing the permuted

matrix via ILU factorization.

4 Numerical experiments

For the experiments, all numerical experiments are carried out in MATLAB (R2019b) on a Laptop with
configuration: Intel(R) Core(TM) i7-7700 CPU @ 3.60GHz and 16.0GB RAM. In order to better compare the
effectiveness of the proposed preconditioner, the Strang preconditioner is used for comparison [15], which is

( ( ) ( ) ( ))= +P I s T s T s Tdiag , , …, .m J N J¯ 1 2 ¯ (21)

When solving the linear system, the generalized minimum residual (GMRES) approach is selected as the Krylov
subspace method, the restart is 20, and the stopping criterion is −

10

10. In addition, the zero vector is chosen as
the initial guess of the iterative method.

4.1 Example 1

A coupled tempered FPDE with a known exact solution is taken into consideration in order to illustrate
the precision of the suggested implicit method and is presented as:
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( )
( ) ( ) ( )

( )

( )

( )

∑
⎧

⎨

⎪
⎪

⎩

⎪
⎪

∂
∂

− − =

= < ≤
= < ≤
= ≤ ≤

=

− −

− +

U x t

t
D U x t q U x t f x t

U t t

U t e t

U x e x x

,

, , , ,

0, 0, 0 1,

1, , 0 1,

, 0 , 0 1,

j

l

λ α
j

k

j

j k j j

j

j
t λ

j
λ x α

,

1

¯

,

2

j j

j

j j

with ( ) ( )
( )

( )
= − ⎛

⎝ + − ⎞
⎠ − ∑− − + + +

=f x t e x x λ x q U x t, ,j
t λ x

α
α

j

α α
k
J

j k j

Γ 3

Γ 3

2 2 2

1

¯

,

j
j

j
j

j , and the exact answer is ( ) = − − +U x t e x,j
t λ x α2j j.

The parameters qj k, , αj, and λj for the examples below are created at random by MATLAB and are provided as

follows:
(a) [ ]= − −Q 127, 127; 115, 115 , [ ]=α 1.8, 1.9 , [ ]=λ 0.21, 4.76 , =J̄ 2;
(b) [ ]= − − −Q 170, 28, 142; 10, 70, 60; 122, 71, 193 , [ ]=α 1.9, 1.5, 1.6 , [ ]=λ 0.68, 3.4, 0.86 , =J̄ 3;
(c) [ ]= − − − −Q 191, 74, 1, 116; 87, 160, 71, 2; 13, 62, 164, 89; 55, 1, 101, 157 , [ ]=α 1.9, 1.7, 1.9, 1.6 , [ ]=λ 1.7, 0.4, 0.86, 1.63 ,

=J̄ 4;
(d) [= −Q 403, 4, 61, 55, 4, 6, − −135, 138; 3, 494, 74, 67, 7, 24, 150, 169; 114, 74, 377, −8, 112, 58, 2, 9; 119, 132, 2, 385,

−53, 71, 2, 6; 5, 8, 63, 53, 396, 9, 127, 131; −7, 6, 55, 67, 5, 411, 136, 135; −66, 65, 4, 7, 58, 118, 335, 17; 70, 90, 8,

]−3, 59, 105, 35, 370 , [ ]=α 1.7, 1.7, 1.9, 1.7, 1.7, 1.6, 1.6, 1.7 , =λ [ ]2.04, 4.1, 3.6, 2.65, 2.66, 1.63, 0.53, 3.06 , =J̄ 8.

In Table 1, we show the error and convergence rate of the implicit second-order scheme. In this table, the
Strang preconditioner Pm (21) is used to speed the convergence rate of the GMRES technique when computing
errors. Furthermore, “Error” symbolizes the l

2
-norm of the errors, while “Rate” describes the convergence

rates.
From Table 1, it is apparent that the scheme is stable with a second-order convergence rate when =N M2 .

And as the number of grid points increases, the convergence rate approaches two in four cases.
In Table 2, because the length of space is significantly more than the length of time in a real financial

market, the N we chose in Table 2 is bigger than M . We analyze the second-order scheme and use “IM-nP,” “IM-
P,” and “IM-b-P” to signify the GMRES method without preconditioners, the GMRES approach with the Strang
circulant preconditioner Pm (21), and the GMRES method using the Sherman-Morrison formula with the block
preconditioner P (10) when J̄ is 2 and ILU factorization when >J̄ 2. Moreover, “Ite,” and “CPU” represent
the average iterations and CPU time, respectively.

From Table 2, it can be seen that when the number of states J̄ is 2, the GMRES method using the proposed
preconditioner P (10) with the Sherman-Morrison formula has the best performance in terms of both
the number of iterations and CPU time. Besides, when >J̄ 2, the GMRES method with the block preconditioner P

(10) using ILU factorization is clearly best, although the number of iterations using the GMRES method with the
Strang preconditioner Pm (21) is already much optimized compared to that of without preconditioner. By the
CPU time, the GMRES method using the proposed preconditioner P (10) is the fastest method in these methods.
In particular, in case (d), the GMRES method with the proposed preconditioner P (10) using ILU factorization
takes 5 s, while the GMRES method without preconditioners takes more than 200 min.

Table 1: Errors and convergence rate for Example 1

N M Case (a) Case (b) Case (c) Case (d)

Error Rate Error Rate Error Rate Error Rate

2

4

2

8 ×1.5048 10

‒4 — ×3.4497 10

‒4 — ×4.3970 10

‒4 — ×3.2565 10

‒4 —

2

5

2

10 ×4.0101 10

‒5 1.9079 ×9.1258 10

‒5 1.9184 ×1.1631 10

‒4 1.9185 ×8.6051 10

‒5 1.9201

2

6

2

12 ×1.0336 10

‒5 1.9560 ×2.3469 10

‒5 1.9592 ×2.9931 10

‒5 1.9583 ×2.2122 10

‒5 1.9597

2

7

2

14 ×2.6227 10

‒6 1.9786 ×5.9502 10

‒6 1.9797 ×7.5924 10

‒6 1.9790 ×5.6092 10

‒6 1.9796
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4.2 Example 2

In this example, the multi-state KoBoL model (1) is used to evaluate the European call option. The following are
the basic parameters: ( )=x ln 120r , ( )=x ln 0.1l , =K 70, =r 0.05, and =T 1. Four different cases are investi-
gated, and their parameter components are generated at random using Matlab, as follows:
(a) [ ]= − −Q 48, 48; 45, 45 , [ ]=α 1.7, 1.6 , [ ]=λ 3.92, 2.66 , [ ]=σ 0.99, 0.21 , [ ]=p 0.91, 0.42 , =J̄ 2;
(b) [ ]= − −Q 80, 80; 52, 52 , [ ]=α 1.9, 1.7 , [ ]=λ 1.02, 3.76 , [ ]=σ 0.79, 0.34 , [ ]=p 0.81, 0.31 , =J̄ 2;
(c) [ ]= − − −Q 170, 28, 142; 10, 70, 60; 122, 71, 193 , [ ]=α 1.9, 1.5, 1.6 , [ ]=λ 0.68, 3.4, 0.86 , [ ]=σ 0.87, 0.90, 0.64 ,

[ ]=p 0.83, 0.5, 0.3 , =J̄ 3;
(d) [ ]= − − − −Q 191, 74, 1, 116; 87, 170, 81, 2; 13, 62, 164, 89; 75, 1, 111, 187 , [ ]=α 1.9, 1.9, 1.1, 1.8 , [=λ 1.7, 3.5, 2.88,

] [ ]=σ1.63 , 0.97, 0.30, 0.43, 0.64 , [ ]=p 0.2, 0.9, 0.4, 0.8 , =J̄ 4.

In Example 2, the different methods with preconditioners are compared in four different cases. In Table 3,
we can see that although the Strang preconditioner Pm (21) has improved a lot of iterations, the proposed
preconditioner P (10) is better in terms of both iterations and CPU time in these four cases. In particular, the
GMRES method using the proposed preconditioner P (10) with the Sherman-Morrison formula is the fastest
among these methods by CPU time when J̄ is 2. However, when J̄ is greater than 2, the GMRES method with
the proposed preconditioner P (10) using ILU factorization takes the least amount of time and iterations.

4.3 Example 3

In Example 3, the efficacy of the tempered fractional model and the precision of the proposed numerical
approach are demonstrated in a real-world experiment. In this example, the problem of calibrating the
European options is compared using the two-state KoBoL model and the BS model. We use the market data

Table 2: Iteration numbers and CPU time of three methods for Example 1

N M IM-nP IM-P IM-b-P

Ite CPU Ite CPU Ite CPU

Case (a)
2

8

2

4 1335.3 1.12 s 19.0 0.05 s 8.0 0.02 s

2

9

2

5 3855.7 9.00 s 19.0 0.08 s 8.0 0.05 s

2

10

2

6 9765.9 75.68 s 18.0 0.25 s 8.0 0.14 s

2

11

2

7 22051.0 1103.24 s 18.0 1.13 s 8.0 0.58 s

Case (b)
2

8

2

4 4323.9 4.64 s 40.0 0.07 s 10.0 0.03 s

2

9

2

5 9403.1 28.41 s 37.0 0.18 s 10.0 0.09 s

2

10

2

6 20435.0 383.35 s 32.0 0.60 s 10.0 0.26 s

2

11

2

7 36195.0 3380.75 s 27.0 2.64 s 10.0 0.29 s

Case (c)
2

8

2

4 2943.4 3.57 s 54.0 0.14 s 12.0 0.04 s

2

9

2

5 7840.5 31.19 s 45.0 0.32 s 12.0 0.13 s

2

10

2

6 18621.0 505.71 s 35.0 1.11 s 11.0 0.54 s

2

11

2

7 36383.0 4169.38 s 29.0 3.98 s 11.0 1.95 s

Case (d)
2

8

2

4 3058.9 6.01 s 138.0 0.39 s 17.0 0.09 s

2

9

2

5 8194.8 138.55 s 100.0 2.13 s 17.0 0.50 s

2

10

2

6 19886.0 962.88 s 81.0 5.00 s 16.0 1.55 s

2

11

2

7 40039.0 14661.27 s 60.0 10.83 s 16.0 5.10 s
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of options contract IO2305-C.CFE onMarch. 10, 2023, to compare the results of calibrating the two-state KoBoLmodel
and the BS model. The parameter settings are as follows: = = = = =N M S S r2 , 2 , 8,000 , 1, 0.02

10 8

max min
, and

= ∕T 44 234, and scaling the data by dividing by 1,000. We use the particle swarm optimization (PSO) algorithm as
the objective function for calibration. The PSO algorithm is a type of evolutionary algorithm with efficient perfor-
mance, and the algorithm has convergence which can ensure that the algorithm solves the global optimal solution.

In Figure 1, the calibrated parameter of the BS model is 0.1957, which is often referred to as the implied
volatility, and the parameters for the two-state KoBoL model are [ ]= − −Q 0.708, 0.708; 0.010, 0.010 ,

[ ]=α 1.379, 1.944 , [ ]=p 0.001, 0.003 , [ ]=σ 0.800, 0.023 , and [ ]=λ 100.000, 99.635 . The ranges of these parameters
are [ ]∈α 1.101, 1.99 , [ ]∈q 0.01, 60j k, , [ ]∈λ 1.01, 100 , [ ]∈σ 0.01, 0.8 , and [ ]∈p 0.001, 0.999 .

Table 3: Iteration numbers and CPU time of three methods for Example 2

N M IM-nP IM-P IM-b-P

Ite CPU Ite CPU Ite CPU

Case (a)
2

8

2

4 49.3 0.06 s 18.7 0.05 s 7.0 0.02 s

2

9

2

5 63.7 0.20 s 15.7 0.08 s 7.0 0.04 s

2

10

2

6 86.8 0.80 s 12.9 0.18 s 8.0 0.13 s

2

11

2

7 118.9 5.62 s 11.9 0.73 s 8.0 0.60 s

Case (b)
2

8

2

4 64.6 0.09 s 24.9 0.08 s 7.0 0.02 s

2

9

2

5 88.9 0.29 s 17.81 0.09 s 8.0 0.05 s

2

10

2

6 127.0 1.09 s 14.9 0.23 s 8.0 0.14 s

2

11

2

7 185.2 8.91 s 13.0 0.78 s 8.0 0.65 s

Case (c)
2

8

2

4 73.6 0.30 s 38.50 0.22 s 9.0 0.04 s

2

9

2

5 98.9 1.12 s 29.44 0.41 s 10.0 0.13 s

2

10

2

6 142.0 6.90 s 22.50 1.36 s 10.0 0.59 s

2

11

2

7 214.9 39.07 s 17.94 3.82 s 10.9 2.42 s

Case (d)
2

8

2

4 83.7 0.15 s 40.8 0.15 s 9.0 0.03 s

2

9

2

5 114.5 0.51 s 31.4 0.22 s 9.8 0.10 s

2

10

2

6 166.5 3.66 s 25.6 0.83 s 10.0 0.43 s

2

11

2

7 254.3 25.93 s 19.9 2.84 s 10.9 1.84 s

Figure 1: Comparison between two models.
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From Figure 1(a), the option prices of the two-state KoBoL model are closer to the real market price.
And from Figure 1(b), the absolute value of the relative error of the two-state KoBoL model is smaller than that
of the BS model, although there are some sudden movements in the real-world market. It is clear that the two-
state KoBoL model is better, and many fundamental empirical facts of financial markets, such as skewed
and unexpected huge swings in stock prices, are explained by it.

In Table 4, the GMRES methods with two preconditioners and three different methods are compared with
these parameters. It is clear that although the GMRES method using the Strang preconditioner Pm (21) has
improved a lot of iterations, the GMRES method using the proposed preconditioner P (10) with the Sherman-
Morrison formula is still the best in terms of both iterations and CPU time in this case.

5 Conclusion

In this study, the regime-switching European option pricing based on the fractional diffusion model is studied.
In order to reduce the calculation cost of solving the model, a second-order scheme of the implicit finite
difference method is used, the analysis of related stability and convergence is given, and a special structure
coefficient matrix is provided. The proposed preconditioner of the generalized minimal residual method
solves the linear system =Mx b, which is accelerated by FFT. And then the Sherman-Morrison formula and
ILU factorization are used to improve the calculation efficiency. Besides, the rationality of this preconditioner
is also ensured by the theoretical analysis and finally proves the effectiveness of the proposed second-order
scheme with the block preconditioner through numerical examples including an empirical example.

In addition, since the application of the Sherman-Morrison formula is limited by the number of states J̄ ,
the GMRES method using the proposed preconditioner P (10) with the Sherman-Morrison formula is chosen
when J̄ is 2 and the GMRES method with the preconditioner P (10) using ILU factorization is chosen when J̄

is large.
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Table 4: Iteration numbers and CPU time of three methods for Example 3

N M IM-nP IM-P IM-b-P

Ite CPU Ite CPU Ite CPU

2

8

2

4 183.2 0.30 s 6.0 0.03 s 5.0 0.02 s

2

9

2

5 32.7 0.20 s 6.0 0.05 s 5.0 0.03 s

2

10

2

6 15.2 0.28 s 5.0 0.13 s 5.0 0.10 s

2

11

2

7 11.2 0.74 s 5.8 0.44 s 5.0 0.43 s
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