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group, with critical exponential growth at infinity and singular behavior at the origin. We derive existence of
nonnegative solutions with both components nontrivial and different, that is solving an actual system,
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in n� .
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1 Introduction

In this paper, we study the following system in the Heisenberg group n�
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where = +Q n2 2 is the homogeneous dimension of the Heisenberg group n� , < <p Q1 , ≤ <β Q0 and g h,
are nontrivial nonnegative functionals in the dual space ( )− ′HW Q n1, � of ( )HW Q n1, � , which will be
characterized later on. In other words, ≠h g, 0 and 〈 〉 ≥− ′h u, 0HW HW,Q Q1, 1, , 〈 〉 ≥− ′g u, 0HW HW,Q Q1, 1, for all

∈ ( )u HW Q n1, � , with ≥u 0 in n� . For brevity in what follows the duality pairing between ( )HW Q n1, � and
( )− ′HW Q n1, � will be denoted simply by 〈⋅ ⋅〉, . The function r in (�) is the Korányi norm in the Heisenberg

group n� , which is defined as

( ) = ( ) = (| | + ) /r ξ r z t z t, ,4 2 1 4

with = ( ) ∈ξ z t, n� , = ( ) ∈ ×z x y, n n� � , ∈t � . From here on, ⋅ denotes the natural inner product in any
Euclidean space d� for any dimension ≥d 1 and | ⋅| the corresponding Euclidean norm.
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We denote by D φH the horizontal gradient of a regular function φ, that is,
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1 is the standard basis of the horizontal left invariant vector fields on n� ,
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for = …j n1, , . The operator ℘ΔH, , with ℘ ∈ { }p Q, , appearing in system (�) is the well-known horizontal
℘-Laplacian on the Heisenberg group, which is defined as

= (| | )℘
℘−φ D φ D φΔ div ,H H H H H,

2

for all ∈ ( )φ C n2 � , where | | = ∑ [( ) + ( ) ]
=

D φ X φ Y φH H j
n

j j1
2 2 .

Taking inspiration from [1], we assume that the functions Fu, Fv are partial derivatives of a Carathéodory
function F, of exponential type, and are assumed to satisfy

(F1) ( ⋅ ⋅) ∈ ( )F ξ C, , 1 2� for a.e. ∈ξ n� , ( ) =F ξ u v, , 0u for all ≤u 0 and ∈v �, ( ) =F ξ u v, , 0v for all ∈u � and
≤v 0, ( ) =F ξ u, , 0 0u for all ∈u �, and ( ) =F ξ v, 0, 0v for all ∈v � . Furthermore, there is >α 00 with

the property that for all >ε 0 there exists >κ 0ε such that
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for a.e. ∈x n� and all ( ) ∈ ×+ +u v, 0 0� � , where = [ ∞)+ 0,0� , = +u vϱ 2 2 , ∇ = ( )F F F,u v ,
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(F2) there exists >ν Q such that < ( ) ≤ ∇ ( )⋅( )0 νF ξ u v F ξ u v u v, , , , , for a.e. ∈ξ n� and for any pair
( ) ∈ ×+ +u v, � � , where ∞= ( )+ 0,� .

A function satisfying ( )F1 –( )F2 is given for example by ( ) = ( − ( ))+ − +
+

′

F u v u e S v, 1,Q v
Q 1

Q
for all ( ) ∈ ×u v, � �.
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for all ( ) ∈ ×u v, � � and it
is easy to check that condition ( )F1 is satisfied for any >α 10 . It is not hard to see that also ( )F2 is verified with

= ( + ′) >ν Q Q Q1 . Of course, it is possible to produce an entire class of functions satisfying ( )F1 –( )F2 by taking
( ) = ( ) ( )F ξ u v a ξ u v, , Φ , for all ( ) ∈ × ×ξ u v, , n� � �, where a is a positive measurable function, ∈ ( )∞a L n�

and ( ) >∈ a ξess inf 0ξ n� , while ( ) = ( − ( ))+ − +
+

′

u v u e S vΦ , 1,Q v
Q 1

Q
, ( ) ∈ ×u v, � �.

Let us also introduce two alternative assumptions under which it is possible to construct a solution of
(�) with different components
(H1) if ≢g h, assume that ( ) ≡ ( )F ξ u u F ξ u u, , , ,u v for a.e. ∈x n� and all ∈u �,
(H2) if ≡g h, assume that ( ) ≠ ( )F ξ u u F ξ u u, , , ,u v for a.e. ∈ξ n� and all ∈ +u � .

Clearly, the example ( ) = ( − ( ))+ − +
+

′

F u v u e S v, 1,Q v
Q 1

Q
, ( ) ∈ ×u v, � �, verifies ( )H2 .

The natural space where finding solutions of (�) is

= [ ( ) ∩ ( )]W HW HWp n Q n1, 1, 2� �

endowed with the norm

∥( )∥ = ∥ ∥ + ∥ ∥ + ∥ ∥ + ∥ ∥u v u v u v, ,HW HW HW HWp p Q Q1, 1, 1, 1,

where ∥ ∥ = (∥ ∥ + ∥ ∥ )℘
℘

℘
℘ /℘℘u u D uHW H

11, for all ∈ ( )℘u HW n1, � and ∥⋅∥℘ denotes the canonical ( )℘L n� norm for
any ℘ ≥ 1. We say that a pair ( )u v, is nonnegative if both components are nonnegative in n� .
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Existence and multiplicity of nontrivial nonnegative solutions for equations and systems in the entire
Heisenberg group n� , involving elliptic operators with standard Q-growth and critical Trudinger-Moser
nonlinearities, have been proved in a series of papers. We refer to [2–6] and to references therein.

On the other hand, in the literature there are few contributions devoted to the study of coupled systems
involving both exponential nonlinearities and nonstandard growth conditions in the Heinsenberg context.
In the Euclidean setting, a similar problem has been studied in [1], where the authors consider coupled
systems involving exponential nonlinearities and ( )p N, growth. Other references, again in the Euclidean
setting, are given by [7–11]. We also refer to the recent paper [12], which contains the proof of a non-singular
version of the Moser-Trudinger inequality in the Cartesian product of Sobolev spaces.

In the Heisenberg context, existence of solutions for the equation corresponding to system (�) has been
established in [13]. Let us cite [14–16] for related problems.

In this paper, we solve for the first time in the literature a coupled exponential system in the Heisenberg
group n� driven by a ( )p Q, operator and establish the existence of nonnegative solutions for system (�),
which have both components nontrivial and under further reasonable assumptions different.

Theorem 1.1. Let < <p Q1 and ≤ <β Q0 . Suppose that F verifies ( )F1 –( )F2 and that g h, are nontrivial

nonnegative functionals of the dual space ( )− ′HW Q n1, � of ( )HW Q n1, � . Then, there exists >σ 0 such that system
(�) admits at least one nonnegative solution ( )u v,g h g h, , in W, with both components nontrivial, provided that

< = {∥ ∥ ∥ ∥ } ≤( ) ( )− ′ − ′s g h σ0 max ,g h HW HW, Q n Q n1, 1,� � . Moreover,

∥( )∥ =
→ +

u vlim , 0
s

g h g h
0

, ,
g h,

(1.1)

holds true. Furthermore, if one between ( )H1 and ( )H2 holds, then the constructed solution ( )u v,g h g h, , has the
property that ≢u vg h g h, , in n� .

Since the solution ( )u v,g h g h, , , constructed in Theorem 1.1, has both components nontrivial and different,
it is evident that it solves an actual system, which does not reduce into an equation.

The essential tool when dealing with exponential nonlinearities is the celebrated Trudinger-Moser
inequality. The Trudinger-Moser inequality in bounded domains Ω of the Heisenberg group was first
established in [17] by Cohn and Lu, using a sharp representation formula for functions of class ( )∞Cc

n�

in terms of the horizontal gradient. The authors in [17] adapted Adams’ idea in [18] to avoid considering
the horizontal gradient of the rearrangement function, which is not available in the Heisenberg setting.
The situation is more involved when concerning the Trudinger-Moser-type inequalities for unbounded
domains of n� , since Adams’ approach does not work any longer. However, Lam, Lu and Tang obtained in
[3], see also [19], a sharp Trudinger-Moser inequality on the whole Heisenberg group n� , which is sub-
critical in the sense clarified in Theorem 2.2. This inequality is crucial in the proof of Theorem 1.1.

The proof of Theorem 1.1 is obtained via an application of the Ekeland variational principle and the
Trudinger-Moser inequality on the whole Heisenberg group n� . Even if the argument follows somehow
the strategies in [1,13–15,20] and relies on standard variational methods, the extension to this more
general context is pretty involved and leads to new difficulties, arising from the non-Euclidean and
vectorial nature of the problem. In particular, a delicate step is the proof of the fact that both compo-
nents of the constructed solution are nontrivial and different. A similar process to show that solutions of
systems have both components nontrivial and different first appears, under different assumptions, in
[1,15,21].

Theorem 1.1 improves in several directions previous results, not only from the Euclidean to the
Heisenberg setting but also for the presence of the coupled exponential nonlinearities and the ( )p Q,
growth. In particular, Theorem 1.1 extends Theorem 1.1 of [1] because of the non-Euclidean context and
the presence of the singularity at zero in the right hand side of (�), and also Theorem 1.1 of [13] from the
scalar to the vectorial case.

The paper is organized as follows. In Section 2, we recall some basic definitions and backgrounds
related to the Heisenberg group n� , as well as useful properties of the solution spaceW and some technical
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lemmas on the Trudinger-Moser inequality in the Heisenberg group. In Section 3, we prove Theorem 1.1,
using a minimization argument based on the Ekeland variational principle.

2 Preliminaries

In this section, we briefly recall some useful notations and preliminaries on the Heisenberg group. For a
complete treatment we refer to [22–26].

Let n� be the Heisenberg group of topological dimension +n2 1, that is, the Lie group which has +n2 1�

as a background manifold and whose group structure is given by the non-Abelian law

∑∘ ′ = + ′ + ′ + ( ′ − ′)
=

ξ ξ z z t t y x x y, 2
i

n

i i i i
1









 (2.1)

for all ξ , ′ ∈ξ n� , with

= ( ) = ( … … ) ′ = ( ′ ′) = ( ′ … ′ ′ … ′ ′)ξ z t x x y y t ξ z t x x y y t, , , , , , , and , , , , , , , .n n i n n1 1 1

The inverse is given by = −−ξ ξ1 and so ( ∘ ′) = ( ′) ∘− − −ξ ξ ξ ξ1 1 1.
We can consider the family of dilations ( )δR R, where →δ :R

n n� � is defined for any ∈R � by

( ) = ( ) = ( ) ∈δ ξ Rz R t ξ z t, for all , .R
n2 � (2.2)

It is easy to check that the Jacobian determinant of dilatations δR is constant and equal to +R n2 2, where the
natural number = +Q n2 2 is the homogeneous dimension of n� .

The anisotropic dilation structure on n� induces the Korányi norm, which is given by

( ) = ( ) = (| | + ) = ( ) ∈/r ξ r z t z t ξ z t, for all , .n4 2 1 4 �

Consequently, the Korányi norm is homogeneous of degree 1, with respect to the dilations δR, >R 0, that is,

( ( )) = ( ) = (| | + ) = ( )/r δ ξ r Rz R t Rz R t Rr ξ,R
2 4 4 2 1 4

for all = ( ) ∈ξ z t, n� . The corresponding distance, the so-called Korányi distance, is

( ′) = ( ∘ ′) ( ′) ∈ ×−d ξ ξ r ξ ξ ξ ξ, for all , .K
n n1 � �

We denote by ( ) = { ∈ ( ) < }B ξ ξ d ξ ξ R: ,R
n

K0 0� the Korányi open ball of radius R centered at ξ0. For simplicity
we put = ( )B B OR R , where = ( )O 0, 0 is the natural origin of n� .

For any measurable set ⊂U n� let | |U be the Haar measure of U, which coincides with the ( + )n2 1 -
dimensional Lebesgue measure and is invariant under left translations and Q-homogeneous with respect to
dilations.

The real Lie algebra of n� is generated by the left-invariant vector fields on n�
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for = …j n1, , . This basis satisfies the Heisenberg canonical commutation relations

[ ] = − [ ] = [ ] = [ ] = [ ] =X Y δ T Y Y X X Y T X T, 4 , , , , , 0.j k jk j k j k j j

A left invariant vector field X, which is in the span of { } =X Y,j j j
n

1, is called horizontal.
We define the horizontal gradient of a C1 function →u : n� � by

∑= [( ) + ( ) ]
=

D u X u X Y u Y .H
j

n

j j j j
1

Clearly, D uH is an element of the span of { } =X Y,j j j
n

1, denoted by { } =X Yspan ,j j j
n

1. In { } ≃=X Yspan ,j j j
n n

1
2� , we

consider the natural inner product given by

∑( ) = ( + )
=

X Y x y x y, ˜ ˜H
j

n
j j j j

1
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for = { + } =X x X x Y˜j
j

j
j j

n
1 and = { + } =Y y X y Y˜j

j
j

j j
n

1. The inner product (⋅ ⋅), H produces the Hilbertian norm

| | = ( )X X X,H H

for the horizontal vector field X.
For any horizontal vector field function = ( )X X ξ , = { + } =X x X x Y˜j

j
j

j j
n

1, of class ( )C ,n n1 2� � , we define the

horizontal divergence of X by

∑= [ ( ) + ( )]
=

X X x Y xdiv ˜ .H
j

n

j
j

j
j

1

Let us now review some classical facts about the first-order Sobolev spaces on the Heisenberg group n� .
We just consider the special case in which ≤ ℘ < ∞1 and Ω is an open set in n� . Denote by ( )℘HW Ω1, the
horizontal Sobolev space consisting of the functions ∈ ( )℘u L Ω such that D uH exists in the sense of distribu-
tions and | | ∈ ( )℘D u L ΩH H , endowed with the natural norm

∫∥ ∥ = (∥ ∥ + ∥ ∥ ) ∥ ∥ = | |( ) ( )

℘

( )

℘ /℘
( )

℘

/℘

℘ ℘ ℘ ℘u u D u D u D u ξ, d .HW L H L H L H HΩ Ω Ω
1

Ω

Ω

1

1,















When =Ω n� the notation will be simplified into ∥⋅∥ = ∥⋅∥℘ ( )℘L n� and ∥⋅∥ = ∥⋅∥ ( )℘ ℘HW HW n1, 1, � . For a complete
treatment on the topic we refer to [27–29] and we just recall that, if ≤ ℘ < Q1 , then the embedding

( ) ↪ ( )℘HW LΩ Ωq1, is continuous for all ∈ [℘ ℘ ]q , ⁎ , being ℘ = ℘ /( − ℘)Q Q⁎ , while ( ) ↪ ( )HW LΩ ΩQ q1, is
continuous for all ∈ [ ∞)q Q, . As a consequence, we get a simple lemma for the real separable reflexive
Banach space W, which is the solution space for (�) defined in Section 1. Before stating this result, let us
introduce some useful remarks concerning the vectorial Sobolev norms.

If ( ) ∈ [ ( )]u v HW, Q n1, 2� , then = |( )| = + ∈ ( )u v u v HWϱ , Q n2 2 1, � and

∥ ∥ ≤ ∥( )∥/ ′ u vϱ 2 , .HW
Q

HW
1

Q Q1, 1, (2.3)

The above inequality is trivial when ≡ϱ 0. Otherwise, in the case in which ( ) ≠ξϱ 0 at a point ∈ξ n� , we have

= +D u D u v D vϱ
ϱ ϱ

.H H H

This implies that | | ≤ | | + | |D D u D vϱH H H H H in n� . Consequently,

∥ ∥ ≤ {∥ ∥ + ∥ ∥ } ∥ ∥ ≤ {∥ ∥ + ∥ ∥ }( − )/ −u v D D u D vϱ 2 , ϱ 2 .Q
Q Q

Q
Q

Q
Q

H Q
Q Q

H Q
Q

H Q
Q2 2 1

Both estimates give (2.3).

Combining the classical results in the Sobolev space theory, we easily get the next lemma, where we
endow [ ( )]℘L n 2� , with the norm ∥( )∥ = ∥ ∥ + ∥ ∥℘ ℘ ℘u v u v, , whenever ≤ ℘ < ∞1 .

Lemma 2.1. The embedding ↪[ ( )]W Lq n 2� is continuous for all ∈ [ ] ∪ [ ∞)q p p Q, ,⁎ , and

∥( )∥ ≤ ∥( )∥ ( ) ∈u v C u v for all u v W, , , ,q q (2.4)
where Cq depends on q, p and Q.

Clearly, when in particular / ≤ <Q p Q2 , the embedding (2.4) is continuous for all ∈ [ ∞)q p, .

Throughout the paper, ( )− ′HW Q n1, � denotes the dual space of ( )HW Q n1, � . It is well known, see for
example [30], that

∑( ) = + ( + ) ∈ ( ) = …− ′

=

′HW h h X h Y h h h L j n: , , , 1, , ,Q n

j

n

j j j j j j
Q n1, 0

1

1 2 0 1 2















� � (2.5)

where the pairing between a function ∈ ( )u HW Q n1, � and a distribution = + ∑ ( + )
=

h h h X h Yj
n

j j j j
0

1
1 2 is given

as usual by
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∫ ∑〈 〉 = + ( + )
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(2.6)

The corresponding norm is

∑ ∑∥ ∥ = ∥ ∥ + (∥ ∥ + ∥ ∥ ) = + ( + )′

=

′ ′

=

− ′h h h h h h h X h Yinf : .HW Q
j

n

j Q j Q
j

n

j j j j
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1

1 2 0

1

1 2Q1,

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











(2.7)

Let us now report the next result obtained by Lam et al. in [3], see also [19].

Theorem 2.2. (Trudinger-Moser inequality in n� [3]) There exists a positive constant

=
( / ) (( − )/ )

( / ) ( )

′−

α Q π Q
Q n

2 Γ 1 2 Γ 1 2
Γ 2 ΓQ

n Q 1










such that for β, with ≤ <β Q0 , and for any α, with < < ( − / ) =α α β Q α0 1Q Q β, , there exists a constant >C 0α β,
such that the inequality

∫
− ( )

( )
≤ ∥ ∥

| |
− −

′

e S α u
r ξ

ξ C u, d
α u

Q
β α β Q

Q β2
,

n

Q

�

holds for all ∈ ( )u HW Q n1, � , with ∥ ∥ ≤D u 1H Q .

The Trudinger-Moser inequality in Theorem 2.2 is subcritical, since α cannot reach the sharp threshold
αQ β, . For later purposes, let us introduce for all ∈ [ ∞)q Q, , the singular eigenvalue defined by

∫
=

∥ ∥

∈ ( )

≠

| |

( )

λ ϕ
ξ

inf
d

,q
ϕ HW

ϕ

q

ϕ
r ξ0

Q n

n

q

β
1, �

�

(2.8)

see also [3,4,6]. By the continuity of the Sobolev embedding and by the Hölder inequality, we get that
>λ 0q for any ∈ [ ∞)q Q, , see [13]. Let us now state Lemma 4.1 of [4] and prove in Lemma 2.4 an extension

of this result, which is crucial in the proof of Theorem 1.1.

Lemma 2.3. (Lemma 4.1 of [4]) Let >α 0 and >s Q. Assume that ∈ ( )u HW Q n1, � is such that ∥ ∥ ≤u MHW Q1, ,

with = ( ) >M M α Q s, , 0 sufficiently small. Then, there exists a constant = ( ) >C C α Q s˜ ˜ , , 0 such that

∫
− ( ) | |

( )
≤ ∥ ∥

| |
−

′

e S α u u

r ξ
ξ C u

,
d ˜ .

α u
Q

s

β HW
s

2

n

Q

Q1,









�

Lemma 2.4. Let >α 0, >s Q and let = ( ) >M M α Q s, , 0 be the constant determined in Lemma 2.3. Assume
that ( )u v, in [ ( )]HW Q n1, 2� is such that

∥( )∥ ≤ − / ′u v M, 2 .HW
Q1

Q1,

Then, there exists a constant = ( ) ≥C C α Q s, , 0 such that

∫
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≤ ∥( )∥
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2
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where = |( )| = +u v u vϱ , 2 2 .
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Proof. From (2.3) it is clear that ∈ ( )HWϱ Q n1, � and ∥ ∥ ≤ ∥( )∥ ≤/ ′ u v Mϱ 2 ,HW
Q

HW
1

Q Q1, 1, . Then, we can apply

Lemma 2.3 to the nonnegative function ϱ, getting the existence of a constant C̃ such that
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e S α

r ξ
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s
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s s Q

HW
s

HW
s
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2

n

Q

Q Q Q1, 1, 1,









�

where = / ′C C̃2s Q , and so the proof is complete. □

3 Existence of solutions

This section is devoted to the proof of the main result. From now on we assume, without further men-
tioning, that the structural assumptions required in Theorem 1.1 hold. From here on we adopt the notation

� �∫ ∫( ) = ((| | + | | ) ) ( ) = (| | + | | )− − − −u φ D u D u D u D φ ξ u φ u u uφ ξ, , d , , dp Q H H
p

H H
Q

H H H p Q
p Q

,
2 2

,
2 2

n n
� �

for all ( ) ∈u φ W, .

We say that the couple ( ) ∈u v W, is a (weak) solution of system (�) if

� � � � ∫( ) + ( ) + ( ) + ( ) =
∇ ( )⋅( )

( )
+ 〈 〉 + 〈 〉u φ v ψ u φ v ψ F ξ u v φ ψ

r ξ
ξ g φ h ψ, , , , , , , d , ,p Q p Q p Q p Q β, , , ,

n
�

(3.1)

for any ( ) ∈φ ψ W, . Evidently, system (�) has a variational structure. Indeed, the functional →I W: �,
defined by

∫( ) = ∥ ∥ + ∥ ∥ + ∥ ∥ + ∥ ∥ −
( )

( )
− 〈 〉 − 〈 〉I u v

p
u v

Q
u v F ξ u v

r ξ
ξ g u h v, 1 1 , , d , ,HW

p
HW
p

HW
Q

HW
Q

βp p Q Q

n

1, 1, 1, 1,
















�

for all ( ) ∈u v W, is the Euler-Lagrange functional associated with (�). Clearly, I is well defined and of class
( )C W1 by ( )F1 and the assumptions on g and h, and the (weak) solutions of (�) are exactly the critical points

of I. Here and in the following we denote by ′W the dual space of W and by 〈⋅ ⋅〉 ′, W W, the dual pairing
between ′W and W.

We first prove in Lemma 3.1 the geometric properties of the functional I, necessary to apply a mini-
mization argument. The next lemma is an extension of Lemma 3.1 of [1].

Lemma 3.1. (Geometry of the functional I).
(i) Any solution ( ) ∈u v W, of (�) is nonnegative.
(ii) There exists ∈ ( ]ρ 0, 1 and two positive numbers σ⁎ and j, depending on ρ, such that ( ) ≥I u v j, for all

( ) ∈u v W, , with ∥( )∥ =u v ρ, , and for all nontrivial nonnegative functionals ∈ ( )− ′h g HW, Q n1, � such
that < = {∥ ∥ ∥ ∥ } ≤− ′ − ′s g h σ0 max ,g h HW HW, ⁎Q Q1, 1, .

(iii) For all nontrivial nonnegative functionals ∈ ( )− ′g h HW, Q n1, � with < ≤s σ0 g h, ⁎, it results

= { ( ) ( ) ∈ } <m I u v u v Binf , : , 0,g h ρ,

where = {( ) ∈ ∥( )∥ < }B u v W u v ρ, : ,ρ . Finally, there exist in Bρ a sequence {( )}u v,k k k of nonnegative pairs
and some nonnegative pair ( )u v,g h g h, , such that for all ∈k �

∥( )∥ < ≤ ( ) ≤ +

( ) ⇀ ( ) ( ) → ( ) ′( ) →

u v ρ m I u v m
k

u v u v in W u v u v a e in and I u v

, , , 1 ,

, , , , , . . , 0

k k g h k k g h

k k g h g h k k g h g h
n

k k

, ,

, , , , �

(3.2)

as → ∞k .
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Proof. Let g h, be fixed nontrivial nonnegative elements of ( )− ′HW Q n1, � and let ( )u v, be any solution of (�)
in W. Since = −+ −u u u , = −+ −v v v , we have that ( )+ +u v, and ( )− −u v, are in W and that

� � � �( ) + ( ) + ( ) + ( ) = −∥ ∥ − ∥ ∥ − ∥ ∥ − ∥ ∥− − − − − − − −u u v v u u v v u u v v, , , , .p Q p Q p Q p Q HW
p

HW
Q

HW
p

HW
Q

, , , , p Q p Q1, 1, 1, 1,

Thus, by the definition of solution for (�), we get taking as test pair ( )− −u v,

∫≥ −∥ ∥ − ∥ ∥ − ∥ ∥ − ∥ ∥ = 〈 〉 + 〈 〉 +
∇ ( )⋅( )

( )
≥− − − − − −

− −u u v v g u h v F ξ u v u v
r ξ

ξ0 , , , , , d 0,HW
p

HW
Q

HW
p

HW
Q

βp Q p Q

n

1, 1, 1, 1,

�

by ( )F1 and the fact that g and h are nonnegative. Hence, =−u 0 and =−v 0 a.e. in n� and so ( )u v, is a
nonnegative pair in W, as stated.

Fix >ε 0. Assumption ( )F1 gives

≤ ( ) ≤ + − ( )−

′

F ξ u v ε
Q

κ e S α0 , , ϱ ϱ , ϱQ
ε

α
Q

ϱ
2 0

Q
0







 (3.3)

for a.e. ∈ξ n� and all ( ) ∈ ×+ +u v, 0 0� � , where = +u vϱ 2 2 . Indeed, by ( )F1 arguing as in [1] we get

∫ ∫

∫

∫ ∑

( ) = ( ) = ∇ ( )⋅( )

≤ + ( − ( ))

= +
!

− ( )
−

= −

∞ ′ ′+

′

F ξ u v
t

F ξ tu tv t F ξ tu tv u v t

εt κ e S α t t

ε
Q

κ
α t

j
t

, , d
d

, , d , , , d

ϱ ϱ , ϱ d

ϱ
ϱ

d ,

Q Q
ε

α t
Q

Q
ε

j Q

j jQ jQ

0

1

0

1

0

1

1 ϱ
2 0

0

1

1

0
1

Q
0








from which (3.3) follows directly.
Furthermore, ( )F1 yields

|∇ ( )| = ∈
→

−

+
F ξ u v ξlim ϱ , , 0 uniformly in .Q n

ϱ 0
1 � (3.4)

Thus, using the argument above, we get that for all >ε 0 there exists = ( ) >δ δ ε 0 such that

≤ ( ) ≤ ∈ ( ) |( )| = ∈ [ ]F ξ u v ε
Q

ξ u v u v δ0 , , ϱ for a.e. and all , , with , ϱ 0, .Q n� (3.5)

Take now >s Q and >α α0. Then by ( )F1 there exists = ( ) >κ κ α s ε˜ ˜ , , 0ε 0 such that

( ) ≤ ( − ( )) ∈ ( ) |( )| = ∈ [ ∞)−

′

F ξ u v κ e S α ξ u v u v δ, , ˜ ϱ , ϱ for a.e. and all , , with , ϱ , .ε
s α

Q
nϱ

2
Q

� (3.6)

In conclusion, (3.5) and (3.6) give

( ) ≤ + ( − ( )) ∈ ( ) ∈−

′

F ξ u v ε
Q

κ e S α ξ u v, , ϱ ˜ ϱ , ϱ for a.e. and all , .Q
ε

s α
Q

nϱ
2

2Q
� � (3.7)

By (2.8) and (3.7) and taking ∈ ( ]δ 0, 1 sufficiently small to apply Lemma 2.4, we get for all ( ) ∈u v W, , with
∥( )∥ ≤u v δ, ,

( ) ≥ ∥ ∥ + ∥ ∥ + ∥ ∥ + ∥ ∥ − (∥ ∥ + ∥ ∥ )

− ∥ ∥ − ∥( )∥

≥ ∥( )∥ − ∥( )∥ − ∥( )∥ − ∥( )∥

≥ − ∥( )∥ − ∥( )∥ − ∥( )∥

− −

−
−

I u v
Q

u v u v s u v

ε
Qλ

κ C u v

Q
u v s u v ε

Qλ
u v κ C u v

Q
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λ
u v s u v C u v

, 1

ϱ ˜ ,

4 , , 2 , ˜ ,

1 4 2 , , ˜ , ,

HW
Q

HW
Q

HW
Q

HW
Q

g h HW HW

Q HW
Q

ε HW
s

Q
Q

g h HW
Q

Q HW
Q

ε HW
s

Q
Q

Q

Q
g h

s

,

1
,

1

1
1

,

p p Q Q Q Q

Q Q

Q Q Q

1, 1, 1, 1, 1, 1,

1, 1,

1, 1, 1,










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






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where =C κ C˜ ε and = {∥ ∥ ∥ ∥ }− ′ − ′s g hmax ,g h HW HW, Q Q1, 1, . Finally, choosing = / −ε λ3 2Q
Q3 1 we obtain

( ) ≥ ∥( )∥ − ∥( )∥ − ∥( )∥I u v
Q

u v s u v C u v, 1
2

, , ˜ , .Q
Q

g h
s

2 ,

Consider now the function

( ) = − ∈ [ ]
+

− / ′ψ t
Q

t Ct t δ1
2

˜ , 0, 2 .Q
Q s Q

1 2
1

Then ψ admits a positive maximum ȷ in [ ]− / ′δ0, 2 Q1 at a point ∈ ( ]− / ′ρ δ0, 2 Q1 , since >s Q and ≤δ 1.
Consequently, for all ( ) ∈u v W, , with ∥( )∥ =u v ρ, , we get

( ) ≥ − − ≥ − = ( ) = >

∈ ( ) ≤ =

+

− ′
−

+

I u v
Q

ρ s ρ Cρ
Q

ρ Cρ ψ ρ ȷ

g h HW s σ σ ρ
Q

, 1
2

˜ 1
2

˜ 0,

for all , such that , where ⁎
2

.

Q
Q

g h
s

Q
Q s

Q n
g h

Q

Q

2 , 1 2

1,
, ⁎

1

1 2�

This completes the proof of the geometry of the functional I.

Fix ∈ ( )− ′g h HW, Q n1, � nontrivial and nonnegative such that = {∥ ∥ ∥ ∥ } ≤− ′ − ′s g h σmax ,g h HW HW, ⁎Q Q1, 1, , and
a pair of functions ( ) ∈ ( ) × ( )∞ ∞u v C C, c

n
c

n� � , with ∥( )∥ =u v, 1. Thus,

( ) ≤ − 〈 〉 − 〈 〉I τu τv
p

τ τ g u τ h v, 1 , ,Q

for all ∈ ( ]τ 0, 1 sufficiently small. Hence,

= { ( ) ( ) ∈ } <m I u v u v Binf , : , 0.g h ρ,

An application of the Ekeland variational principle in Bρ yields the existence of a sequence {( )} ⊂u v B,k k k ρ
such that

≤ ( ) ≤ + ( ) ≥ ( ) − ∥( ) − ( )∥m I u v m
k

I u v I u v
k

u v u v, 1 and , , 1 , ,g h k k g h k k k k, , (3.8)

for all ∈k � and for any ( ) ∈u v B, ρ . Set = {( ) ∈ ∥( )∥ = }S U V W U V, : , 1W . Fixed ∈k �, for all ( ) ∈U V S, W
and for all >τ 0 so small that ( + + ) ∈u τU v τV B,k k ρ , we have

( + + ) − ( ) ≥ −I u τU v τV I u v τ
k

, ,k k k k

by (3.8). Since I is Gâteaux differentiable in W, we get

〈 ′( ) ( )〉 =
( + + ) − ( )

≥ −′
→

I u v U V I u τU v τV I u v
τ k

, , , lim , , 1
k k W W

τ
k k k k

,
0

for all ( ) ∈U V S, W . Consequently, |〈 ′( ) ( )〉 | ≤ /′I u v U V k, , , 1k k W W, , being ( ) ∈U V S, W arbitrary. Thus,
′( ) →I u v, 0k k in ′W as → ∞k . Of course, the sequence {( )}u v,k k k is bounded in W so that, up to a
subsequence, it weakly converges to some ( ) ∈u v B,g h g h ρ, , and ( ) → ( )u v u v, ,k k g h g h, , a.e. in n� . In particular,

→− −u uk g h, , , , →− −v vk g h, , , , →+ +u uk g h, , , and →+ +v vk g h, , , a.e. in n� . Moreover, as shown in the first part of
the lemma, by ( )F1 and the nonnegativity of g and h, as → ∞k

� � � �

( ) = −〈 ′( ) ( )〉

= − ( ) − ( ) − ( ) − ( ) + 〈 〉 + 〈 〉

≥ ∥ ∥ + ∥ ∥ + ∥ ∥ + ∥ ∥

− − ′

− − − − − −

− − − −

o I u v u v
u u v v u u v v g u h v

u u v v

1 , , ,
, , , , , ,

.

k k k k W W

p Q k k p Q k k p Q k k p Q k k k k

k HW
p

k HW
Q

k HW
p

k HW
Q

, , ,

, , , , , , , , , ,

, , , ,p Q p Q1, 1, 1, 1,

Therefore, {( )}− −u v,k k k, , strongly converges to (0, 0) in W and so →−u 0k, , →−v 0k, a.e. in n� . Thus,
=−u 0g h, , and =−v 0g h, , a.e. in n� . Hence, ( )u v,g h g h, , is a nonnegative pair in n� . Consequently, without

loss of generality, we can assume that ( ) = ( )+ +u v u v, ,k k k k, , , since ( ) → ( )− −u v, 0, 0k k, , in W. This completes
the proof of (3.2). □

Taking inspiration from [1], we are now ready to prove the main result of the paper.
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Proof of Theorem 1.1. Let g and h be two fixed nontrivial nonnegative functionals in ( )− ′HW Q n1, � such that
< = {∥ ∥ ∥ ∥ } ≤− ′ − ′s g h σ0 max ,g h HW HW, ⁎Q Q1, 1, , where σ⁎ is given in Lemma 3.1. Then, again Lemma 3.1 gives the

existence of the sequence {( )}u v,k k k of nonnegative pairs in Bρ, satisfying (3.2). Consequently,

( ) → ( ) ( ) × ( ) ∈ [ ∞)

|( )| ≤ ∈ ( ) >

u v u v L L q
u v L B R

, , in , 1, ,
, a.e. in , for some and all 0.

k k g h g h
q n q n

k k R
n

R
Q

R

, , loc loc

g g

� �

�
(3.9)

Take >R 0 and ∈ ( )∞φ Cc
n� such that ≤ ≤φ0 1 in n� , ≡φ 1 in BR and ≡φ 0 in B R

c
2 . Now, by convexity

(| | − | | − ) ≥− −D u D u D u D u D u D u, 0H k H
p

H k H g h H
p

H g h H k H g h H
2

,
2

, , a.e. in n� and for all k. Then, since
= + >Q n2 2 2, an elementary inequality, see [31], yields the existence of a constant >c 0Q such that

∫ ∫

∫

∫

∫

∫

∫

∫

| − | ≤ (| | − | | − )

≤ (| | − | | − )

+ (| | − | | − )

≤ (| | − | | − )

+ (| | − | | − )

= {| | + | | }

− ((| | + | | ) ) + ( )

− −

− −

− −

− −

− −

− −

c D u D u dξ D u D u D u D u D u D u dξ

D u D u D u D u D u D u dξ

D u D u D u D u D u D u dξ

D u D u D u D u D u D u φdξ

D u D u D u D u D u D u φdξ

φ D u D u dξ

φ D u D u D u D u dξ o

,

,

,

,

,

, 1

Q

B

H k H g h H
Q

B

H k H
Q

H k H g h H
Q

H g h H k H g h H

B

H k H
p

H k H g h H
p

H g h H k H g h H

B

H k H
Q

H k H g h H
Q

H g h H k H g h H

H k H
p

H k H g h H
p

H g h H k H g h H

H k H
Q

H k H g h H
Q

H g h H k H g h H

H k H
p

H k H
Q

H k H
p

H k H
Q

H k H g h H

,
2

,
2

, ,

2
,

2
, ,

2
,

2
, ,

2
,

2
, ,

2
,

2
, ,

2 2
,

R R

R

R

n

n

n

n

�

�

�

�

(3.10)

as → ∞k , since ( ) ⇀ ( )u v u v, ,k k g h g h, , in W. Similarly, we can obtain (3.10) also in the v variable, that is, as
→ ∞k

∫ ∫

∫

| − | ≤ {| | + | | }

− ((| | + | | ) ) + ( )− −

c D v D v ξ φ D v D v ξ

φ D v D v D v D v ξ o

d d

, d 1 .

Q

B

H k H g h H
Q

H k H
p

H k H
Q

H k H
p

H k H
Q

H k H g h H

,

2 2
,

R
n

n

�

�

(3.11)

Now, (3.2) gives

〈 ′( ) ( )〉 − 〈 ′( ) ( )〉 = ( ) → ∞′ ′I u v φ u v I u v φ u v o k, , , , , , 1 as .k k k k W W k k g h g h W W, , , , (3.12)

Moreover,

∫ ∫

∫ ∫

∫

∫

{| | + | | } − ((| | + | | ) )

+ {| | + | | } − ((| | + | | ) )

= 〈 ′( ) ( )〉 − 〈 ′( ) ( )〉

− (| | + | | )( − )( )

− (| | + | | )( − )( )

− −

− −

′ ′

− −

− −

φ D u D u ξ φ D u D u D u D u ξ

φ D v D v ξ φ D v D v D v D v ξ

I u v φ u v I u v φ u v

D u D u u u D u D φ ξ

D v D v v v D v D φ ξ

d , d

d , d

, , , , , ,

, d

, d

H k H
p

H k H
Q

H k H
p

H k H
Q

H k H g h H

H k H
p

H k H
Q

H k H
p

H k H
Q

H k H g h H

k k k k W W k k g h g h W W

H k H
p

H k H
Q

k g h H k H H

H k H
p

H k H
Q

k g h H k H H

2 2
,

2 2
,

, , , ,

2 2
,

2 2
,

n n

n n

n

n

� �

� �

�

�

(3.13)
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The Hölder inequality gives

∫

∫ ∫

(| | + | | )( − )( )

≤ ∥ ∥ ∥ ∥ | − | + ∥ ∥ | − |

− −

∞
−

/

−

/
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d d ,
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
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







�

and similarly the v component. Thus, the above inequality yields, by (3.2) and (3.9), that

∫{(| | + | | )( − )( )

+ (| | + | | )( − )( ) } =

→∞

− −

− −

D u D u u u D u D φ
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Q
k g h H k H H
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2 2
,

2 2
,

n
� (3.14)

being {( )}u v,k k k bounded in W. Likewise, again by the Hölder inequality

∫ ∫ ∫(| | + | | ) ( − ) ≤ ∥ ∥ | − | + ∥ ∥ | − |− − −
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which implies, also in the v component, by (3.2) and (3.9) that

∫ {(| | + | | ) ( − ) + (| | + | | ) ( − )} =
→∞

− − − −φ u u u u u v v v v v ξlim d 0.
k

k
p

k
Q

k k g h k
p

k
Q

k k g h
2 2

,
2 2

,
n

�

(3.15)

Clearly, by (3.2) the sequence ( ( − ))φ u uk g h k, inW weakly converges to 0. Indeed, ( ( − ))φ u uk g h k, is bounded
in the reflexive Banach space ( )HW Q n1, � and converges to 0 a.e. in n� . Consequently, the entire sequence
( ( − ))φ u uk h k weakly converges to 0 in ( )HW Q n1, � . Similarly, ( ( − ))ψ v uk g h k, weakly converges to 0 in

( )HW Q n1, � . Thus, as → ∞k

〈 ( − )〉 → 〈 ( − )〉 →g φ u u h φ v u, 0, , 0.k g h k g h, , (3.16)

Therefore, (3.10)–(3.15) imply at once that as → ∞k

∫ ∫{| − | + | − | ≤
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r ξ
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(3.17)

Now, using the notation of Lemma 3.1, thanks to (3.2) and ( )F2 we get as → ∞k
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p
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Q
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Q

g h k HW k HW

Q
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Q
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1
,

p p Q Q

Q Q

Q Q
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
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∫

∫

− {(| | + | | ) ( − ) + (| | + | | ) ( − )}

+
∇ ( )⋅( − − )

( )
+ 〈 ( − )〉 + 〈 ( − )〉

− − − −φ u u u u u v v v v v ξ

φ
F ξ u v u u v v

r ξ
ξ g φ u u h φ v v

d

, , ,
d , , .

k
p

k
Q

k k g h k
p

k
Q

k k g h

k k k g h k g h
β k g h k g h

2 2
,

2 2
,
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, ,

n

n

�

�
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where as usual = {∥ ∥ ∥ ∥ }− ′ − ′s g hmax ,g h HW HW, Q Q1, 1, . Therefore, as → ∞k we obtain

− ∥( )∥ − − ∥( )∥ + ( ) <−

Q ν
u v s

ν
u v o2 1 1 , 1 1 , 1 0,Q

k k HW
Q

g h k k HW
1

,Q Q1, 1,














and so

∥( )∥ ≤
( − )

−→∞

/( − )

u v Q ν
ν Q

slim sup , 2 1 .
k

k k HW g h

Q

,

1 1
Q1,







Then, choosing = { }σ σ σmin , ˜⁎ , where

=
−

( − )
−

− / ′

σ
α

α
ν Q

Q ν
˜ 2

2 1
,Q Q β

Q Q
1 ,

0

1










we obtain for any ∈ ( )− ′g h HW, Q n1, � with <s σg h, that

∥ ∥ ≤ ∥( )∥ < =
→∞

/ ′

→∞

/ ′

/ ′ / ′

u v
α

α
α
α

lim sup ϱ 2 lim sup , 2
2

,
k

k HW
Q

k
k k HW

Q Q β
Q

Q β
Q

1 1 ,

0

1
,

0

1

Q Q1, 1,




















where again = |( )|u vϱ ,k k k . Therefore, passing if necessary to a subsequence, still labeled {( )}u v,k k k for
simplicity, we obtain

∥ ∥ ≤ ∥( )∥ <
∈

/ ′

∈

/ ′

u v
α
α

sup ϱ 2 sup , .
k

k HW
Q

k
k k HW

Q β
Q

1 ,

0

1

Q Q1, 1,










� �

Thus, arguing as in the proof of Lemma 2.3 of [13], we get the existence of a constant = ( ) >C C Q α β, , 0 and
an exponent >s Q such that

∫ ∫

∫

( )−

( )
| ( − − )| ≤ | ( − − )|

= |( − − )|

−
/

/

′

e S α

r ξ
φ u u v v ξ C φ u u v v ξ

C u u v v ξ

, ϱ
, d , d

, d .

α
Q k

β k g h k g h k g h k g h
s

s

B

k g h k g h
s

s

ϱ
2

, , , ,

1

, ,

1

n

k
Q

n

R2





































� � (3.18)

Now, by ( )F1 there exists = ( ) >κ κ α˜ ˜ , 1 00 such that

|∇ ( )| ≤ + ( − ( ))−
−

′

F ξ u v κ e S α, , ϱ ˜ , ϱQ α
Q

1 ϱ
2

Q (3.19)

for a.e. ∈ξ n� and all ( ) ∈ ×+ +u v, 0 0� � , with = |( )|ρ u v, .
Choose < < /t Q β1 and < < /Q tβ1 p and put = ( − ) ′Q ts1q . Then, by the Hölder and the choices of the

exponents t, p and q we have

∫ ∫
( )

≤ ∥ ∥
( )

≤

( − )
/

( )
/ ′

/

r ξ
ξ ξ

r ξ
d

ϱ
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k
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t
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s

B
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s
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1

R

R
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2

2

q


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













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




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(3.20)

since {( )}u v,k k k is bounded inW, and so ( )ρk k is bounded in every ( )L B R2
q . Hence, the Hölder inequality, (3.9)

and (3.18)–(3.20) yield, as → ∞k

∫

∫

∇ ( )⋅( − − )
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≤
+ ( − ( ))
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−
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φ
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r ξ

φ u u v v ξ
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β
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where d1 is defined in (3.20), while =d κC˜2 . Therefore,

∫
∇ ( )⋅( − − )

( )
=

→∞
φ

F ξ u v u u v v
r ξ

ξlim
, , ,

d 0.
k

k k k g h k g h
β

, ,

n
�

(3.21)

Thus, combining (3.17) with (3.21), we obtain

∫(| − | + | − | ) ≤ ( ) → ∞D u D u D v D v ξ o kd 1 as .
B

H k H g h H
Q

H k H g h H
Q

, ,

R

Consequently, →D u D uH k H g h, and →D v D vH k H g h, in ( )L B ,Q
R

n2� for all >R 0. Therefore, up to a subse-
quence, not relabeled, we get that

→ →D u D u D v D vand a.e. in ,H k H g h H k H g h
n

, , � (3.22)

and for all >R 0 there exists a function ∈ ( )L BR
Q

Rh such that | | ≤D uH k Rh and | | ≤D vH k Rh a.e. in BR and for
all ∈k �.

Fix ϕ and ψ in ( )∞Cc
n� and let >R 0 be so large that supp ⊂ϕ BR and supp ⊂ψ BR. By the above

construction we have a.e. in BR

|((| | + | | ) ) + ((| | + | | ) ) |

≤ ( + )(| | + | | ) = ∈ ( )

− − − −

− −

D u D u D u D ϕ D v D v D u D ϕ
D ϕ D ψ L B

, ,
.

H k H
p

H k H
Q

H k H H H k H
p

H k H
Q

H k H H

R
p

R
Q

H H H H R R

2 2 2 2

1 1 1h h H

Thus, the dominated convergence theorem and (3.2) yield as → ∞k

� � � �( ) + ( ) → ( ) + ( )u ϕ v ψ u ϕ v ψ, , , , .p Q k p Q k p Q g h p Q g h, , , , , ,

Likewise, (3.9) yields a.e. in BR that

|( + ) + ( + ) | ≤ ( + )(| | + | |) = ∈ ( )− − − − − −u u ϕ v v ψ ϕ ψ L B2 2 ,k
p

k
Q

k
p

k
Q

R
p

R
Q

R R
1 1 1 1 1 1 1g g G

and so the dominated convergence theorem and (3.2) give at once as → ∞k

� � � �( ) + ( ) → ( ) + ( )u ϕ v ψ u ϕ v ψ, , , , .p Q k p Q k p Q g h p Q g h, , , , , ,

Similarly, by Theorem 2.2 and by (3.2), (3.18) and (3.19)

∇ ( )⋅( )

( )
≤ ∈ ( )

F ξ u v ϕ ψ
r ξ

L B, , , .k k
β R R

1F

Thus, a further application of the dominated convergence theorem gives as → ∞k

∫ ∫
∇ ( )⋅( )

( )
→

∇ ( )⋅( )

( )

F ξ u v ϕ ψ
r ξ

ξ
F ξ u v ϕ ψ

r ξ
ξ, , , d

, , ,
dk k

β
g h g h

β
, ,

n n
� �

and so, since 〈 ′( ) ( )〉 = ( )′I u v ϕ ψ o, , , 1k k W W, as → ∞k by (3.2), eventually we have

� � � � ∫( ) + ( ) + ( ) + ( ) =
∇ ( )⋅( )

( )
+ 〈 〉 + 〈 〉 + ( )u ϕ v ψ u ϕ v ψ F ξ u v ϕ ψ

r ξ
ξ g ϕ h ψ o, , , , , , , d , , 1 .p Q k p Q k p Q k p Q k
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β, , , ,

n
�

∫ ∫ ∫
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/

′
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′
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ϱ
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s

B
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Finally, letting → ∞k and using the above arguments together with (3.2), we get at once that

� � � �

∫

( ) + ( ) + ( ) + ( )

=
∇ ( )⋅( )

( )
+ 〈 〉 + 〈 〉

u ϕ v ψ u ϕ v ψ
F ξ u v ϕ ψ

r ξ
ξ g ϕ h ψ

, , , ,
, , ,

d , ,

p Q g h p Q g h p Q g h p Q g h

g h g h
β

, , , , , , , ,

, ,

n
�

(3.23)

for all ( )ϕ ψ, in ( ) × ( )∞ ∞C Cc
n

c
n� � . Now, fix a function ∈ ( )∞ζ Cc

n� such that ≤ ≤ζ0 1, ≡ζ 1 in B1 and
⊂ζ Bsupp 2. Define now the sequence of cutoff functions

( ) = ( ( )) ∈/ζ ξ ζ δ ξ ξ, ,k k
n

1 � (3.24)

where /δ k1 is the dilation of parameter /k1 , as introduced in (2.2). Now fix ( )Φ, Ψ in W. Then the sequences
( )ϕk k and ( )ψk k in ( )∞Cc

n� , defined by = ( )ϕ ζ ρ ⁎Φk k k and = ( )ψ ζ ρ ⁎Ψk k k , where ( )ρk k is a sequence of mollifiers
constructed as in [13] and ( )ζk k is the sequence of cutoff functions defined in (3.24), have the properties that

→ϕ Φk and →ψ Ψk inW and, up to subsequences, →ϕ Φk , →ψ Ψk , →D ϕ D ΦH k H , →D ψ D ΨH k H a.e. in
n� as → ∞k , and there exist functions ∈ ( )L p ng � and ∈ ( )LQ nh � such that | | ≤ϕk g, | | ≤ψk g, | | ≤D ϕH k g,

| | ≤D ψH k g and | | ≤ϕk h, | | ≤ψk h, | | ≤D ϕH k h, | | ≤D ψH k h a.e. in n� and for all k. Clearly, (3.23) holds along
{( )}ϕ ψ,k k k for all ∈k �. Hence, passing to the limit as → ∞k under the sign of integrals by the dominated
convergence theorem, we obtain the validity of (3.23) for all ( ) ∈ WΦ, Ψ . In conclusion,
〈 ′( ) ( )〉 =′I u v, , Φ, Ψ 0g h g h W W, , , for all ( ) ∈ WΦ, Ψ , that is, ( )u v,g h g h, , is a solution of (�).

Let us now prove that the constructed solution ( )u v,g h g h, , is nontrivial. By (3.2), up to a further sub-
sequence, there exist ℓ ≥ 0p , ℓ ≥ 0Q , ≥ι 0p , ≥ι 0Q such that as → ∞k

∥ ∥ → ℓ ∥ ∥ → ℓ ∥ ∥ → ∥ ∥ →

〈 〉 → 〈 〉 〈 〉 → 〈 〉

u u v ι v ι
g u g u h v h v

, , , ,
, , , , , .

k HW p k HW Q k HW p k HW Q

k g h k g h, ,

p Q p Q1, 1, 1, 1,
(3.25)

Moreover, (3.2), ( )F2 and the Fatou lemma yield

∫ ∫
∇ ( )⋅( ) − ( )

( )
≥

∇ ( )⋅( ) − ( )

( )→∞

F ξ u v u v νF ξ u v
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r ξ
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, , , , ,
d .
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β
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β

, , , , , ,

n n
� �

(3.26)

Consequently, the weak lower semicontinuity of the norms, (3.2), (3.25) and (3.26) give at once that

∫

∫

= ( ) − 〈 ′( ) ( )〉
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+
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= ( ) − 〈 ′( ) ( )〉 = ( ) ≥

→∞
′

→∞

′

− ′ − ′
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ν
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ν
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u v

ν
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ν
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ξ
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ν
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1 1 1 1 1 1 , ,
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d

, 1 , , , , ,
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k

k k k k k k W W

p
p

p
p

Q
Q

Q
Q
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k
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β
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p
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p
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Q

g h HW
Q
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g h g h g h g h g h g h
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, ,

, ,

, , , ,
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, , , , , ,

, , , , , , , , , ,

n
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Q Q Q Q
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1, 1, 1, 1,

1, 1, 1, 1,
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�

since ( ) ∈u v B,g h g h ρ, , . Therefore, the solution ( )u v,g h g h, , is also a minimizer of the functional I in Bρ and
( ) = < < ≤ ( )I u v m ȷ I u v, 0 ,g h g h g h, , , for all ( ) ∈ ∂u v B, ρ by Lemma 3.1. This implies that ( ) ∈u v B,g h g h ρ, , and
that ( )u v,g h g h, , is a nontrivial nonnegative solution of (�), since the couple of nontrivial nonnegative
functionals g h, in ( )− ′HW Q n1, � has the property that = {∥ ∥ ∥ ∥ } ∈ ( ]− ′ − ′s g h σmax , 0,g h HW HW, Q Q1, 1, .
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In order to prove the asymptotic property (1.1), let us observe that from Lemma 3.1 it is evident that
>ρ 0 is independent of σ. Therefore,

{( )} ⊂∈( ]u v B,g h g h s σ ρ, , 0,g h, (3.27)

is uniformly bounded in W. Thus, by (3.2) and ( )F2 we have

≥ − (∥ ∥ + ∥ ∥ ) + − ∥ ∥ + ∥ ∥

− − (∥ ∥ + ∥ ∥ ) + ( )

≥ − (∥ ∥ + ∥ ∥ ) + − ∥ ∥ + ∥ ∥ −

m
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u v
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s
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1 1 1

1 1 1 1 ,
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p
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p
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Q

g h HW
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g h HW
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g h HW
p

g h HW
Q

g h HW
Q

g h ρ

, , , , ,

, , ,

, , , , ,

p p Q Q

Q Q

p p Q Q

1, 1, 1, 1,

1, 1,

1, 1, 1, 1,


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

























































where = ( − / )C ρ ν1 1ρ and the last inequality holds by (3.27) and the fact that ρ is independent of σ.
Therefore,

≥ ≥ − (∥ ∥ + ∥ ∥ ) + − (∥ ∥ + ∥ ∥ ) ≥
→ →+ +

m
p ν

u v
Q ν

u v0 lim sup lim sup 1 1 1 1 0.
s

g h
s

g h HW
p

g h HW
p

g h HW
Q

g h HW
Q

0
,

0
, , , ,

g h g h
p p Q Q

, ,
1, 1, 1, 1,



























This implies at once

∥ ∥ = ∥ ∥ =
→ →+ +

u vlim lim 0,
s

g h
s

g h
0

,
0

,
g h g h, ,

(3.28)

and so the validity of (1.1).
Of course by (3.28), possibly shrinking σ, we can assume that ∥ ∥ < /u ρ 2g h, and ∥ ∥ < /v ρ 2g h, . Then, we

claim that ( ) ∈u v W,g h g h, , has both nontrivial components. Otherwise, if for example =v 0g h, , then ( )F1 and
( )F2 give that ( ) = ( ) =F ξ u F ξ u, , 0 , 0, 0g h g h, , a.e. in n� . Therefore, = ( ) = ( )m I u I u, 0 0,g h g h g h, , , , since by
construction ( ) ∈u u B,g h g h ρ, , , and so

∫

∫

≤ ( ) = ( ) + ( ) −
( )

( )

= −
( )

( )
≤ <

m I u u I u I u
F ξ u u

r ξ
ξ

m
F ξ u u

r ξ
ξ m m

, , 0 0,
, ,

d

2
, ,

d 2 ,

g h g h g h g h g h
g h g h

β

g h
g h g h

β g h g h

, , , , ,
, ,

,
, ,

, ,

n

n

�

�

since <m 0g h, . This contradiction proves the claim.
Finally, assume that one between ( )H1 and ( )H2 hold and suppose by contradiction that ≡u vg h g h, , , that

is, the solution is ( )u u,g h g h, , , with ≥u 0g h, a.e. in n� and ≢u 0g h, . Let us divide the proof in the two cases
covered by the theorem.

First, assume that ( )H1 holds, that is, ( ) = ( )F ξ u u F ξ u u, , , ,u v for a.e. ∈ξ n� and any ∈u �, but ≢g h.
Then (10), with ( ) = ( − )φ ψ φ φ, , and ∈ ( )∞φ Cc

n� , gives 〈 − 〉 =g h φ, 0. In other words, ≡g h since φ is
arbitrary. This is impossible, as required.

Let us finally consider the remaining case ( )H2 in which ≡g h, but ( ) ≠ ( )F ξ u u F ξ u u, , , ,u v for a.e. ∈ξ n�

and any ∈ +u � . Again (3.1), with ( ) = ( − )φ ψ φ φ, , and ∈ ( )∞φ Cc
n� , gives

∫
( ) − ( )

( )
=φ

F ξ u u F ξ u u
r ξ

ξ
, , , ,

d 0.u g h g h v g h g h
β

, , , ,

n
�

Consequently, ( ) = ( )F ξ u u F ξ u u, , , ,u g h g h v g h g h, , , , a.e. in n� , since again ∈ ( )∞φ Cc
n� is arbitrary. But this is

impossible by ( )F1 , since ≥u 0g h, and ≢u 0g h, . The proof is now complete. □
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