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1 Introduction and Preliminaries

Beginning from the celebrated papers by Brosamler [1] and Schatte [2], the almost sure versions of limit theorems
have been studied by a large number of authors. These types of limit theorems are commonly known as the
almost sure central limit theorems (ASCLTs). The following property is explored in the investigations concerning
the ASCLTs. Namely, suppose that: Xy, X»,..., X;,... are some r.v.’s, fi, f2,..., fi,... stand for some real-
valued, measurable functions, defined on R, R2, ..., R’ ..., respectively; we seek conditions under which the strong
convergence below is satisfied for some nondegenerate cdf H

N
. 1
ngnoom Zldnl (fn (X1,...X,) <x) = H (x) a.s. forallx € Cy, )
N
where: {d,, } is some sequence of weights, Dy = )_ d,, I denotes the indicator function, and: a.s., Cg stand for
n=1

the almost sure convergence and the set of continuity points of function H, respectively.

The topics pertaining to the ASCLTSs have attracted an immense attention since the publication of the two above
mentioned papers and a great deal of works devoted to the proofs of (1) for various classes of functions f; and
random sequences (X;) have appeared throughout the last two decades or so. We cite in this context the articles by:
Berkes and Cséki [3], Chen and Lin [4], Cheng et al. [5], Csdki and Gonchigdanzan [6], Dudzifiski [7], Dudzifiski and
Gorka [8], Gonchigdanzan and Rempata [9], Ho and Hsing [10], Lacey and Philipp [11], Matuta [12], Mielniczuk
[13], Peligrad and Shao [14], Stadtmiiller [15], and Zhao et al. [16], among others. Functions f;, included different
kinds of functions of r.v.’s, e.g.: partial sums (see: [3], [7], [11]-[14]), products of partial sums (see [9]), maxima
(see: [3]-[6]), extreme order statistics (see [15]), maxima of sums (see: [3], [8]), and - jointly - maxima and sums as
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well (see [16]). It is worth noting that not only the indicator functions need to be considered with regard to this issue
- see, e.g., Fazekas and Rychlik [17]; we discuss the functional almost sure central limit theorem in this case.

Our principal objective is to prove the property in (1) with: d,, = 1/n, Dy ~log N, f (X1, ..., Xn) = M,,
where M, := max (Xq, ..., X;;). The assumptions imposed in our assertions are strictly connected with the notions
of the so-called Archimedean copulas and their generators. For this reason, we shall introduce some definitions and
properties related to the copulas, and to the Archimedean copulas in particular. Let us start with a general definition
of copula.

Definition 1.1. A d-dimensional function C: [0, l]d — [0,1], d > 2, defined on the unit cube [0, l]d, isad-
dimensional copula if C is a joint cdf of a d-dimensional random vector with uniform-[0, 1] marginals, i.e.,

C (v1,v2,...,v9) =P (V1 <v1,V2 <v2,...,. Vg <vg) foranyv; €[0,1],
where all of the rv.’s Vi, i = 1,2, ...,d, have an uniform-[0, 1] cdf.

The theoretical groundwork for an area concerning the applications of copulas has been laid in the papers by Sklar
[18]-[19], where the following celebrated claim has been stated among some other valuable results.

Theorem 1.2 (Sklar’s theorem). For a given multivariate (joint) cdf F of a random vector (X1, ..., Xg) with
marginal cdfs Fy, ..., Fg, d > 2, there exists a unique copula C satisfying

F(x1,..xq)=C(F1(x1),.... Fg (xq)) . 2)

This copula is unique if the Fi/s, i =1,...,d, are continuous.
Conversely, for a given copula C: [0, l]d — [0,1] and the marginal cdfs Fi, ..., Fg, relation (2) defines a
multivariate distribution of (X1, ..., Xg) with margins X; having the cdfs F;, i = 1, ..., d, respectively.

In view of Sklar’s theorem, we may treat a copula as a structure describing the dependence between the coordinates
of the random vector (X1, ..., X4). Indeed, (2) means that C couples the marginal cdfs F; into the joint cdf F.
Simultaneously, due to Sklar’s proposition, we are also able to decouple the dependence structure into the
corresponding marginals.

In our investigations leading to the proof of the ASCLT for some order statistics, we are concerned with a special
class of copulas, commonly known as the Archimedean copulas. Before we define the Archimedean copula, we will
introduce the notion of copula’s generator.

Definition 1.3. Suppose that d > 2 and V: [0, 1] — [0, 00] is a strictly decreasing, convex function satisfying the
conditions W (0) = oo and ¥ (1) = 0. Let forv; € [0,1],i =1, ...,d,

d
CcY vy, .ovg) = 0! (Z\I!(v,-)). (3)
i=1

The function WV is called a generator of C'¥.

If d > 3, C¥ is, on the whole, not a copula. However, the following statement from Kimberling [20] gives a
necessary and sufficient condition under which C is a copula for all > 2.

Theorem 1.4. Choose d > 2. The function C¥ (v1, ..., vg) in (3) is a copula iff a generator W has an inverse W1,
which is completely monotonic on [0, 00), i.e.,

. dJ
(-1’ W\r‘ (z) >0 forall j € Nand z € [0, 00).
z
We are now in a position to define the class of Archimedean copulas.

Definition 1.5. If U~ is completely monotonic on [0, 00), we say that C'Y given by (3) is the so-called Archimedean
copula.



1026 —— M. Dudzinski, K. Furmanczyk DE GRUYTER OPEN

In our research, we study the situation when the investigated sequence of r.v.’s (X;) is a stochastic process defined
as follows. Namely, we assume that, for every i € N, ar.v. X; has a marginal cdf F of the continuous type and that,
for any sequence (1, f2, ..., 1), of natural numbers, the n-dimensional distribution of (X;,, X4,, ..., X, ) is defined
by a certain Archimedean copula C¥» = CY having a generator ¥,, = W, not depending on 7. It means that, for
any (x1,x2, ..., xp) € R",

P (X, < %1, Xty < X200 Xgy < 30) =C¥ (F (1) o0 F () =0 (ZW(F (xl-))) )

i=1
where the mapping W: [0,1] — [0, 00] - called a generator of C*¥ - is a strictly decreasing, convex function,
satisfying W (0) = oo and W (1) = 0, whose inverse function ¥—! is completely monotonic on [0, o], i.e.,
.4/
(=1’ ﬁlll_l (z) > 0forall j € Nandany z € [0, o0].
z

Then, it can be shown that, there exists ar.v. ® > 0 such that ¥! is the Laplace transform of 0, i.e.,
Ul (z) = E{exp(—©-z)} forany z € [0, 00], 5)

where - here and throughout the whole paper - E denotes the expected value with respect to ©.
We assume that, for any x € R and 6 € supp O,

P(X;i<x|®=0)=(Gx).i=12,..n, (©6)

where G satisfies
G (x) = exp{—V (F (x))}. 7

It is known (see Marshall and Olkin [21] and Frees and Valdez [22]) that under the assumptions above, X1, ..., X
are conditionally independent given ©.

The purpose of our note is to prove the ASCLT for (M),) - an appropriate sequence of the maxima among
X1,..., Xn, n € N. Before we give the statement of our main result, we will introduce some additional conditions
and notations. Thus, we also assume that, for some numerical sequence (1, ):

lim n(1—F (u,)) =t forsome t € [0,0), ®)
n—oo
lim sup nBW (F (u,)) < C for some B >2and C >0, )
n—oo
and that
u:=E(®) < cc. (10)

The rest of our paper is structured as follows. In Section 2, we formulate our main result, which is the ASCLT for the
ordinary maxima (M) obtained from the processes of identically distributed r.v.’s of the continuous type, such that
the corresponding multidimensional distributions are determined by the Archimedean copula. In Section 3, some
auxiliary results necessary for the proof of the established ASCLT are stated and proved. The complete proof of our
ASCLT is given in Section 4. Additionally, in Section 5, some application of the basic claim is depicted.

2 Main result

Our principal assertion is the following ASCLT for (Mj,) - an appropriate sequence of the maxima among X1, ..., X,
n eN.

Theorem 2.1. Suppose that: (X;) is a stationary sequence of identically distributed r.v.’s of the continuous type, with
a common cdf F, and that, for any fixed n € N, the family of rv.s (X1, ..., X») has the Archimedean copula C'¥.
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Assume in addition that (X;), a numerical sequence (u,,) and a generator W of C¥ satisfy the conditions in (6)-(10),

respectively. Then,
N

1
Z —I(My, <up)=e" " a.s.,
n

n=1

lim
N—ocolog N

where T is such as in (8).

3 Auxiliary results

In this section, we will state and prove some auxiliary results, which we make an extensive use of in the proof of our
main result. The first of these results is the following claim.

Lemma 3.1. Let the natural numbers m, n satisfy the condition 1 < m < n and My, (M, ) denote a sequence of
maxima among X1, ..., Xn (Xm41, ..., Xn). Then, under the assumptions of Theorem 2.1,

E|I (My <up)—1 My n <up)| < &
n

Proof. First, observe that

E|I (Mp Sup) =1 (Mpyn Sup)| =P (Mpn <up)— P (My <up)
=EP(Mpyn <un|®)—EP (M, <u,|0®), (11)

where © is a r.v. satisfying (5)-(6).
Due to (6) and the fact that X1, ..., X, are conditionally independent given ®, we obtain:

EP (M <un|©) = E {(G (un))®}"_m, (12)

EP (My <us| ©) = E{(G a))®}" (13)

Consequently, by (11)-(13), we get
ENT My < tn) =1 (Marn <)l = E[{G @a)®}" " = {6 @n)®]].

This and the relation that z? =" — z”* < m/n, for all z € [0, 1], imply

E|l (Mp <up)—1 (Myyn <up)| < ﬂ7
n

which completes the proof of Lemma 3.1. O

Our second auxiliary result is the following lemma.

Lemma 3.2. Let the natural numbers m, n satisfy the condition 1 < m < n and My, (M, ) denote a sequence of
maxima among X1, ..., Xy (Xin+1, ..., Xn). Then, under the assumptions of Theorem 2.1,

C
Cov (I (M < ) . I (M. <un))| < = + =% for somey > 1 and Cy > 0,
n nY

Proof. Clearly, we have
[Cov (I My, <um), I (Mpn < un))|

=|PMpu < Ums My < up) — P (Myy < ty) P(Mpm.n < Up)|
=|EP (Mp, <um, My, n <un|®) —EP (My; <um|®)EP (M, 5 <un|0)|. (14)
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Since (6) holds and X1, ..., X, are conditionally independent given ®, we obtain:

EP (Myn < tim, My n <1un|©) = E [{G (um)®}m l (un)@}n_m] , (15)

® m
EP(My <u,y|®)=E {G (um) } . (16)
By (14)-(16) and the relation in (12), we get

[Cov (I (M <um), I (M. < un))| (17)

E[{6 am®) {6 @n®} |- E{G @m®) " E {6 n)®)
Thus, it is easy to check that
1Cov (I (Mo = ) . T (Mon = ) = | E[{G @0m)®}” ({6 00)®}" —{G wn®f)]
-E{G (um)®}m (£ {6 Gun) } ~E{G (un)@}")

lo ] (jo ™) o))

Therefore, we may write that

A

(Cov (I My < ttm) T (M <)) = E[{G 0m)®} " ({6 @n)®}" " = {6 0a)®}")]
+E1{G (u,,,)@}m (e (un)(“)}"_m ~ElG (un)®}")
o ) (o ) fo )
=:A1 + A> + A3. (18)

The properties that: z? =" — z" <m/n,ifz € [0, 1], and 0 < {G (um)®} < 1 immediately imply
A1+ Az <m/n. (19)
Furthermore, it follows from the Cauchy-Schwarz inequality that

= e (o) e [fo ) - Ve lown®) - [ fow)'T

Hence, using (7) and (5), we have

As < \E (exp (—©2W (F ()} — [E fexp (=0 (F (wn))}]?

= U QU (F @) — [W (W (F )] 20)

Applying the fact that |z —xy| < |z —x||y| + |y — 1| |z|, for any x, y and z, together with the properties that
0<¥ ! <1andv~! (0) = 1, we may write

2
WU (F @) = [ W F @) ] = 9T QUE () = 8T (W (F ()|
|9 W F ) - W 0]
The last relation and the fact that W~ is a Lipschitz function yield

U QU (F )~ [ W F )] = 2L (F ). @n

where L > 0 denotes an appropriate Lipschitz constant.
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By (20), (21) and assumption (9), we obtain that there exists 8 > 2 such that

A3 < V2LV (F (un)) = /2LnBY (F (up))/nP/? = © (1/n5/2) ifn — oo.

Therefore, putting y := /2, we obtain

C
Az < —; for some y > 1 and C; > 0.
n

Combining (18), (19) and (23), we get a desired result from Lemma 3.2.

The following lemma will also be needed for the proof of our main result.
Lemma 3.3. Under the assumptions of Theorem 2.1 on (X;), (up) and ¥, we have
lim P (M, <up)=e",
n—oo
where T is such as in (8).

Proof. Firstly, we will show that assumption (9) yields the condition

[n/k]
lim limsupn Y P (X1 > up. X; > up) = 0.
Jj=2

k—00 n—o0o
Observe that, for any j > 2,

|P (X1 >up, Xj >up)— P (X1 >up) P(X; >up)|
= |EP (X1 > un. Xj > uuy|®) — EP (X1 > uy| ©) EP (X; > u,| 0)|
= |E{P (X1 >un|®) P (X; >un|O)} — EP (X1 >un|©)EP (X; > u,|0)|,

where the last relation follows from the fact that X1, ..., X, are conditionally independent given ®.
Consequently, we obtain

|P (X1 >un, Xj >up)— P (X1 >up) P(X; >up)|
= |EP (X1 > un|©){P (X; >un|®) — EP (X; > u,|0)}|
< EP (X1 >un|®)|P (X; >uy|0©)— EP(X; > u,|0©)|.

As in addition, ar.v. | P (X; > u,|©) — EP (X; > u,| ©)] is bounded above by 2, we may write that
|P (X1 > un. Xj >up) — P (X1 > up) P (X; >un)| <2EP (X1 > uy|0).
Furthermore, using assumption (6), we obtain
EP (X > un|®) = E {1 e (un))®}.
Thus, by (25)-(26), we get
[P (X1 > un, X; > ) = P (X1 > up) P (X; >up)| < 2E {1 e (un))G}.

Due to (7) and the property that 1 — exp (—x) < x, for any x € R, we have

E{1=(G (un)®} = E {1 = exp (—OW (F ()} < E{OW (F (un))} = (¥ (F (n))) E (©).

In view of (27)-(28), we obtain

|P (X1 >up, Xj >up)— P (X1 >up) P(Xj >up)| <2E(O)- W (F (un)).

(22)

(23)

(24)

(25)

(26)

@7

(28)

(29)
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Derivation (29), assumption (10) and condition (9) yield
|P (X1 > un. Xj >up) — P (X1 > up) P (X; > un)| <2pV (F (un))

=

—5 for some B > 2 and some C, i > 0. (30)
n

By virtue of (30), we have

|P (X1 >up, Xj >up)— P (X1 >up) P(Xj >up)|

‘P (X1 > un. Xj > up) — (1 — F(un))z‘

C
< —ZL for some B > 2 and some C, u > 0. (31
n

Combining (31) with (8), we obtain

C C C
® ! bt for some 8 > 2 and some C1,C, u > 0.

( 1 n, &j ﬂ)_( (un)) B = 2 B

Therefore, putting C> := C; Vv Cpu, we get

2C
P (X1 >un. X; >uy) < =5 forany j >2. 32)
n
Thus, in view of (32),
[n/k] [n/k]
2C, n2C» 2C» .
nj2=2P (X1 > up, X; > un) 5nj§=2n—2 EnEnT = e — 0 ifk — oo. (33)

Employing (33), we immediately obtain a desired relation in (24).
In the second stage of our proof, we will show that assumption (9) implies the following property: for any
integers i} < ... <ip < j1 < ... < jpr <n,for which j1 —i, > [, we have

Fiyip. jrecidy (n) = Fiy iy Un) Fjy oy ()| < gy, (34)

where:
Fil...ip._jl,....jp/ (up) :=P (Xil = un»n-X,-,, = un»le = Up, --~7ij/ = Mn) s

and @, ;, — 0 as n — oo, for some sequence [, = o (n).
Let us notice that, since |z — xy| < |z — x| |y| + |y — 1] |z|, for any x, y and z, we may write as follows

Fiyip. jreecdp n) = Fiy iy n) Fjy i, (Un) (35)
< \Fi.ip, jioecrdy Un) = Fiy i, (Un)| + ‘Fjl ..... Jp (Un) — 1‘ .
This and property (4) yield:
Fiy iy jrondy n) = 97 ((p+ p') W (F (un))) | (36)
Fiy.ip (un) = V' (pW (F (un))), 37)
Fjyooo gy un) = W (p/W (F (1)) (38)

Thus, in view of (35)-(38), we get

Fiy ip. jveed Un) = Fiy i n) Fjy . j, (Un)
= [ W7 (P + P) W F () =9 (W (F ()|

4 ‘\p—l (P (F (up))) — 0! (0)‘ .
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This and the fact that ¥~ is a Lipschitz function imply

<2Lp"V (F (un)), (39

Fiy iy, jroeip (n) = Fiy iy, n) Fjy i, (Un)

where L > 0 stands for an appropriate Lipschitz constant.
On the other hand, due to (9), we obtain

2Lp' nBW (F (u,)) _

0= 2Lp"W (F (up)) = —

(’)(l/nﬁ> for some B > 2.

Therefore,

lim Fil--~ip~j1 =0,

n—oo

...... Jp (un) — Fiy..ip, (Un) Fi]....,jp/ (un)

which yields (34).
Finally, since the conditions in (24) and (34) hold, a desired convergence straightforwardly follows from
Theorem 5.3.1 in Leadbetter et al. [23]. O

4 Proof of the main result

The objective of this section is to present the proof of Theorem 2.1.
Proof of Theorem 2.1. First, we will show that the following property holds

N
Z%U (Mp <up)— P My <up)) =0 as. (40)

n=1

1
lim
N—oolog N

In view of Lemma 3.1 in Csédki and Gonchigdanzan [6], in order to prove (40), it is enough to show that

N 2
1 log N
a1 (loglog N)
for some ¢ > 0.
Let
En =1 (My <up). (42)
Then,

N 1 N 1
Var (Z ;I (M, < un)) =Var (Z nén)

n=1 n=1

N
<Y SVar@ 42 Y [Cov &l

n=1 l<m<n<N

=: 21 +22. (43)

It is clear that
N
Zl < Zln—z < o0. (44)
n=

Thus, it remains to estimate the second component ), in (43). Observe that

|Cov (§m, En)l = |Cov (I (M < um), I (My <uy))l|
<[Cov(I (My; <um). I (Mp <up)—1(Mp.n < uyn))l
+[Cov(I (M <um).1 (Mp.n < un))|,
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which implies

[Cov (§m,én)| < 2E |1 (My Sup)—1 My <up)| +[Cov(I (Mp, < um), I (Mpyn < uy))|.

Thus, by Lemmas 3.1 and 3.2, there exists a positive constant C such that
m 1
|Cov (Em.€n)l <3— + C1— forsomey > 1.
n n

It follows from (45) and a definition of ) _, in (43) that

Z<3Z Z ﬂ;JrlZ Z W,TV_ZJFZ-

m=1n=m-+1 m=1n=m+1

Obviously, we have

N—1 N 1 N—l]
Z Z —25 Y — =0(ogN) ifN — oo,
=ln=m-+ m= m
N

where the penultimate relation follows from the fact that > < -
n=m+1n nstl = §m

Furthermore, using the property mentioned in the previous line, we 1mmed1ately obtain

N—1

¢ 1
> —CIZI Z ny+1 57ZW<°°~

= n=m-+1 m=1

In view of (46)-(48), we get
Zz =0O(ogN) if N - oo.

Combining (43), (44) and (49), we have

N

1

Var (Z —I (M, < u,,)) =0O(ogN) if N - oo.
n=1n

Thus, the relation in (41) is fulfilled and (40) holds true.

— forany § > 0.

(45)

(46)

47

(48)

(49)

Finally, the convergence in (40), Lemma 3.3 and the regularity property of logarithmic mean imply the result

established in Theorem 2.1.

5 Application of the main result

In this section, some example of application of Theorem 2.1 is given.

Theorem 5.1. Let:

1

_ loglogn + log 4r
(210gn)1/2’

b, = (210gn)1/2 —
" 2(210gn)1/2

;a1 € Ry, by €R.

O

(50)

Suppose that (X;) is a stationary, standard normal sequence satisfying (9) and that: for any fixed n € N, the random
vector (X1, ..., X,,) has the Gumbel copula C¥ with a generator of the form W (t) = (—Int) for some @ > P,
where B is such as in (9), and that the conditions in (6)-(7) are satisfied. Then, the claim of Theorem 2.1 holds true

withuy = uy (x) = apx + by andt = e, ie, forany x € R,

N

Z I (My <apx+b,) =exp(—e ™) aus.
—1"

lim
N—oolog N
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Proof. Putuy, := u, (x) = ayx + by, where a,, b,, are defined as in (50) and x is a fixed real number. It may be
checked that (see, e.g., the derivations in Leadbetter et al. [23])

nli)moon (1—=® (up)) =e*~. (51)

Hence, the condition in (8) is satisfied with u,, = a,x + b,, and T = e~ . Furthermore, as C ¥ is the Archimedean
copula - the property in (5) occurs as well.

Our aim now is to show that condition (24) is satisfied. It straightforwardly follows from the derivations in the
first part of the proof of Lemma 3.3 (with F' replaced by the standard normal cdf ®) that:

|P (X1 >un. Xj >un)— P (X1 >up) P(X; >uy,)|

- (P (X1 > un. X; > uy) — (1 —@(un))z’

()
—g for some B > 2 and some C, i > 0,
n

IA

C C C 2C
P (X1 >up X;j >uy) 5(1—¢(un))2+—u < —21+—'u <—22,whereC2 =C1 Vv Cpu,
n n

nB nb —
and /K]
n
n2C, 2C» .
nJZZP(XI > up, X; >un) SnEnT = T—)O if k = oo.

Consequently, condition (24) is fulfilled.
In addition, since the random vector (X1, ..., X, ) has the Gumbel copula C ¥ with a generator ¥ (¢) = (—In#)*
for some @ > f > 2 and the X l’ s have the standard normal cdf, we get, in view of (51),

WP (F (uy)) = nPW (® (1)) ~ nPWw (1 - ?) =n {in (#)}a

8 L Y L e \""
—a _ B~
n {nln(n_e_x)} n {1n(1 +n—e—x) }

~ pBT XY O(1) ifn — oo, sincea > B,

and condition (9) is satisfied.

Consequently, we obtain that all the assumpions of Theorem 5.3.1 in Leadbetter et al. [23] and Theorem 2.1
hold true. Therefore, applying the latter assertion with u,, = u, (x) = apx + b, and 7 = 7 (x) = e~ *, we have
the conclusion of Theorem 5.1. O
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