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Abstract: We analyse variation in vowel production within monologues produced by speakers in a quiet,
well-controlled environment. Using principal component analysis (PCA) and generalized additive mixed models
(GAMMs), applied to a large corpus of naturalistic recordings of New Zealand English speakers, we show that the
first formant of monophthongs varies significantly with variation in a speaker’s relative amplitude. We also find
that amplitude variation is used, potentially agentively, to mark the beginning and ending of topical sections
within single-speaker monologues. These results have significant methodological consequences for the study of
vocalic variation in the context of research on speaker style and language variation and change. While laboratory
research has shown a connection between variation in F1 and amplitude in loud environments or with distant
interlocutors, this has not been seen in quiet environments with unscripted speech of the sort often used in
sociolinguistcs. We argue that taking account of this variation is an important challenge for both within-speaker
investigation of stylistic covariation and across-speaker investigation. In the latter case we recommend, as a
minimal step, the inclusion of a measure of relative amplitude within regression models.

Keywords: amplitude; monophthongs; covariation; Lombard effect; language variation and change

1 Introduction

The predominant methodology in sociophonetics is the extraction and analysis of vowel formants, in order to
compare vowel productions across different groups of speakers. This methodology often incorporates some form
of vowel space normalization to enable direct comparison across speakers while controlling for the effect of
differences in vocal tract length (Adank et al. 2004). Such methodologies usually analyse many tokens of the target
vowel(s) from each speaker to estimate their overall production patterns (e.g. Labov 2001; Stuart-Smith et al. 2017;
Watson et al. 1998).

Simultaneously, work on speaker style and stance emphasizes the need to move beyond the individual
sociolinguistic variable, and study how speakers use the full range of resources available to them over the course
of a conversation (Eckert 2012, 2016; Eckert and Labov 2017; Podesva 2008; Tamminga 2021). This work posits that
variants co-vary with one another in “clusters” associated with different linguistic styles or stances. For example,
Podesva (2008) shows, by manual coding and inspection, that extreme variants of t/d releases, intonational
patterns, and falsetto voice qualities co-vary in stylistically meaningful ways within a single speaker.

The work reported in this paper started with exploration of this kind of within-speaker covariation, asking if
it is possible to identify, bottom-up, how the production of vowels co-varies across the course of speakers’
monologues and whether we can identify structure that is visible in the co-patterning of many variables, when
viewed across many recordings.
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Our investigation revealed an unexpectedly large source of covariation in our data driven by the relationship
between vowel formants and fluctuations in speaker amplitude. We argue that this variation is directly relevant
to the analysis of stylistic within-speaker covariation, especially as amplitude appears to be actively used by
speakers to demarcate variation in topic. We also argue that this has significant consequences for the common
methodology of extracting formants for cross-speaker comparison, and suggest that doing so without regard to
amplitude variation is problematic.

1.1 Speaker style

Our initial research question concerned the covariation of vowels in the creation of speaker style. When a speaker
uses a more innovative nurst vowel (fronted and raised), for example, do we also see a more innovative Goose
vowel (fronted and lowered) in the same stretch of speech?' We were interested in how vowels may work together
across the course of a conversation or monologue. This relates to a literature which predicts that such covariation
should exist (Eckert and Labov 2017; Podesva 2008), but which so far lacks a systematic large-scale statistical
attempt to reveal such structure in a suitably large corpus of speech.

If within-speaker covariation is discoverable, its relation to patterns of covariation we have observed
across speakers would become a pressing question. Brand et al. (2021) looked at patterns of covariation across
speakers, finding, for example, that if a speaker has a more advanced xir vowel with respect to the NZ short front
vowel shift, they are also more likely to have a more raised press. They identified three sets of vowels that vary
systematically across speakers. We asked whether, if we found patterns of vowels that co-vary within the speech
of individuals, these would be the same patterns found across individuals? This seemed possible, given the claim
that variation within individual speakers can animate and reflect broader societal patterns of language variation
and change (Eckert 2019).

We do not review the literature on speaker style in any depth here, because, although it was our starting
Place, it is not the focus of the current paper. Rather, we report a major source of covariation uncovered in our
search for stylistic variation — the covariation of formants with amplitude. We report this background as part of a
commitment to increased transparency in exploratory research and to emphasize the methodological impor-
tance of the covariation of formants with amplitude for future work on speaker style. We now turn to literature
on amplitude and its relationship with F1.

1.2 Amplitude variation and formants

A well-known and well-studied effect — the Lombard effect — leads to an increase in speech intensity when talkers
are speaking in a noisy environment (Lombard 1911). It is well documented that, when speaking in noise, speakers
not only adjust amplitude, but a variety of other features, including increased word duration, F0, and effects on
spectral tilt (Brumm and Zollinger 2011; Cooke and Lu 2010; Draegert 1951; Junqua 1993; Tartter et al. 1993; Van
Summers et al. 1988; Zhao and Jurafsky 2009). This literature has also shown effects on formants, although these
can be more variable. When formant effects are reported, they show increasing F1 in louder environments
(Van Summers et al. 1988), and decreasing F2 (Pisoni et al. 1985).

There are related effects observed in tasks involving manipulation of vocal effort. For example, Liénard and
Di Benedetto (1999) varied the distance of an interlocutor from 0.4 to 6 m, and found that F1 was highly correlated
with vocal effort, but not F2. Koenig and Fuchs (2019) review a variety of literature on “loud speech”, which
suggests that louder or shouted speech may involve more “open articulatory postures” than typical speech, which
is more extreme for low vowels than higher vowels (cf. Schulman 1989). The literature reviewed by Koenig and
Fuchs suggests that, while speakers tend to show higher F1 values in loud speech, the magnitude of this varies

1 We follow Wells (1982) in using lexical set words to refer to sets of vowels in the same phonemic category. Thus press refers to all
vowels sharing the same vowel phoneme as the word dress.
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across speakers and studies. Their own study, manipulating interlocutor distance with German speakers,
concludes that effects of loud speech on formants can vary across speakers and across vowels.

This link between F1 and loud speech is further clarified in work on articulatory changes in loud conditions.
Scobbie et al. (2012), for example, point out that the increased intensity associated with Lombard speech is partly
enabled by an increased opening of the mouth. This, in turn, affects vowel quality, with vowels having a lower
jaw and tongue position, both of which contribute to a raised F1. They recorded a single speaker of Scottish English
in quiet and in noise, who produced increased intensity in noise, and a higher F1 for all vowels but/i/. Their
analysis of lip movement shows increased lip opening in the Lombard speech, suggestive of a lowered jaw, and
ultrasound tongue imaging shows general evidence of tongue lowering, although this is not equal across all
vowels. This supports a variety of other studies which also show increased jaw and lip opening in Lombard speech
(Garnier et al. 2006; Kim et al. 2005; Simko et al. 2016).

The Lombard and the “loud speech” literature suggest a clear relationship between amplitude/loudness
and vowel formants, at least in cases where the amplitude variation is extreme. We are not aware of literature
that looks at normal variation in amplitude over the course of speech in quiet environments, and the effects
that such variation may have on observed F1. Sociolinguistic studies that investigate vowel variation will often
include controls for factors such as preceding and following phonological environment, or word frequency
(e.g. Hay et al. 2015). They may also control for speech rate (e.g. Podesva et al. 2012; Villarreal and Clark 2022), as
faster articulation rates have been linked with more reduced vowel spaces (Fourakis 1991) and with undershoot of
vowel targets (see Van Son and Pols 1992). However we are not aware of any studies that take the role of variation
in amplitude into account.

1.3 Overview

In a principal component analysis (PCA) we observe substantial covariation of F1, which we link to amplitude
variation (Section 3). We subsequently focus an analysis directly on exploring the substantial covariation
observed between formants and amplitude (Section 4), and the degree to which amplitude may be used to indicate
topic structure (Section 5). Substantial supplementary materials, along with anonymized data, are available.?

2 Data

We analyse monologues produced by New Zealand English (NZE) speakers in the QuakeBox (QB) corpus
(Clark et al. 2016; Walsh et al. 2013). The corpus comprises a database of audio and video recordings, where
members of the public were invited to record stories of their experiences of the earthquakes that hit Christchurch,
New Zealand, in 2010-2011. The stories were recorded in a sound-protected environment. Participants wore a
head-mounted microphone and were prompted with “tell us your earthquake story”. The recordings took place in
2012 and were forced-aligned using the HTK aligner (Young et al. 2002), with the corpus stored on a LaBB-CAT
instance (Fromont and Hay 2008).

The corpus was queried for all instances of the following monophthongs: brRess, FLEECE, FOOT, GOOSE, KIT, LOT, NURSE,
SCHWA, START, STRUT, THOUGHT, TRAP. We exclude speakers who did not grow up in New Zealand. Before filtering, the
data has 288 speakers and 486,073 monophthong tokens. First and second formants at the vowel midpoints, pitch,
and amplitude were extracted using LaBB-CAT’s interface with Praat (Boersma and Weenink 2018). Amplitude is
measured as the maximum amplitude in the word. Amplitude extraction was carried out at the word level
because it requires spans of at least 0.064 s. This would cause unnecessary data loss if carried out at the vowel

2 Code is shared in the form of four R Markdown documents, one each for the data filtering, data representation, PCA, and modelling
stages of the paper. These will be referred to by “SMx, §y”, where “x” is the number of the R Markdown document (visible in the
filename) and “y” is the section number within the document. These markdowns, supplementary scripts, data, and fit models are
available at https://osf.io/m8nkh/.
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Table 1: Number of speakers by demographic category and length of recording after filtering.

Variable Factor level Number of speakers
Age category 18-25 41
26-35 19
36-45 41
46-55 68
56-65 55
66-75 34
76-85 1
85+ 3
NA 8
Gender Female 186
Male 94
Ethnicity NZ European 257
NZ Maori 8
NZ mixed ethnicity 9
Other 6
Length Short (<10:00) 162
Medium (10:00-20:00) 84
Long (>20:00) 34

Table 2: Vowel token counts after filtering.

Vowel Tokens
DRESS 23,453
KIT 18,117
FLEECE 17,404
STRUT 16,241
Lot 12,681
TRAP 12,678
THOUGHT 10,101
GOOSE 7,704
START 6,948
NURSE 6,082
FOOT 3,998
Total 135,407

level. The variables are z-scored by speaker and by vowel to put all vowels and speakers on the same scale. Table 1
and Table 2 present the composition of the data set after filtering to remove stopwords, unstressed tokens
(including scawa), and outliers (see SM1).

3 Principal components analysis
3.1 Methods
We use PCA to explore within-speaker covariation in the first and second formants of NZE monophthongs. The

principal components (PCs) which PCA produces reveal structure in the original variables of the data set. For
instance, Brand et al. (2021) used PCA to investigate the historical development of NZE, showing that one across-
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speaker ingredient of variation of NZE monophthongs is the increase of kit F1 and trap F2 while rLEece F1 decreases
(and vice versa). To explore within-speaker variation we divided monologues into intervals of fixed length and
applied PCA to the resulting data set.

3.1.1 Interval representation

Our approach divided each speaker’s monologue into intervals of fixed duration, within which we could take the
mean value for each variable. We then asked whether vowels co-vary randomly across the different intervals, or
whether we could find structure that might represent systematic vowel covariation. PCA requires complete
observations. That is, it cannot handle missing data. Consequently, each interval required an F1 and F2 value for
each vowel (see Wilson Black et al. 2023).

Selecting the interval length required a trade off between stability and resolution. Formant measurements of
vowels have greater variance than the shifts in vowel space location which we are attempting to investigate
within the speech of a single speaker. Consequently, if an interval, by chance, consisted of two or three tokens
with extreme values, our mean value for the interval would be similarly extreme while not representing
meaningful variation in central tendency. Moreover, the vast difference in token counts for each vowel (Table 2)
means that interval lengths appropriate for one vowel were insufficient for another. Both considerations pushed
towards longer interval lengths. However, the longer the interval length, the harder it is to detect very local
stylistic covariation, as this is likely to occur over short time scales.

We decided upon an analysis of intervals of 240 and 60 s. The 240 s intervals reliably captured sufficient data
from each variable. The 60 s intervals are significantly shorter, but required imputation of values in intervals
with missing data. Data for roor was too sparse to be included in the analysis. Once we generated intervals, we
assigned values to them by taking the mean for each variable (see SM2).

For intervals that do not contain data for up to three vowel types, we topped up any variables with fewer than
three tokens within an interval with additional tokens representing the overall speaker mean. This ensured
complete observations for the remaining intervals and enabled us to preserve intervals with sparse data for some
vowels without fear of including extreme values which do not represent real changes in the overall vowel space.
After imputation, we were left with 2,835,60 s intervals and 673,240 s intervals (see SM2, §4).

Imputation affects around 1.6 % of the data at an interval length of 240 s and 33.5 % of the data at the 60 s
interval length. The two interval lengths thus offer a way to check whether imputation affected our results.
Moreover, given that the imputation process tends to reduce the number of intervals with extreme values, by
bringing them closer to the mean value for the vowel, imputation is more likely to reduce covariation than it is to
introduce spurious covariation.

Figure 1 displays an example speaker, both with their original formant and amplitude data (as points) and
their interval values for both formant and amplitude data at both interval lengths. The fill colour denotes the
interval value, with higher values shaded more yellow and lower values more blue. Intuitively, our PCA analysis
asked whether, and in what way, the colour patterns in this plot are related to one another.

3.1.2 PCA methodology

PCA reveals underlying structure in the correlation matrix of a data set. By default, the notion of correlation
used by PCA is Pearson’s. However, we allowed for non-linear relationships by applying a rank
transformation to our data. That is, we replaced Pearson correlation with Spearman correlation (cf. Alu-
ja-Banet et al. 2018: §3.4).

We carried out PCA using the R function stats::prcomp (R Core Team 2023). We applied the function separately
to the rank transformed amplitude and formant measures from the 60 and 240 s intervals (see SM3).
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Figure 1: Data from example speaker (QB_NZ_F_369) divided into 60 and 240 s intervals. For the lower panels, fill indicates the mean of by-
speaker z-scored amplitude. For the upper panels, fill indicates the mean of by-speaker z-scored formant frequency after imputation. Due to
data filtering, no interval values are given for foor.

3.2 Results

We report a PCA analysis of the 60 and 240 s intervals including both formant and amplitude data. Our initial
analysis, carried out when looking for vocalic covariation driven by style, omitted amplitude and showed
substantial covariation in F1 (SM3, §3). We subsequently added amplitude and repeated the analysis, which
revealed that amplitude was associated with the F1 covariation (SM3, §5).2

Figure 2 consists of two variable plots. The axes represent the first and second PCs. The arrows correspond to
the original variables. Variable plots show how the original variables correspond to the PCs. The colour gradient
and length of each arrow represents the strength of association between an original variable and the relevant
PCs.*

The first PC, at both interval lengths, contains a relationship between distinct vowels. All first formants
pattern together, along with amplitude, on PC1.°

3 Wealso repeated the analysis with a corpus balanced so that each speaker contributes the same amount of data to the PCA in order to
demonstrate that speakers with long monologues are not skewing our results (SM3, §4).

4 As an illustration, the second PC of the 60 s interval PCA is easiest to interpret. This PC is represented by the y-axis of the upper plot.
We see two of the original variables are strongly associated with PC2 — the first and second formants of coost. Holding all other PCs
constant, increases in PC2 correspond to an increased value of coost F2 and a decreased value of coost F1. Since this PC is not a
relationship between vowels, we will not discuss it any further.

5 We subsequently used permuted versions of the data to provide a simulated estimate of the results of PCA if all temporal structure
was removed from the data. This analysis supports our view that our PCA is detecting non-random covariation (SM3, §5.4).
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4 Generalized additive mixed model of F1

To empirically support our interpretation that systematic covariation in F1 is driven by variation in
amplitude, we fit a generalized additive mixed model (GAMM; see Séskuthy 2017) using the mgcv package
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Table 3: GAMM independent variables and smooths.

Variable name Description

participant_gender Gender of participant (factor, 2 levels).

Vowel NZE monophthong (factor, 11 levels).

s(speaker_scaled_time, by=vowel) Thin plate regression splines on time through speaker monologue scaled to (0, 1) for each level of
vowel.

s(speaker_scaled_amp_max, Thin plate regression splines on z-scored speaker amplitude for each level of vowel.

by=vowel)

s(speaker_scaled_art_rate, by=vowel)  Thin plate regression splines on z-scored speaker utterance articulation rate for each level of vowel.

s(speaker_scaled_pitch, by=vowel) Centred thin plate regression splines on z-scored speaker pitch for each level of vowel.

s(speaker, bs=“re”) Random intercepts for each speaker (factor, 171 levels).

s(speaker, vowel, bs=“re”) Random slopes on vowel for each level of speaker.

Table 4: p values estimated by model comparison.

Variable p value
speaker_scaled_time 2.215e-07
speaker_scaled_art_rate <2e-16
speaker_scaled_amp_max <2e-16
speaker_scaled_pitch <2e-16

(Wood 2017). The model has first formant value, in hertz, as the dependent variable. The independent
variables and associated smooth terms, along with the random effects, are presented in Table 3. This model,
and a series of other models exploring the same question with different modelling strategies, are covered in
supplementary material (SM4, §2).

We fit this model on the filtered data, before the introduction of intervals and imputation. The effect of
amplitude assessed here is thus more local to the vowel than the effect as captured by PCA applied to intervals.
This also means that foot is included in the model. Table 4 presents p values for the key terms.

Figure 3 depicts the smooths on F1 for each vowel type. We see strong evidence for increases in F1 accom-
panying increases in amplitude. This effect is stronger for some vowels than for others. The estimates for ror and
TRAP cross one another as amplitude increases. We also see clusters of vowels which are distinguishable in F1 at
some amplitudes but not others. Concerningly, this would lead an analyst to reach different conclusions about the
configuration of the vowel space at higher versus lower amplitudes.®

4.1 The effect of amplitude on vowel spaces

Articulation rate is widely understood to affect vowel space area, and to be worth controlling for when modelling
formant values. Amplitude variation is usually ignored. In order to consider their respective effects on the vowel
space of speakers in the QuakeBox corpus, we fit a GAMM of F2 using the same model structure used in the
previous section. We then generated F1 and F2 predictions across the range of scaled amplitude and articulation
rate values and plotted them within the vowel space (Figure 4).

6 For plots of the control variables, see SM2, §3.2.
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Figure 3: Model predictions of F1 for each vowel given scaled amplitude assuming female speaker, halfway through monologue, with
mean articulation rate and pitch. Model predictions were extracted using the itsadug package (van Rij et al. 2022).

Figure 4 shows that amplitude variation results in larger shifts to the vowel space than are produced by
articulation rate. Furthermore, the vertical shifts of various vowels are quite different in magnitude and there is
also strong lateral movement, especially in coost and tHoucHT. These lead to differences in the character of the
vowel space which cannot be corrected by simple vertical translation.

Figure 5 is an example plot from an R Shiny interactive which can be used to explore the effect of amplitude
on judgements of vowel space similarity. The interactive enables users to select intervals which are high
amplitude and those which are not, view their vowel spaces, and view the speaker vowel spaces which are most
similar to the high amplitude interval, in the top row, and the low amplitude interval, in the bottom.

The top row of Figure 5 shows the three most similar overall vowel spaces to a high amplitude interval vowel
space from a speaker, and the bottom row shows the most similar overall vowel spaces to alow amplitude interval
vowel space from the same speaker. In both cases Lobanov 2.0 normalization has been applied (Brand et al. 2021).
The high amplitude interval shows significant lowering in the vowel space of THouGHT, LoT, and strur compared to
the low amplitude interval. Similarity is measured by mean Euclidean distance (see SM3, §6). The takeaway is that
different speakers are picked out in both rows.

Consideration of speakers in the Shiny reveals that the specific speakers they appear most similar to will
depend on whether their high amplitude or their low amplitude vowel space is being considered. This is true
whether or not the vowel spaces are normalized.’

Taken together, Figures 4 and 5 indicate a concerning effect of amplitude on speaker vowel spaces. The
former shows that this effect is larger than that of articulation rate, which is already taken seriously by socio-
linguists. The latter suggests the effect is enough to undermine rankings of speakers by vowel space similarity.

7 Kendall’s Tau was used to determine whether the lists of most similar speakers for each speaker’s highest and lowest amplitude
intervals is correlated. The vast majority of correlations, with normalization applied, are between 0 and 0.1, with none above 0.2
(SM3, §6.3.2.1).
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5 Amplitude and topical subsections

Amplitude in the monologues affects a speaker’s F1. But is amplitude itself a simple effect of vocal fatigue, or is it
manipulated in a potentially agentive fashion? To examine this, we exploited the fact that the monologues are
organized into subtopics. The QuakeBox corpus contains topical annotations for 193 speakers after filtering.

We tracked speaker amplitude at different parts of topics by simply dividing each topic into thirds: beginning,
middle, and end. We then filtered our topics to ensure that there are at least five tokens in each part of each topic
to enable a meaningful mean value to be taken for each.

We defined a linear mixed model, allowing the model to fit the beginning, middle, and end of the topic
independently (SM4, §3.2). The model has scaled amplitude as its dependent variable, with topic part, time
through monologue on a scale from —0.5 to 0.5, and scaled pitch as fixed effects. Random slopes were fit for each
topical section in the corpus and for each speaker. Setting the time through monologue variable to run
between —0.5 and 0.5 means that we did not need to fit a random intercept for each speaker.

In an exploratory spirit, we interpret ¢ values as “expressions of surprise” (cf. Baayen et al. 2017: 227). As the
magnitude of ¢ values increases from around 2, which in simple models corresponds to something like a 0.05 p
value, we are increasingly “surprised”. Table 5 shows a clear decrease due to time through monologue. We also
see a surprising decrease in amplitude at the end of topical subsections and an increase at the beginning.®

We thus have evidence that amplitude differences are being used to mark position within topical subsections
of monologues and that this is distinct from variation in pitch. This is a starting point for further investigation of
the sociolinguistic use of amplitude variation.’

6 Discussion
6.1 Natural amplitude variation in quiet environments correlates with F1

As outlined above, there are clear results in the experimental literature on speech production that link large
changes in amplitude, either due to a loud environment or a distant interlocutor, to variation in F1. This is well
understood as linking a more open articulation setting to louder speech, which affects resonant frequencies of the
vocal tract, and thus F1, with more extreme effects observed for low vowels (cf. Koenig and Fuchs 2019). Our
results do show different magnitudes across different vowels, but these are not straightforwardly mapped to

Table 5: Estimates and ¢ values for topic part model. Estimates are in terms of by-speaker z-scored amplitude. The
topic_part estimates are estimated mean values, while the speaker_scaled_time estimate is a gradient term,
indicating the reduction in by-speaker z-scored amplitude over the course of a monologue.

Variable Estimate t value
topic_part (start) 0.059 5.206
topic_part (middle) -0.010 -0.789
topic_part (end) -0.072 -4.676
speaker_scaled_time -0.203 -4.533
speaker_scaled_pitch 0.542 152.190

8 We further test whether these values are surprising by generating fake topics from the data, rerunning the analysis 1000 times, and
collecting the distributions of the model coefficients. The t values we obtained for speaker_scaled_time and topic_part (start) are
in the 5 % tails of the distribution from fake topics, while the value for topic_part (end) is completely outside the distribution. For
more details see SM4, §3.4.4.

9 For a GAMM approach to the same question, see SM4, §3.3.
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vowel height. Our lowest vowel, starr, for example, does not show a particularly strong effect, whereas the shorter
low vowels strut and Lot show the biggest effect. Amongst the highest vowels, rLEEcE and coost appear identical in
height at higher intensities but are well separated in F1 at lower intensities.

Our speakers show a range of amplitude variation across the recordings. When examined as a mean over
60 s intervals, as in our PCA, the mean speaker range between intervals is 4 dB-5 dB (i.e. this is the range
visualized in the Shiny app). When measured at the word level (as in our GAMMS), the mean observed range is
in the order of 24 dB. This is a substantial degree of variation, likely comprising variation related to the overall
structure, as well as more local variation to do with the role that the word is playing within the local phrasal
structure.

By comparison, speakers in Van Summers et al. (1988) show less than a 10 dB difference in their wordlist
reading between quiet and speaking in 100 dB noise. Liénard and Di Benedetto (1999) also show a comparable
difference in isolated vowel production in a quiet environment between a close interlocutor and a distant one.
Both studies show some correlation with F1.

This suggests that, when we move away from isolated or controlled speech materials towards unscripted
communicative monologue, the degree of amplitude variation across the monologue can actually be as big as, or
bigger than, that seen in experimental work, and with substantial consequences. This is not just a phenomenon
observed in environments requiring prototypically “loud” speech.

The magnitude of the Lombard effect itself has been seen to vary across different types of task and
communicative conditions (Villegas et al. 2021). An interesting question for future work, then, is whether the
degree of amplitude variation, and subsequent F1 covariation observed here, is also observed in other types of
speech contexts, such as reading or conversation.

6.2 Amplitude variation can be related to topic structure

What causes the amplitude variation within the monologues? The speakers were recorded with a head-mounted
microphone, so there will not be substantial within-speaker variation due to changing microphone proximity.
And this is not simply very local variation, relevant to the vowel in question. The PCA shows that there is more
general amplitude variation that shows up when averaged across intervals of 60 or 240 s and that this relates to F1.

Our analysis of the patterning of this variation shows that amplitude declines over the course of a monologue.
This would make sense as a reflection of general fatigue. However our analysis of topical structure shows that this
is more agentive, with amplitude tending to be higher at the beginning of identifiable subtopics, and lower
towards the end of each subtopic. Amplitude, and associated F1 (and likely other) variation, then, may be being
used in a somewhat agentive fashion in the aid of signalling topic structure.

This links to a wider literature which explores how phonetics can be used to mark discourse structure
(Pickering 2004; Local and Walker 2005; Zellers and Post 2012) and “manage the flow of talk” (Local 2007). Local
and Walker (2005), for example, discuss the use of amplitude in turn taking, and the use of stand-alone so. When
used to hold the floor, so has a higher amplitude than trailing so, which can occur turn-finally. There is much
here to be explored about the ways in which amplitude may be being used to mark topic structure in these
monologues.

6.3 Challenges for the study of within-speaker stylistic covariation of vowels

Our initial goal was to identify stylistically driven covariation in vowel production. Our analysis reveals that a
very big source of covariation is F1 variation, linked to amplitude. This covariation would need to be well
controlled in order to identify anything more locally stylistic. We note that the 60s intervals in the PCA
(but not the 240 s intervals) show a small amount of above-random structure in PC3 and PC4. It may be that once
amplitude and F1 covariation is controlled for in a high PC, evidence of local stylistic covariation may still emerge
in these lower PCs. This is a topic for future work.
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This finding may also be relevant to other reports of phonetic covariation in the literature, particularly the
literature on the degree to which articulations of vowels can prime each other, either within or across vowels.
Villarreal and Clark (2022), for example, argue that there is a cross-vowel priming effect between press, Trap, and
kit, such that if a word is produced with a higher F1, a nearby word containing one of these vowels will also be
produced with a higher F1. Our results suggest that this effect could be partly attributable to local variation in
amplitude.

6.4 Challenges for the study of across-speaker covariation in sociolinguistics

The sociophonetic literature on language variation and change seeks to document structured differences across
speakers in terms of their vowel space. This literature seeks to control known factors that might affect vowel
space measurements, such as articulation rate, but does not attend to amplitude. Section 4 clearly showed that the
effect of amplitude can be much bigger than the effect of articulation rate, and that an analyst could draw quite
different conclusions about a speaker’s vowel space if they measure their vowel space at different amplitudes.
This is particularly problematic, because recording environments will seldom be comparable. There is thus no
straightforward way to assess the actual amplitude at which the speaker is talking.

As pointed out by a reviewer, this point is also relevant for new data collection and phonetic fieldwork with
production studies on languages in which little or nothing is known about the vowel space. Ideally, a workflow
for the collection of new data would allow for assessment of relative amplitude differences between speakers, and
for developing some understanding where in their normal amplitude range a speaker is operating during
fieldwork recordings.

We note that our data is recorded with head-mounted microphones, and reinforce the importance of this for
any data set in which an analyst hopes to control for the observed covariation between amplitude and F1. If, as we
assume, F1 is co-varying with actual variation in produced loudness (as opposed to distance from the micro-
phone), then compensating for this effect in recordings that use, for example, a table microphone, will be further
complicated by the difficulty of separating variation in loudness from variation in proximity to the microphone.

For analysis of existing recordings, if we are fitting regression models to formant data, a measure of the
relative amplitude of the section of speech from which measurements are extracted, together with speaker
intercepts in our models, may go some way towards removing noise in our data. However, if we have sampled
different speakers speaking at different levels within their normal amplitude range, and want to directly compare
them, the problem becomes non-trivial.

The common act of normalizing the data to make it comparable across speakers also becomes complex in this
context. This scales the data to span comparable F1 ranges, but we now know that if we scale relative to a whole
monologue produced by a speaker, some parts of that monologue will not be scaled around zero for that speaker,
and the extent of this offset will vary across vowels.

6.5 Implications for listeners

A final question for future work is how this covariation is dealt with by listeners. Literature shows that many
known sources of variation are routinely compensated for by listeners. For example, listeners compensate for
local coarticulatory effects (Beddor et al. 2002), speech rate (Miller and Liberman 1979; Port 1976), talker differ-
ences (Johnson and Sjerps 2021; Ladefoged and Broadbent 1957), and predicted social characteristics of speakers
(Johnson et al. 1999).

In addition to talker characteristics and talking rate, Sommers et al. (1994) also manipulated amplitude as a
control variable in their experiments under the assumption that “varying overall amplitude does not alter
properties of the speech signal that are important for distinguishing phonetic categories” (1994: 1315). They found
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that mixing amplitudes does not provide a drop in accuracy in perception in their task, concluding that “certain
types of variability, such as overall amplitude, are either ignored or are more easily accommodated by the speech-
perception system, perhaps at very early stages of perceptual analysis” (1994: 1320).

In terms of a potential influence of amplitude on vowel categorization, it is perhaps pertinent that New
Zealand listeners have been shown to adjust their vowel boundaries in contexts where they might expect
Lombard speech (Hay et al. 2017), and also when they believe a token is being sung rather than spoken (Gibson
2019). Gibson (2019) shows that New Zealand singers use a higher F1 in their singing than their speaking for the
vowels press and Trap. In a listening task, listeners are more likely to hear an ambiguous vowel as Trap if they
believe it is being sung, consistent with them expecting a higher F1 boundary between the vowels in singing. As
pointed out by Gibson, this effect may relate to stylistic differences in speaking and singing, but there may also be
some contribution from the more open jaw typically used in singing, with F1 consequences both in production and
perception.

Overall, while literature is scarce on this topic, the degree of compensation observed in other domains
suggests that it is possible that listeners readily accommodate the kind of amplitude variation that we have
reported, together with the concurrent F1 variation. It is also possible that lexical and contextual cues are in most
cases sufficient tolead to good identification rates, in spite of the observed F1 variation. The exact consequences of
this variation for listeners are an interesting question for future work.

7 Conclusions

The amplitude at which a monophthong is measured can result in large changes within a speaker’s vowel space
and thus impact sociolinguistic inferences. Moreover, we find evidence that amplitude itself does not vary
randomly, nor in a manner that is completely linked to vocal fatigue, but rather it can be used by speakers to mark
topic structure within monologues. Readers are encouraged to explore the associated Shiny interactive, which
provides an intuitive sense of the extent to which a single speaker’s vowel space can alter when measured across
different amplitudes. Variation in amplitude is a significantly underappreciated source of variation, which needs
to be taken into consideration in studies comparing vowel acoustics both within and across speakers.
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