DE GRUYTER MOUTON Linguistics Vanguard 2015; 1(1): 39-55

Sam Tilsen*, Debarghya Das and Bruce McKee
Real-Time Articulatory Biofeedback with Electromagnetic
Articulography

Abstract: This paper presents an articulatory biofeedback system and discusses new research methods
made possible by this technology. The real-time electromagnetic articulography biofeedback system (RT-
EMA) enables speakers to observe a visual representation of the movements of their speech articulators
while they are speaking. Investigators can dynamically control the visual display of virtual targets or other
objects in vocal tract space, track events involving interactions between virtual objects and articulators, and
define custom actions in response to such events. Preliminary findings from experimental studies and
games employing biofeedback are reported, with emphasis on the potential applications of articulatory
biofeedback for investigating questions of linguistic interest.
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1 Introduction

Learned motor behaviors are fundamentally constrained by the nature of available sensory feedback. To
learn and maintain normal speech production, auditory, tactile, and proprioceptive feedback are required,
but not visual feedback. Because speech does not provide visual feedback regarding articulator positions,
we do not know how such feedback could influence speech motor control and motor learning. The aim in
developing a visual feedback system for speech is to open new areas of experimental investigation in
articulatory phonetics and speech motor control, addressing questions regarding the cognitive representa-
tion of speech motor categories, movement parameters, and control over movement trajectories.

The technology presented here provides speakers real-time visual feedback of articulatory movements
using electromagnetic articulography (EMA). The system can be considered a “biofeedback device” by
virtue of providing sensory information that is not typically available in the context of an action. The system
tracks the motion of sensors adhered to articulators such as the tongue tip, lower lip, upper lip, jaw, etc.
and displays the positions of those sensors on a computer monitor. It allows for dynamic control over the
visual display of targets or other objects in articulator space and tracks events involving interactions
between articulators and those objects.

Electromagnetic articulography collects a time-series of 2D or 3D positions of sensors adhered to
articulator fleshpoints (Berry 2011; Perkell et al. 1992; see the Appendix for detailed descriptions of EMA
for linguists). In phonetic research EMA has been used to investigate relative timing of speech movements
(Byrd 2000; Chitoran et al. 2002; Marin and Pouplier 2010; Shaw et al. 2011), coarticulation (Hoole and
Nguyen 1999; Katz et al. 1991), effects of prosodic boundaries on articulation (Byrd 2000; Parrell et al. 2013),
interspeaker articulatory entrainment (Tiede et al. 2012), rhythmic-articulatory coupling (Tilsen 2009),
speech-halting behavior (Tilsen and Goldstein 2012), and oral-manual movement coupling (Parrell et al.
2013). EMA has also been used to infer synthesis parameters for audio or audio-visual models of speech
(Beskow et al. 2003; Steiner et al. 2013) and to estimate control parameters in articulatory modeling and
acoustic-articulatory inversion (Toutios et al. 2011). Clinical applications include diagnosis/therapy for
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various disorders such as aphasia and apraxia of speech (Katz et al. 1999; Van Lieshout et al. 2007), Parkinson’s
disease (Ackermann et al. 1993), dysarthria induced by traumatic brain injury (Goozee et al. 2000; Jaeger et al.
2000), influence of orthodontics on speech (Schwestka-Polly et al. 1995), swallowing disorders (Steele and Van
Lieshout 2004), and cleft lip and palate (Hoenig and Schoener 1992; Van Lieshout et al. 2002).

Biofeedback is sensory information provided to a person regarding some aspect of their physiology.
Typically the information is in a sensory modality that is not normally available as feedback and is
enhanced in some way. For speech behaviors, biofeedback has been used in various ways. Chest- and
abdominal-strap plethysmographs can provide feedback regarding speech breathing patterns (Murdoch et
al. 1999). Visual feedback of acoustic spectra and spectrograms can allow speakers to compare a visual
representation of their acoustic output to a model (Byun and Hitchcock 2012). Ultrasound images can allow
speakers to observe the shape of their tongue and attempt to match a correctly articulated target (Preston et
al. 2013; Shawker and Sonies 1985). EMG feedback has been used for correcting excessive laryngeal tension
(Prosek et al. 1978), and nasopharyngoscopic feedback has been used for velopharyngeal dysfunction
(Brunner et al. 2005; Witzel et al. 1988; Ysunza, Pamplona, Femat, Mayer, & Garcia-Velasco et al. 1997).

Biofeedback with EMA has been deployed for clinical purposes and second language training. Katz and
colleagues (2010, 2007, 1999, 2003) have used EMA biofeedback for treatment of articulatory deficits in
people with apraxia of speech. In Katz et al. (2003), participants saw the position of their tongue tip on a
monitor and were required to move their tongue tip to circular target regions located at the lower and upper
lip. It was observed that an apraxic participant achieved the target with greater accuracy by the end of the
training. Bock (2009) used EMA feedback to improve vowel production in congenitally deaf speakers.
Participants aimed to produce vowels with their tongue located in target regions determined by the
experimenter. EMA biofeedback has also been used to aid second language learning: Levitt and Katz
(2008) observed that articulatory biofeedback facilitated the learning of a non-native post-alveolar flap
articulation in mono-lingual English speakers, and Suemitsu et al. (2013) used EMA biofeedback to improve
production of unfamiliar vowels for Japanese learners of English.

Although the aforementioned studies have used EMA biofeedback for clinical purposes and second
language training, many possible areas of investigation remain open, particularly with regard to theoretical
questions involving the cognitive representations of phonological categories. To that end, Section 2 below
describes and analyzes data from two preliminary studies that investigate the representation of movement
targets and control over movement trajectories. Section 3 describes two games that were developed to
investigate articulatory control, and Section 4 summarizes the potential contributions of EMA biofeedback
methodology.

2 Research applications of articulatory biofeedback with RT-EMA

This section describes research applications of articulatory biofeedback with the RT-EMA system. Pilot
experimental data were collected from the first author, a native speaker of Midwestern American English.
Details regarding the design of the RT-EMA system and data collection procedures are described in the
Appendix. The analyses presented below adopt the theoretical perspective of the task-dynamic model of
articulatory phonology (Goldstein et al. 2006; Saltzman and Munhall 1989), in which articulatory gestures
constitute the basic units of phonological representation. A gesture is conceptualized as a dynamical
system with a one-dimensional point attractor, where the attractor corresponds to a target value of a
variable describing vocal tract geometry. Thus the production of an alveolar stop such as /t/ is associated
with a target tongue tip constriction degree (TTCD), which is typically zero or a negative value, and with a
target tongue tip constriction location (TTCL), which can vary in the anterior—posterior dimension of the
palate. Articulatory phonology holds that gestural targets of this sort are important parameters of the
phonological representation of speech. Thus it is crucial to understand the factors that influence target
accuracy and learning of new targets.
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2.1 Experiment 1: effects of target location and response preparation on
articulatory movements

The aim of this experiment is to investigate how movement accuracy is influenced by (1) the location of an
externally provided constriction location target and (2) the time available for preparing an articulatory
movement. The speaker is tasked with hitting a target line along the palate with their tongue tip in the
course of producing [ta]. In addition, the speaker must precede the target movement with a prolonged [a],
i.e. a low/central vowel. This pre-response articulation is initiated upon a ready-signal that is cued by the
margins of the screen turning yellow. After a 1.5-2.5 s delay, the margins of the screen turn green, cueing
the speaker to initiate the response as soon as possible. The palate is displayed on the screen and the
targets are highlighted sections of the palate (cf. Movie 1).

Each experimental session is organized into blocks of 18 trials. In the first block, no feedback or palate
is displayed. The location of the sensor during the [t] closure (specifically, the position of the tongue tip
sensor when the velocity of its first principle component reaches a minimum) is calculated for each trial.
The average horizontal position along the palate of the closure location in the first block serves as an
intrinsic target from which alternative targets are determined for use in subsequent blocks. The alternative
targets are nine points located along the palate, equally spaced horizontally in a range of -5 to 5 mm from
the intrinsic target. From these nine points, nine target lines are defined along the palate, each having a
horizontal length of 2 mm. Note that the fifth target is centered horizontally on the intrinsic target, and there
are four targets anterior and four targets posterior to the intrinsic one.

In each block all targets are presented twice in random order, and blocks alternate between prepared and
unprepared responses. Preparation is manipulated by controlling the timing of the appearance of the target. In
the prepared response blocks, the target becomes visible when the ready-signal is given, and hence the
speaker has 1.5-2.5 s to pre-plan the articulatory movement before they must initiate it. In the unprepared
response blocks, the target becomes visible when the go-signal is given, and hence the speaker has minimal
time to pre-plan the movement. Movie 1 shows the stimulus screen during a prepared and unprepared block.

BLOCK: 2 TRIAL: 1 CONDITION: prepared response

Movie 1 [thumbnail hyperlinked to movie]* Demonstration of Experiment 1. Shows feedback monitor from a block of prepared
response trials and a block of unprepared response trials

The experiment aims to test two hypotheses. First, response preparation is hypothesized to facilitate
movement accuracy, since more time is available for planning. This predicts that speakers will be more
accurate in hitting the target in prepared responses compared to unprepared responses. Second, speakers

*Movie available online: http://dx.doi.org/10.1515/lingvan-2014-1006.
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are hypothesized to adjust pre-response vocalic posture to facilitate movement accuracy, a phenomenon
likely related to VC coarticulation. This predicts that prior to the prepared responses speakers will subtly
adjust the posture of their tongue during the ready phase.

Analyses of data support the above hypotheses and suggest several further avenues of research. A
number of methods for defining accuracy were examined in analyzing these data, but for brevity just one is
reported here, in which accuracy was defined as the horizontal displacement of the closure from the center
of the target. Overall accuracy was highest for the intrinsic target and the two nearest anterior targets, as
shown in Figure 1 (top). Furthermore, the speaker was more accurate in the prepared responses than the
unprepared responses, particularly for the two most posterior targets. Repeated measure ANOVAs corrobo-
rate these observations, as there was a significant effect of target location (F(8,303) = 3.77, p < 0.001) and a
significant effect of response condition (F(1,303) = 8.5, p = 0.004). Although there were relatively large
fluctuations in accuracy between some blocks, Figure 1 (bottom) shows that there was no overall trend in
accuracy across the session, and a linear regression of accuracy by block results in block number account-
ing for only a small proportion of variance in accuracy (R> = 0.008, F(1,316) = 3.54, p = 0.06).
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Figure 1 (Top) Accuracy as a function of target location. The speaker was less accurate in the unprepared trials, particularly for
targets located posterior to the reference. (Bottom) Accuracy as a function of block. No clear trend was observed for prepared or
unprepared blocks over the session. Circles/solid line: prepared trials; squares/dashed line: unprepared trials. Error bars
indicate +2.0 standard error

Figure 2 shows the movement trajectories produced for each target location, which reveals a number of
interesting patterns. Trajectories for the anterior targets consistently exhibit broad loops in a posterior-to-
anterior curve. As the target becomes more posterior the loops exhibit a higher degree of curvature, and for
the more posterior targets, some loops exhibit anterior-to-posterior curves or acute angles in the transition
from closure to release. In addition the distributions of closure and pre-response positions for a given target
were not the same between prepared and unprepared responses. The density distributions of closure
locations (Figure 3) show that despite an approximately uniform distribution of target locations within
each condition, the speaker did not produce closures uniformly distributed along the palate. Instead, there
appear to be three modes of closure location: one that is 3-4 mm anterior to the intrinsic target, a second
near the intrinsic target, and a third about 5 mm posterior to the intrinsic target.
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Figure 2 [this is an animated .gif] Movement trajectories for each target. Trajectories from prepared/unprepared responses are
shown in blue/red. Onset and closure positions are indicated by small dots, and 95% confidence regions for the onset positions
are indicated with ellipses
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Figure 3 [this is an animated .gif] 2D-density distributions of closure locations produced in each condition, and the difference
between density distributions. Closure locations tend to be shifted anteriorly in the prepared responses compared to the
prepared responses. Gray dot shows intrinsic target location
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Figure 4 Pre-response horizontal position as a function of target horizontal position. Target position has no effect on pre-
response position for unprepared responses; in prepared responses, the tongue tip is slightly more anterior for anterior targets,
and is substantially retracted for posterior targets. Circles/solid line: prepared trials; squares/dashed line: unprepared trials.
Error bars indicate +2.0 standard error

The closure location density distributions are somewhat more concentrated in the prepared responses, and
the difference in density distributions shows that closures at each of the three modes were more anterior in
the prepared responses than in the unprepared responses. This might be attributable to differences in pre-
response posturing between conditions. Figure 4 shows that in prepared responses, the pre-response
horizontal position of the tongue tip was more anterior for more anterior targets, and was substantially
retracted for the posterior targets. This effect may represent an effort by the speaker to facilitate accuracy by
decreasing the required movement range, or it may represent an interaction between trajectory planning
and the articulatory posture of the pre-response vowel.

The above observations warrant further investigation because the mechanisms behind them are of
linguistic relevance. Specifically, the trimodal distribution of closure locations observed in both condi-
tions is of particular interest for understanding alveolar stop categories and their associated gestural
targets. A post-hoc interpretation of the results is that the more anterior mode may be associated with
a dental [t], the mode closest to the intrinsic target with an alveolar [t], and the posterior one with a
retroflex [{]. Although the speaker’s native phone inventory (i.e. American English) does not include
a retroflex alveolar, the speaker is a trained phonetician with some prior experience in producing this
sound. A pertinent question in this regard is whether the stronger biases toward target modes in the
prepared condition is consistent with a role of previously learned gestural targets. One the one hand,
precision control over movement targets might be expected to improve with more time for preparation,
resulting in a stronger bias toward constriction location modes in unprepared responses. On the other
hand, with more time for preparation, target categories might exert a relatively stronger bias on the
response.
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Also of linguistic interest is the effect of preparation on pre-response posture, since this can be directly
related to anticipatory VC coarticulation. The prepared responses may more closely mimic the situation of
conversational speech, where the speaker has knowledge of upcoming gestural targets during the produc-
tion of preceding gestures. In prepared responses the vocalic posture was altered to locate the tongue tip
more anteriorly or posteriorly in accord with the target location. Yet the degree of this anticipatory
posturing was not linearly related to the target location; this suggests the presence of non-linear constraints
on coarticulation that deserve further examination.

2.2 Experiment 2: articulatory target learning

The aim of this experiment is to investigate the use of biofeedback to facilitate learning novel targets. The
task and pre-response constraints are identical to Experiment 1, except that there are only two targets, one
shifted 3 mm anterior to the intrinsic target, and one shifted 3 mm posterior. After the intrinsic target is
estimated in the first block, subsequent blocks are organized into sets with paired training and memory
blocks. In training blocks the speaker receives feedback and sees a visual representation of the target; in the
memory blocks the speaker receives no feedback and sees no target or palate, in which case they are tasked
with achieving the target in the immediately preceding training block, relying on their memory. The anterior
and posterior targets alternated between sets.

The experiment is designed to test the hypothesis that biofeedback facilitates the learning of new
articulatory targets. This hypothesis predicts that the location of tongue tip closure on memory blocks will
deviate from the intrinsic target toward the trained target, and that over the course of the session, accuracy
in closure location will increase and variance in closure location will decrease. Figure 5 shows the
trajectories produced in each block of the experiment.
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Figure 5 [this is an animated .gif] Tongue tip trajectories from training and memory blocks across Experiment 2. Gray circle
shows location of intrinsic target
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Figure 6 95% confidence regions for starting position and closure location for training and memory blocks in each set. Gray
circle shows the location of the intrinsic target

The results support the hypothesis that biofeedback facilitates learning new tongue tip closure targets, but
also indicate a difference in learning dynamics between the anterior and posterior target. Figure 6 shows
95% confidence regions for the pre-response and closure locations of the tongue tip on training and
memory blocks in each set. It is clear that the speaker did not fully return to the intrinsic target during
the memory blocks in any set. In the first anterior target set, closure locations in the memory blocks
returned partway toward the intrinsic target. Yet in the second and third anterior target sets, the closure
location remained fairly close to the trained target. The change in performance after set 1 was accompanied
by changes in the starting position of the movement, such that it was initiated from a more anterior position
on memory blocks in set 2 and a more inferior position on memory blocks in set 3. These patterns indicate
that learning across the session extended to the vocalic posture as well as the consonantal target, but it is
not clear why changes in starting position were less substantial between training blocks.

To further assess learning, accuracies and dispersions of closure location across training and memory
blocks were compared separately for each target. For the anterior targets, a repeated measures ANOVA of
accuracy showed significant effects of condition (F(1,214) = 71.1, p < 0.001), set (F(2,214) = 12.1, p < 0.001),
and a set-condition interaction (F(2,214) = 13.0, p < 0.001). Figure 7 (top) shows that accuracy was higher
in training blocks and that the set effect was driven mostly by an increase in accuracy in memory blocks
between the first and second set. There were also significant effects of condition (F(1,214) = 31.8, p < 0.001)
and set (F(2,214) = 5.8, p = 0.004) on dispersion of closure location (Figure 7, bottom). This measure
represents the Euclidean distance of closure location from the within-block centroid and hence serves as an
index of variability in closure location. The effects indicate that closure location was less variable in the
training blocks and became less variable across sets. Hence both accuracy and variability patterns suggest
that the speaker acquired a more robust representation of the anterior target over the session.

For the posterior target, however, the second set memory block showed an unexpected increase in
variability and decrease in accuracy. A repeated measures ANOVA of accuracy showed significant effects of
condition (F(1,144) = 49.5, p < 0.001), set (F(1,144) = 13.6, p < 0.001), and an interaction (F(1,144) = 50.7,
p < 0.001). Figure 7 (top) reveals that the closure location became less accurate and more variable; this
reflects an exaggeratedly posterior location of the closure in the second memory set (cf. Figures 5 and 6).
One possible account of the difference between the anterior and posterior targets is that the posterior target
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Figure 7 (Top) accuracy by block as measured by deviation of closure location from the target. (Bottom) dispersion of closure
location by block. Circles: training blocks; squares: memory blocks. Error bars indicate +2.0 standard error

may have been attracted to a previously learned category target, which would be akin to the retroflex-like
posterior mode observed in Experiment 1. Indeed, the posterior mode observed in Experiment 1 was located
5 mm posterior to the intrinsic target, whereas the posterior target in Experiment 2 was located just 3 mm
posterior to the intrinsic target.

In sum, the results of Experiment 2 indicate that visual biofeedback induces motor learning, but
detailed analyses reveal a dissociation in learning behavior between anteriorly and posteriorly shifted
targets. The sources of this difference warrant further investigation, and could involve previously acquired
motor categories, biomechanical asymmetries, and/or other factors. It is also possible that performance in
Experiment 2 may have been influenced by participation in Experiment 1; this possibility can be avoided in
future studies by recruiting speakers separately for different experiments. Future designs should also assess
learning of targets with greater and lesser degrees of displacement, and should include a training condition
without feedback, where target shifts are guided by verbal instructions alone. It is anticipated that training
without feedback will be substantially less effective, due to the inherent difficulty of communicating
anatomical parameters to naive speakers.

3 RT-EMA biofeedback games: QuickLips and QuickTongue

Many experimental paradigms in phonetic research are not very engaging for participants, and hence the
participants tend to become inattentive over the course of a session. By designing an experiment in the form
of a game, this loss of attention can be mitigated. RT-EMA biofeedback is particularly suitable for game-like
experimental designs, due to the novelty of visual feedback regarding articulation. To this end, two RT-EMA
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games were developed, which are designed to assess limits on articulatory control parameters and to
induce noncanonical patterns of relative timing between closure and release gestures. Gameplay is illu-
strated with demonstration videos in which the second author was a participant; the first author also
participated in preliminary tests of the games. The quantity of gameplay data currently available is not
sufficient for quantitative analyses, so the focus here is on qualitative characterizations of behavior during
gameplay and on how future quantitative analyses can be used to address questions of linguistic relevance.
An overview of the games can be seen in Movie 2.

ol RT-EMA

il Biofeedback Games

Movie 2 [thumbnail hyperlinked to movie]* Overview of RT-EMA biofeedback gameplay

QuickLips is an RT-EMA biofeedback game designed to elicit bilabial closure and release gestures under
varying time constraints. In QuickLips a stream of balls moves horizontally toward the lips of the speaker.
Sensors attached to the upper and lower lip are represented on the screen by circles, and a line connecting
them represents the aperture between the lips. The speaker tries to catch each ball between their lips by
saying “pa”. When a ball hits the lip aperture line it is caught, but if the ball hits one of the lips or goes past
the aperture line it is missed. A further constraint is that once the lips are opened, the aperture line
discharges after approximately half a second and will no longer catch a ball. In order to recharge the line,
the speaker must close their lips. This constraint ensures that speakers employ a bilabial release gesture to
catch the balls. Movie 3 shows how the game is played.

QuickLips is of interest for linguistic research because it elicits movement behaviors in which speakers
must exert independent control over bilabial closure and release gestures, which tend to be precisely
coordinated in normal conversational speech. Notably, previous literature presents some disagreement
regarding whether the closure and release gestures in a CV response are both associated with the
consonant, or whether the release is associated with a following vocalic segment (cf. Tilsen and
Goldstein 2012). Hence inducing a dissociation between them can inform our understanding of how these
gestures are organized phonologically.

Manipulation of the timing and speed of the balls induces a variety of circumstances which perturb the
closure and release gestures in different ways (see Movie 3). For example, in some cases balls approach the
lips close together in time and the speaker must produce a very rapid release-closure-release sequence. In
these cases gestural magnitudes, durations, and velocities can differ markedly from those occurring with less
time pressure. Quantitative analyses of gestural kinematics may be able to determine what movement control
parameters the speaker is manipulating in order to perform the task. Another noteworthy occurrence observed

*Movie available online: http://dx.doi.org/10.1515/lingvan-2014-1006.
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Movie 3 [thumbnail hyperlinked to movie]* Demonstration of QuickLips gameplay. The speaker attempts to catch each ball
with the line between their open lips. The line discharges after half a second when the lips are open

during gameplay involves halted releases, where the speaker halts mid-release because the release was begun
too early. Such events are of interest because they show that articulatory gestures are not beyond control once
they have been initiated, a topic that was originally investigated in Ladefoged (1973) and has recently received
renewed attention (Tilsen 2011; Tilsen and Goldstein 2012). Further manipulations of the experimental
design—e.g. inducing more unpredictability in the stream of balls, instructing the subject not to speak out
loud so that auditory feedback is unavailable, or requiring different gestures in response to different stimuli—
can be used to investigate control over the selection of gestures and their execution.

The second game we have developed is QuickTongue, which is designed to investigate precision control
over the timing and targets of tongue tip closure gestures. The speaker uses their tongue tip to hit balls that
are falling from the top of the screen toward the palate; they must hit a ball before it falls below the palate,
otherwise it is considered a miss. A short distance below the palate there is a recharge zone: the tongue tip
discharges shortly after it leaves the recharge zone or when it makes contact with a ball. In order to
recharge the tongue tip the speaker must bring it back to the recharge zone. The speaker is further required
to say [ata] in the course of hitting a ball (see Movie 4).
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Movie 4 [thumbnail hyperlinked to movie]* Demonstration of QuickTongue gameplay. The speaker attempts to hit balls with their
tongue tip before the balls fall below the palate. The tongue tip discharges after a half a second and the speaker must lower it to recharge

*Movie available online: http://dx.doi.org/10.1515/lingvan-2014-1006.
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Qualitative assessments of QuickTongue gameplay revealed several interesting phenomena. First,
speakers have a strong tendency to dissociate the closure and release components of the [t]. Second,
speakers appear to be less accurate with targets located very posteriorly along the palate or slightly
posterior to the alveolar ridge. This observation may be related to the presence of distinct modes of closure
observed in Experiment 1 and may speak to the influence of a set of previously learned motor targets. Third,
speakers exhibit a strong propensity to prematurely initiate the movement toward the closure. One possible
explanation for this is that speakers underestimate the velocity of their speech movements and hence tend
to initiate them too early when unconstrained. Another possibility is that speakers simply have little
experience in linking the control of lingual timing to visual stimuli; thus more practice might establish
more accurate control over such timing.

4 Conclusion

This paper presented a system for providing speakers real-time visual feedback of speech articulation,
thereby opening doors for new lines of research. The results of Experiment 1 suggested that tongue tip
gestures to an arbitrary target closure location are more accurate when the speaker has more time to
prepare the movement, and that speakers manipulate vocalic posture prior to the movement to
facilitate accuracy. Further investigation of these phenomena is likely to shed light on our under-
standing of speech motor planning and vowel-consonant coarticulation. It was also observed that
closures were attracted to three distinct target locations, which may speak to the influence of
previously learned motor categories. Conducting this experiment on speakers of languages with
different coronal stop inventories may inform our understanding of how phonological categories
interact with phonetic implementation. The results of experiment 2 suggested that biofeedback facil-
itates learning and refining new closure targets, although we found that learning dynamics differed
markedly depending on target location. The sources of these differences warrant further investigation,
since it is unclear whether they are attributable to the presence of previously learned categories,
biomechanical constraints on tongue movement, differential usage of vowel-consonant coarticulation,
or some other factors.

Articulatory biofeedback games, such as QuickLips and QuickTongue, also provide rich environ-
ments for investigating speech motor control. Both games utilize biofeedback to enhance control over
movement and our qualitative assessments show that players exhibit improvement in performance over
time. Because of this the games provide a rich environment for investigating the influence of previously
acquired motor control parameters on learning new parameters. For example, the general prediction can
be made that speakers of languages with more coronal stop categories will perform differently from
speakers with fewer categories. A larger motor repertoire of closure targets can be predicted to facilitate
or hinder achieving an arbitrary target in the biofeedback paradigm, depending on assumptions about
how previously learned motor categories influence the acquisition of new ones. Biofeedback games are
also of potential value in clinical contexts. The software system allows for arbitrary selection of feed-
back information and definition of event detection/action functions, which can be readily customized to
suit a specific purpose. Hence the system can be used not only to assess disordered function (as can
arise in stroke-induced dysarthria, or in apraxia of speech), but also as a therapeutic tool, since it is
fairly straightforward to introduce gameplay components that create additional motivation for improv-
ing performance.

In conclusion, RT-EMA biofeedback can create circumstances in which normal control is perturbed in
various ways and thereby elicits noncanonical movement behaviors that are of linguistic interest. The
perturbative nature of biofeedback and atypicality of the behaviors it induces are indeed its primary merits:
by perturbing a system to extreme regimes of operation, one can better understand the dynamics of the
system.



DE GRUYTER MOUTON S. Tilsen et al.: Real-Time Articulatory Biofeedback == 51

Acknowledgments: We would like to thank Mark Tiede for providing Matlab code for head movement
correction and reference basis determination.

Appendix: RT-EMA biofeedback system design and setup

This section describes the system’s hardware setup, software operation, and setup procedures. The basic
physical principle behind EMA involves electromagnetic induction: transmitter coils generate alternating
magnetic fields that induce electrical currents in small receiver coils; the amplitude of those currents varies
as a function of receiver distance and orientation, and an optimization algorithm uses this variation to
calculate receiver positions relative to the transmitter (cf. Berry 2011; Perkell et al. 1992). The EMA sensors
consist of receiver coils housed in small (=3 mm®) boxes and these are adhered to active articulators and
fixed reference points. A wire from each sensor conducts the induced current to a control unit that
calculates their position and orientation. The adhesion is accomplished by using a non-toxic cyanoacrylate
adhesive commonly used in dental surgery.

The real-time EMA biofeedback system presented in this paper uses the NDI Wave Speech Research
System (see Berry 2011). Figure 8 illustrates the hardware components. The speaker is seated approximately
1.5 m from a stimulus monitor. To the left of the stimulus monitor is a shotgun microphone pointed toward
the speaker. The EMA transmitter box is mounted to the right of the speaker. Sensor wires adhered to the
speaker’s articulators and reference locations connect in pairs to sensor cables which run to interface units
on a table to the speaker’s left. The sensor cables are taped to a cantilevered bar anchored to a table. The
sensor interface units are connected to the system control unit (SCU) on the table, and the SCU is connected
through a serial-to-USB adaptor to a control PC. The control PC has two monitors: a control monitor for the
experimenter and a stimulus-copy monitor that allows the experimenter to view what the speaker is seeing.
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Figure 8 Hardware components in the RT-EMA biofeedback system

Common sensor locations in experimental studies include the upper lip (UL), lower lip (LL), mandible
(JAW), lower incisors (LI), tongue tip (TT), tongue blade (TB), and tongue dorsum (TD). Sensors are also
adhered to reference points which can include the upper incisors (UI), left and right mastoid processes
(MPL, MPR), and nasion (NAS). The reference sensors are used to track head motion and correct for the
effects of head motion on the positions of active sensors. In Experiments 1 and 2 and the QuickTongue game,
only a TT sensor and reference sensors were used. The TT sensor was located approximately 1.5 cm from the
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apex of the tongue. In the QuickLips game, UL, LL, and reference sensors were used. Movie 5 provides an
overview of the hardware and speaker setup procedures.

Cormely 28 Hardware‘ Setup

Lab/

Movie 5 [thumbnail hyperlinked to movie]* Overview of hardware and speaker setup procedures for the RT-EMA biofeedback
system

The software system is implemented in Matlab and utilizes an NDI process that enables data streaming
from the articulograph’s SCU to a PC through a USB TCP/IP port. Streamed data frames contain a timestamp
and the 3D positions of each sensor in the transmitter coordinate space. The SCU calculates sensor positions
every 10 ms, but the data received in each port read can represent a partial data frame or multiple frames,
depending on the timing of communication with the SCU. To address this, the software repeatedly reads
data from the port, stores the incoming data in a buffer, and reconstructs a full data frame when possible.
When a data frame is reconstructed, customizable event detection and event action functions are called,
and graphics objects are updated. Speakers receiving feedback observe no noticeable lag between move-
ment and its visual display. Event detection functions assess whether a sensor is interacting with some
other object or sensor. For example, an event might be defined to occur when the distance between the
tongue sensor and a target point falls below a threshold value. Events can also involve interactions between
objects, such as when a ball falling from the top of the screen goes below the palate. These events can be
used to trigger customizable actions; these typically involve logging the event and changing the properties
of graphics objects.

In order to correct for head movement while a participant is speaking, a reference basis is calculated at
the beginning of each session. The reference basis is comprised of three points in Cartesian space, one for
each of the reference sensors, i.e. the nasion (NAS) and left and right mastoid processes (MPL, MPR). Every
data frame collected during an experiment is transformed such that the reference sensors are located at the
reference basis. In order to standardize the reference basis across speakers the orientation of the occlusal
plane is estimated using a bite plate in conjunction with calculating the reference basis. The occlusal plane
is an imaginary surface that touches the edges of the anterior and posterior incisors. Its orientation is
estimated by having the speaker gently bite down on a thin plastic plate on which 3 sensors are attached.
The reference basis coordinates are rotated and translated such that the bite plate is perpendicular to the
transmitter’s vertical axis and the most anterior bite plate sensor is the origin of coordinate space.

Movie 6 illustrates the reference sensors and bite plate before and after the transformation to a common
reference frame. To correct for head movement during data acquisition, a rotation/translation matrix is

*Movie available online: http://dx.doi.org/10.1515/lingvan-2014-1006.
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Movie 6 [thumbnail hyperlinked to movie]* Reference sensors and bite plate sensors before and after standardization. In the
standardized reference basis the most anterior bite plate sensor is the origin and the horizontal coordinate axis is parallel to
the occlusal plane. Note that horizontal coordinate increases from anterior to posterior.

calculated which locates the reference sensors at the reference basis, and the rotation/translation is applied
to all sensor coordinates. Prior to beginning an experiment, a palate trace is collected to estimate the
location of palate. The palate trace is acquired as follows (cf. Movie 7): the speaker places the tongue tip
sensor against the back of their upper incisors and drags it first backwards and then forwards, maintaining

gentle pressure against the roof of their mouth.

20

inferior - superior

T T T T T T
15 20 25
anterior - posterior

30
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Movie 7 [thumbnail hyperlinked to movie]* Illustration of a palate trace. The speaker drags a tongue tip sensor from the back
of their upper incisors along their palate. Data points from the palate trace are subsequently fit with a smoothing spline (red

line).

*Movie available online: http://dx.doi.org/10.1515/lingvan-2014-1006.
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