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Abstract: The EU AI Act came into force on August 1, 2024,
and since February 2, 2025, employees must be sufficiently
trained in the use of AI systems (Article 4 of the EU AI Act).
But what does “sufficient” AI literacy mean in the context of
the EUAI Act? This article highlights the statements of the EU
AI Act on AI literacy and aims to help in the development of
training curricula. Medical laboratories offer numerous
areas of application for AI, including improving the organi-
zation of laboratory processes and knowledge management.
Even though there are no mandatory training requirements
yet, basic data literacy is considered a prerequisite for AI
Literacy. Three major topics are identified for AI literacy
training: a general knowledge on the content of the EU AI
Act, fundamentals of artificial intelligence, and context-
specific training. This combination of fundamental data
expertise and fundamental AI expertise will enable Article 4
of the EU AI Act to be fulfilled “to the best of ability” and lay

the foundation for the transformation of medical
laboratories.
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Introduction

The EU AI Act officially came into force on August 1, 2024.
However, not all parts of the legislation will come into force
immediately; rather, different parts will come into force at
different times. Article 4 on “AI literacy” has been in effect
since February 2, 2025.

It states:

Providers and deployers of AI systems shall take measures to
ensure, to their best extent, a sufficient level of AI literacy of their
staff and other persons dealing with the operation and use of AI
systems on their behalf, taking into account their technical
knowledge, experience, education and training and the context the
AI systems are to be used in, and considering the persons or groups
of persons on whom the AI systems are to be used. [1]

This opinion article attempts to explore what this means for
medical laboratories and how “sufficient” AI literacy can be
achieved. We also believe that “sufficient” AI literacy can
only be achieved based on a fundamental data competence.

Article 4 of the EU AI Act on “AI literacy”

The EU AI Act applies to all AI systems used in the European
Union, regardless of the country of origin of the AI system
(see Art. 2 (1a) EU AI Act). The only exceptions are purely
private, “non-professional” use (see Art. 2 (10) EU AI Act) of
AI systems and the use of such systems in the context of
research and development (see Art. 2 (6) EU AI Act). There
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are also other exceptions, such as those relating to the na-
tional security ofmember states (see Art. 2 (3) EUAI Act). This
means that the EU AI Act also applies to AI systems used in
medical laboratories. To use AI systems, users must
demonstrate “AI literacy.” Article 4 of the EU AI Act sets out
various requirements for this:
– Measuresmust be implemented to ensure the AI literacy

of the company’s own employees and, where applicable,
contracted people.

– Employees must have a sufficient level of AI literacy.
– The training courses should be context-dependent,

depending on technical knowledge, experience, educa-
tion, and training, as well as the AI system used. The
context here also includes the people for whom the AI
systems are to be used (e.g., patients).

This raises three key questions that a laboratory should
answer when developing a training program:
(1) Which AI systems does the laboratory already use and

what is the intended purpose of those systems (defined
by the provider)?

(2) Who will use and operate the system?Which knowledge
is already available and which knowledge is required to
use the tool effectively?

(3) For whom (e.g., patients) will the system be used? What
potential biases may occur?

The first question raises the difficulty of defining an AI sys-
tem.Whether a system is an AI systemwithin themeaning of
the EU AI Act is based on a case-by-case assessment of the
respective system regarding the definition of an AI system
under Article 3 (1). Unfortunately, this definition is very
broadly formulated. The definition is as follows:

‘AI system’ means a machine-based system that is designed to
operate with varying levels of autonomy and that may exhibit
adaptiveness after deployment, and that, for explicit or implicit
objectives, infers, from the input it receives, how to generate out-
puts such as predictions, content, recommendations, or decisions
that can influence physical or virtual environments. [2]

The EU Commission has therefore published a 16-page
“Guideline” on the interpretation of the definition [3] but
explicitly points out that this is not binding and that the exact
legal interpretation is the responsibility of the European Court
of Justice. The authors of this article consider the following
quote from the Commission’s guideline on the definition of AI
to be particularly crucial in relation to laboratory medicine:

5.2. Systems outside the scope of the definition of an AI system: […]
(40) Recital 12 also explains that the AI system definition should
distinguish AI systems from “simpler traditional software systems

or programming approaches and should not cover systems that are
based on the rules defined solely by natural persons to automati-
cally execute operations. [3]

This means that rule-based systems defined by laboratory
personnel or clinical decision support systems that operate
based on static rules are unlikely to fall within the scope of
the EU AI Act.

It is also important to consider the overlap between the
EU AI Act, the Medical Device Regulation (MDR) and the In
vitro Diagnostic Device Regulative (IVDR). AIB 2025-1/MDCG
2025-6 was recently published on this topic, according to
which all products that correspond to classes A, B, C, and D of
the IVDR and for which a notified body must be involved are
considered high-risk AI systems [4]. Interestingly, AI systems
classified as in-house devices under Art. 5 (5) IVDR are not
considered high-risk AI systems (see MDCG 2025-6, p. 6, Ta-
ble 1). In addition, there is another important overlap be-
tween the EU AI Act and the GDPR, as health data is
considered particularly sensitive private data and therefore
a high level of protection must be ensured when using AI
tools to improve healthcare.

As there is currently no precise wording regarding the
implementation of the aforementioned legal provisions, the
authors of this article point out that the interpretations of
the legal text presented here can only be regarded as a

Table : Possible training content for achieving basic data literacy.

– Structure of data sets (“tidy data” concept)
– Variables and derived values
– Data storage types (e.g., rectangular vs. non-rectangular vs. unstruc-

tured data)
– Background information on the origin of the data (population char-

acteristics) and the corresponding effects
– Basic understanding of the type and structure of different laboratory

derived datapoints (images, time series (e.g. quality control data),
single measurements, chromatography data, etc.)

– Basics of data preparation (data preprocessing) and data
transformation

– Impact of and dealing with missing values
– Information reduction vs. analysis simplification
– Graphical dimensions vs. data dimensions
– Visualizations (plot types, etc.)
– Common problems (“pitfalls”) when dealing with data
– FAIR Data Principles [5]:

– Findability (meaningful patient ID, no data silos, etc.)
– Accessibility (data security, Extract-Transform-Load (ETL) process

implementation)
– Interoperability (LOINC, SNOMED-CT, UCUM, etc.)
– Reusability (detailed metadata as data asset)

– Content of DIN EN ISO 15189 [6] on IT and data topics:
– E.g. “Control of data and information management”, etc.
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suggestion. The interpretation of the text is carried out
exclusively by the European Court of Justice.

Data literacy as prerequisite for AI
literacy

As already stated in the introduction, the authors believe
that AI literacy cannot be achieved without fundamental
data literacy.Without a basic understanding of how data can
be structured, stored, processed, and transformed, or what
different visualizations can and cannot achieve, it is not
possible to understand how AI systems work and what their
outputs mean, and thus to become proficient in using AI
systems. The following lines should explain possible training
content for achieving basic data literacy. A summary can be
found in Table 1.

Data literacy begins with understanding what data is and
how data sets can be structured. It is important to explain the
concept of variables and derived values, the basics of various
types of data storage, and the concept of tidy data [7].
Furthermore, when it comes to medical data, it is crucial to
know which population the data comes from and how this
affects possible conclusions and correlations. Since many
different data types and formats can be collected in the labo-
ratory, it is helpful to build up a basic knowledge of the data
collected in the respective laboratory and its structure. For
example, classic measurements from high-throughput ana-
lyzers differ from data from the areas of quality control,
chromatography data, or image data in the case of automated
cell recognition in hematology or digital urine diagnostics.
Depending on the size of a laboratory, it can also be helpful to
develop a basic understanding of big data and the so-called
FAIR data principles (findability, accessibility, interoperability,
reusability [5]). Once a basic understanding of what data is and
how it can be structured is established, one should consider the
possibilities of data preparation and data transformation.
Dealing with missing values, e.g. by omission, interpolation or
imputation is also of crucial importance here. When dealing
with high-dimensional data sets, the differences between in-
formation reduction and analysis simplification, as well as the
difference between graphical dimensions and data di-
mensions, should be addressed.

Sufficient space should also be given to the possibilities
of data visualization. Here, it is important to provide an
overview of the possible plot types and to adhere to good
data visualization practices. Also, common pitfalls when
dealing with data and its visualization should be discussed.
From a data privacy protection perspective, basic knowledge
of information reduction techniques and artificial noise

inclusion as well as data deletion periods is also helpful.
Context-dependent training should be performed on rele-
vant techniques for medical laboratories, e.g. using specific
visualization variants that can be used and interpreted in
daily routines (e.g., Bland-Altman plot, etc.). Even though basic
statistical knowledge of measures of location and dispersion,
statistical tests, and significance levels is extremely helpful,
acquiring basic data literacy is not about training a new gen-
eration of statisticians. Instead, training should focus on
providing a basic level of confidence in handling data and
interpreting data and its visualizations. Combining basic data
literacywithknowledge of how to interpret applicationoutputs
used daily can build a strong foundation for acquiring AI lit-
eracy. Due to the great heterogeneity of the employee compo-
sition inmedical laboratories and the increasingblurring of the
boundaries between technical staff and academic education or
further training throughnew job titles suchasM.Sc. Biomedical
Sciences (academic continuing education for technical staff), it
is not possible to make a general recommendation as to which
content of a data literacy course is useful and relevant for
which employees. Here, laboratories must take their own
employee structure into account when planning data literacy
education.

Proposed AI training framework

When we talk about AI literacy, three major topics can be
identified:
(1) General knowledge on the EU AI Act
(2) Fundamentals of artificial intelligence
(3) Context-dependent training

Possible training content for the three main topics is shown
in Table 2.

Module 1: general knowledge on the EU AI
Act

To understand why certain content about AI needs to be
taught, it is necessary to understand the purpose of this
training and the most important aspects of the relevant
legislation. Additionally, laboratory staff should be informed
why the EU AI Act also applies to medical laboratories, as
explained in the introduction of this article.

The EU AI Act has a major, fundamental objective, as
explained in Article 1:

The purpose of this Regulation is to improve the functioning of the
internal market and promote the uptake of human-centric and
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trustworthy artificial intelligence (AI), while ensuring a high level
of protection of health, safety, fundamental rights enshrined in the
Charter, including democracy, the rule of law and environmental
protection, against the harmful effects of AI systems in the Union
and supporting innovation.

The aim of the EU AI Act is therefore to safeguard the health,
safety, and fundamental rights of the people in the European
Union. Even though many people currently use AI systems
without much criticism, the EU AI Act rightly focuses on the
necessary protection of these fundamental values.

The EU AI Act takes a risk-based approach, dividing AI
systems into different risk classes. AI systems that are ban-
ned in the EU are distinguished from systems with high,
moderate, low, or no risk. The ban on certain AI systems has
also been in power since February 2, 2025. Considering the
overlap between the MDR, IVDR, and the EU AI Act, it can be
assumed that most AI systems used in medicine will be
classified as high-risk AI systems (see introduction, all sys-
tem that require involvement of a notified body). Another

important aspect of the EU AI Act is the distinction between
providers and deployers and the associated obligations that
must be fulfilled to comply with the EU AI Act. In addition to
AI systems that are specialized for specific tasks, the EU AI
Act distinguishes between so-called “general purpose artificial
intelligence” (GPAI),which includes chat-based systems such as
ChatGPT or Gemini. In this case, other requirements must be
met. Finally, training should be provided on the basics of data
protection when dealing with AI systems.

Module 2: fundamentals of artificial
intelligence

To gain a basic understanding of artificial intelligence, it is
essential to clarify some of the most important terms.
Training should therefore first distinguish between rule-
based systems, such as rulesets in a Laboratory Information
System (LIS) or in a clinical decision support system (if they
are expert rules (hard-coded) without dynamic adaptation of
the system), and genuine AI systems. Rule-based systems
have long been used in laboratorymedicine and are unlikely
to fall under the provisions of the AI Act (see introduction).
In order to understand the terminology used in the field of
AI, basic knowledge of the different types of machine
learning, such as supervised learning, unsupervised
learning, and reinforcement learning, should be taught.
Deep learning techniques, as a subfield of machine learning,
are particularly important for further understanding AI
systems such as large language models (LLMs), so the basic
structure of neural networks, their fundamental function,
and examples of their application, such as image recogni-
tion, should be discussed.

Today’s debate about AI revolves primarily around
generative AI models. It is important to provide employees
with basic knowledge of foundation models, especially large
language models. It is helpful to structure this knowledge
around the development process of an LLM (pre-training,
supervised fine-tuning, reinforcement learning, reasoning),
as this also provides a basic understanding of the possibil-
ities and limitations as well as the fundamental functioning
of LLMs. Based on this knowledge, phenomena such as hal-
lucinations, sycophancy, alignment faking, and security is-
sues such as jail breaks or prompt injections should then be
addressed. Problems such as biases in the training data,
which lead to biases in the model results, also need to be
discussed, as this can lead to relevant problems in the care of
different patient groups (e.g., gender or ethnicity bias).
Finally, the fundamentals of the function and possibilities,
but also the limitations and security concerns of agentic AI
systems should be addressed.

Table : Possible training content for achieving basic AI literacy.

– Differentiation between rule-based systems and AI systems
– Distinction between AI models and AI systems
– Fundamentals of machine learning

– Supervised learning
– Unsupervised learning
– Reinforcement learning

– Fundamentals of deep learning
– Structure of neural networks
– Basic principles of how a neural network works
– Fundamentals of image recognition with neural networks

– Generative AI
– Types of foundation models
– Fundamentals of language models (large and small language

models, LLM)
– Training process (pre-training, supervised fine-tuning, rein-

forcement learning)
– Basics of the text generation process
– Basics of reasoning models

– Limitations and risks of language models
– Emergence and handling of phenomena such as hallucina-

tions, sycophancy, alignment faking, etc.
– Basic knowledge of security issues such as jail breaks or

prompt injections
– Bias (e.g., gender bias or linguistic racism [8])

– Fundamentals of agentic AI systems
– Retrieval Augmented Generation (RAG)
– Structure of agentic AI systems
– Security of agentic AI systems

– Guidelines for the use of AI or machine learning algorithms in labo-
ratory medicine, e.g.:
– EFLM checklist for AI/ML studies in laboratory medicine 2025 [9]
– IFCC recommendations on machine learning in laboratory medi-

cine 2023 [10]
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Module 3: context-dependent training

Once the fundamentals of the EU AI Act and a general un-
derstanding of the various possibilities of AI models and
systems are known, AI literacy should be tailored to the tools
used in the laboratory in a context-dependent manner. It is
important to take into account the existing knowledge of
employees and to address the specific algorithms used in the
AI tools. It is crucial to emphasize that AI tools may only be
used for the purpose intended by the manufacturer. Based
on this, the basic functioning as well as the strengths and
weaknesses of the AI system can be discussed. This requires
information from the manufacturers, which is also required
of them in exactly this form by the EU AI Act. Based on this
information and fundamental knowledge of how AI models
work, the outputs of the tools used in practice should be
critically examined. In this context, reference should be
made to the high relevance of the “human-in-the-loop”
principle, which is explicitly required by the EU AI Act for
high-risk AI systems. The basics of evaluating AI systems
should also be discussed (especially if AI systems are to be
developed as in-house systems). Finally, training should also
include content on the possibilities and obligations of quality
and risk management for the AI systems used.

In Figure 1, we have attempted to present a framework
that is helpful for classifying AI systems and their re-
quirements in terms of regulation, knowledge, and control
by employees. While most AI systems currently are mainly
used privately (base of the pyramid in Figure 1, “cellphone-
based AI”), such as the apps fromOpenAI, Google, or Meta AI
in WhatsApp, laboratory staff will increasingly be con-
fronted with AI-based IVDs in the future. Some laboratories
will also develop their own AI tools, and universities and

specialized institutes will conduct research in the field of AI
for laboratory medicine. Depending on the application,
different requirements must be placed on AI literacy. In the
case of AI- or machine learning-based studies in laboratory
medicine, the EFLM working group recently published a
checklist that can serve as a basis for the design of corre-
sponding studies in the field of science [9]. The IFCC has also
issued corresponding recommendations in 2023 [10]. Since
there are no official guidelines on AI training yet, thinktanks
such as working groups of national and international pro-
fessional societies should seize this opportunity and
contribute possible training content and foundations for
technical, professional, and ethical frameworks.

Legal implications (a German
perspective)

With regard to the question of the requirements of AI liter-
acy, the question arises as to the legal consequences in the
event of non-compliance with the regulations of Article 4 of
the EUAI Act by deployers as defined in Article 3 (4) of the EU
AI Act. Chapter XII of the EU AI Act contains no explicit
regulations forfines in the event of a breach of the AI literacy
obligation under Article 4. Currently, a fine under the EU AI
Act is only imposed if non-compliance with Article 4 is
accompanied by a violation of the requirements specifically
regulated for high-risk systems, such as those set out in
Article 16 (a) in conjunction with 9 (risk management sys-
tem) or Article 26 (2) in conjunction with 14 (human over-
sight) [11]. According to Article 99 (1) of the EU AI Act,
Member States are required to adopt national regulations

Figure 1: AI systems and their relevance for
Article 4 of the EU AI Act. The pyramid shape is
intended to symbolize the frequency of AI
applications.
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for sanctions and other enforcement measures for in-
fringements of the EU AI Act – and consequently also of
Article 4. However, the current draft bill for a law imple-
menting the EU AI Act does not currently comply with this
implementation requirement regarding Article 4 of the EU
AI Act [12].

Apart from administrative sanctions, the question arises
as to how violations of Article 4 of the EU AI Act by deployers
of AI systems should be assessed in terms of civil and
criminal law if patients are harmed as a result. Neither the
EU AI Act itself nor the MDR [13] and IVDR [14], which may
apply to certainmedical AI systems, provide an independent
basis of civil liability or corresponding criminal offences for
deployers. In February 2025, the EU Commission withdrew
its proposal for an AI civil liability directive [15], which had
provided regulations for strict liability for deployers of high-
risk systems [16]. Consequently, the breach of duties of care
must be addressed using the existing liability instruments of
national civil law, namely contractual liability (Section
280(1) of the German Civil Code (BGB)) and tortious liability
(Section 823 of the BGB), as well as the principles of criminal
liability for negligent bodily injury and homicide offences
(especially Sections 222 and 229 of the German Criminal Code
(StGB)).

In this context, the question of how to deal with
breaches of duty by the specific user of the AI system – often
the treating physician – continues to gain relevance. These
could result from a lack of competence in using the systems,
or from a lack of verification or misinterpretation of the
results when actively using them. At the same time, breaches
of duty could result from failing to use the systems despite
their availability. The legal assessment of such behavior
necessitates answering some fundamental questions
regarding breaches of medical duty, which frequently re-
quires an interdisciplinary approach. Particular focus is
given to determining the applicable standard of care – the
so-called medical standard [17] –which, as a legal concept, is
largely based on medical practice [18]. It is essential that
fundamental civil and criminal law principles for assessing
medical malpractice, such as the principle of horizontal di-
vision of labor, medical freedom of treatment or patient
autonomy in the form of information and consent, are
brought into line with the increasing use of this technolog-
ical innovation [19].

Why expert knowledge still matters

Even if we can achieve basic AI literacy through knowledge
of the contents of the EU AI Act, basic knowledge of the
possibilities and limitations of AImodels and AI tools, and an

assessment of the specific tools used in our laboratories with
their strengths and weaknesses, it should not be forgotten
that even when using seemingly powerful AI tools such as
large language models, expert knowledge for verifying the
outputs of these models continues to be a top priority in the
context of patient safety and providing the best possible care
for our patients. It would be wrong to conclude from current
developments that we, as laboratory staff, will only be
communicating results in the future. Our critical question-
ing, coupled with our expertise (which will certainly not be
any less pronounced in the future), together with the helpful
processing of routine tasks by AI tools, will ensure the best
possible care for our patients.

Outlook

AI tools will change the future and the job profile in labo-
ratory medicine. However, we will only achieve responsible
change if we actively help shaping it. There is currently an
excellent opportunity to do so, as no generally applicable
rules for the use of AI in laboratory medicine have been
defined yet. We should develop a technical (security, infra-
structure, etc.), professional (solving problems such as hal-
lucinations, etc.), ethical (What serves our patients? What is
fair and just?) and financial (Who benefits?) framework for
the application of AI tools in laboratory medicine [20]. These
tools will be new tools in our toolbox of possibilities. We
should mitigate the risks and exploit the possibilities. AI
agents will help us with everyday tasks – and here we
advocate their use as helpful assistants. We should not
relinquish our medical responsibility to these tools but
rather use them as an aid to reflect on our diagnostic
thinking [21].
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