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Abstract: While approaches informed by Systemic Functional Linguistics (SFL) have
been widely applied to the field of language education since the 1960s, the idea of the
system embodying the meaning potential of language in context, represented as a
system network, could be used to make a much more significant contribution to
second language (L2) or foreign language education, where despite pioneering
efforts the uptake of SFL has been less than in L1 education. In this paper, we will take
stock of the ways system networks have been used in studies concerned with L2
education and at the same time we will highlight new opportunities to empower new
studies and applications based on system networks as a way of engaging with the
central notion of learning how to mean in a second/foreign language. We argue that
system networks can make a very significant contribution to L2 education if they
are given more attention and their deployment is highlighted. The uses considered in
this paper include the following: Tracking language development systemically;
diagnosing problems in L2 student texts; supporting sequencing in the curriculum of
the learning of the L2 meaning potential; designing exercises based on options in
system networks; guiding L2 learners by means of system networks as cartographic
tools; contrasting L1 and L2 resources based on multilingual system networks; and
supporting advanced L2 learners expanding their L2 uses by adding translation skills
drawing on multilingual system networks. We will touch on these uses, highlighting
those that have perhaps given the least attention in L2 education drawing on SFL, but
which look very promising as we move ahead in the next couple of decades.
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1 Introduction: the role of system networks in the
study of language learning

In this paper, we are concerned with the power of system networks in L2
education - actual and potential uses within a spectrum of activities within this
special field within language education. We will suggest and show that system net-
works can empower not only teachers but also students, and the processes that enable
them to work towards the mastery by L2 students of more and more of their L2 —
processes like curriculum design and materials development. For those not familiar
with SFL, Sections 1 and 2 will serve as a general introduction to system networks.
More ad hoc clarifications of specific system networks can be found in Section 3.

System networks were developed originally by M.A K. Halliday, the originator
of Systemic Functional Linguistics (SFL), in the 1960s in order to represent language
as a resource (rather than as a rule system; see e.g. Halliday 2003 [1977]) — more
specifically, a resource for making meaning. This he theorized by interpreting
language as a meaning potential (e.g. Halliday 1973): what users of a language can
mean, the system behind their actual acts of meaning unfolding as texts in context.
Halliday’s theory of language as meaning potential can be compared to Hymes’ (1966)
notion of communicative competence; but while Hymes introduced his notion as a
remedial expansion of Chomsky’s (1965) notion of competence, Halliday’s “meaning
potential” has quite a different foundation from Chomsky’s competence, and,
importantly, in the context of our discussion, it is based on the interpretation of the
paradigmatic axis of language as the primary mode of linguistic order — precisely
because it foregrounds the nature of language as a resource.

In a system network, the meaning potential of a language is represented by
systems: two or more options (the terms of the system) that a language user chooses
among under certain conditions (the entry condition of the system). In Figure 1, the
system ‘initiation’ versus ‘response’ has the entry condition ‘interactional’. As illus-
trated here, through their entry conditions, systems may be ordered in delicacy: the
term (option) ‘initiation’ is the entry condition to the more delicate system ‘normal
(friendly)’ versus ‘intensified (impatient). This system network fragment can be
interpreted declaratively as a statement of the meaning potential, but it can also be
“read” as a process of choosing, e.g. ‘interactional’, then ‘initiation’, then ‘intensified
(impatient)’. Systems may also be simultaneous, i.e. have the same entry conditions as
illustrated in Figures 2 and 3, which will be discussed below. Further, entry conditions
may be complex combinations of systemic terms, conjunctive and/or disjunctive
(Boolean combinations). Thus system networks are much more powerful and flexible
than simple taxonomic trees. For a more detailed exploration of system networks,
including other forms of display and complementary topological forms of represen-
tation, see Matthiessen (2023); and for a how-to approach, see Martin (2013).
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Figure 1: Annotated example of a system, from Halliday’s (1975) description of the interactional
microfunctional meaning potential of one child’s protolanguage.

The meaning potential of a language (semantics) is realized by its wording
potential (lexicogrammar), which in turn is realized by its sounding potential
(phonology) in spoken language, by its writing potential (graphology) in written
language or its signing potential in sign languages.

While SFL-informed approaches to language have been widely applied to
the field of language education since the 1960s — genre-based pedagogy being
very popular, effective, and successful (e.g. Gardner 2017; Rose and Martin 2012),
the idea of the system embodying the meaning potential of language in context,
represented as a system network, has arguably not been sufficiently fore-
grounded and could be promoted to make a much more significant contribution
to L2 education, where despite pioneering efforts (importantly, Byrnes et al.
2010) the uptake of SFL has been less than in L1 education (cf. McCabe 2017;
Mickan 2019; and also McCabe 2021: Ch. 4). This does not mean that system
networks are generally absent from SFL-informed studies in L2 educational
contexts. On the contrary, it can be argued that a wealth of them draws on the
concept of system networks in some way. What the present paper argues for is
the potential benefits that the explicit use of system networks may bring to L2
teaching/learning. To that end, we revise some of the contributions to L2 edu-
cation in existing studies and identify areas of interest that deserve further
exploration (see Table 1 below).
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Table 1: Examples of systemic functional studies of language learning using system network.

Use of system network Domain References Section in
our paper
Tracking language L1, longitudinal: learning how Halliday (1975); Phillips Section 3.1
development to mean (protolanguage), (1986); Painter (1984, 1996,
transition into mother tongue 2003)
L2, longitudinal: learning how Xuan (2015) Section 3.1
write to mean in L2
Diagnosing problems in  L2: detecting over- and Gibbons and Markwick-Smith  Section 3.2
student writing under-use of systemic op- (1992); Zamorano-Mansilla
tions; error analysis (2004); Praxedes Filho (2013);
Xuan (2015, 2018, 2022);
Xuan and Matthiessen
(Forthcoming)
Supporting sequencing in  L2: determining curricular cf. Gibbons and Section 3.3
the curriculum phases based on system Markwick-Smith (1992)
networks (e.g. increase in
delicacy, new regions)
Designing exercises based L2 Arls-Hita (2008, 2016, 2022) Section 3.4
on options in system
networks
Guiding L2 learners by L2 cf. Matthiessen (1995); Flores Section 3.5
means of system networks Calvo (2021)
as cartographic tools
Contrasting L1 and L2 re- L2 cf. Bateman et al. (1999); Section 3.6

sources based on multilin-
gual system networks,

Matthiessen (2015, 2018);
Arts-Hita and Lavid (2001)

representing shared po-
tential and language spe-

cific potentials

Supporting advanced L2 L2
learners expanding their

L2 uses by adding trans-
lation skills drawing on
multilingual system

networks

cf. Halliday (2013); Matthies- Section 3.7

sen (2014)

Learning a L2 (second/foreign language) can be conceived of as learning how to
meanin a new language (cf. Halliday 2007 [1978]). This involves learners gradually
mastering the meaning potential of the new language, most likely against the
background of their L1 meaning potential: in fact, they are very likely to create a
multilingual meaning potential (e.g. Matthiessen 2018) involving both their L1
meaning potential and the L2 meaning potential they are gradually mastering —
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although the relationship between them will obviously depend on a number of
factors, centrally including the L2 educational approach (e.g. monolingual vs.
translanguaging; cf. Section 3.6).

In L2 education, system networks can be used in a variety of ways. For example,
we can use them to profile L2 learners’ choices in their output in order to track their
frontier in the expansion of their own meaning potentials, determining if there are
parts of the systemic potential that they don’t access or areas that they over-use.

In this paper, we will take stock of the ways system networks have been used in
studies concerned with L2 education and at the same time we will highlight new
opportunities to empower new studies and applications based on system networks as a
way of engaging with the central notion of learning how to mean in a second/foreign
language. We argue that system networks can make a very significant contribution to
L2 education if they are given more attention and their deployment is highlighted.
There are quite a number of actual and potential uses of system networks in L2
education, including those set out in Table 1. Some L1 studies have been included which
we consider represent good models on which to base applications to L2 contexts.

As said above, Table 1 does not cover all the uses of system networks which are
found in the L2 educational literature; just those that will be expounded in this paper.
There are other educational uses identified in the literature also worthy of attention in
future research, and which, for reasons of focus and space, we cannot delve into on this
occasion. One of those uses is, for instance, that of system networks as an assessment
tool to evaluate students’ proficiency in a second language or foreign language. Liardet
(2013, 2016) demonstrates that the use of system networks to highlight the different
textual functions of grammatical metaphor in students’ writing — such as cohesion,
reference, and coherence - can enable educators to better comprehend and differ-
entiate students’ proficiency in a second or foreign language. System networks can in
this way offer teachers the opportunity to assess students’ writing proficiency.

In the context of secondary education, Morton and Llinares (2018) illustrate the
use of a system of appraisal to examine the development of attitudinal resources
used by Spanish English L2 speakers in their history learning. This offers deeper
insights into how different options from the appraisal system assist students in
forming their views and interpreting the historical events they study. The same
applies to the use of engagement systems in history classes in the US context
(Bunch and Willett 2013).

Additionally, system networks complement traditional second language writing
instruction by providing more metalinguistic knowledge for language teachers to
support their students. Cheng and Chiu (2018) explore the application of genre-based
pedagogy in teaching Chinese as a second language in Taiwan, China. Their study
reveals that the use of system networks, particularly the lexicogrammar systems
under the three meta functions in SFL, can effectively enhance the writing skills of
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students of Chinese as L2. This improvement was observed after explicitly scaf-
folding the learners on how to write in the Chinese genre.

All of the above shows that system networks do have great potential in the
general context of education and the specific one of second/foreign language
teaching and learning. Further revision of the existing literature on the use of system
networks in L2 education is provided in the corresponding sections dealing with
different areas of application of system networks.

We comment here on one of the uses identified in Table 1, and then explore the
rest in more detail in Section 3. We will start with “designing exercises” because this
will also provide us with an opportunity to introduce a few aspects of the system
network fundamental to their use as a power tool in L2 education.

Designing exercises. It is possible to interpret traditional exercises designed to
help learners master (word rank) paradigms such as noun declensions and verb
conjugations as exercises based on system networks. However, they were less so-
phisticated in that they only involved the tabular intersection of certain features
such as case and gender, person and number that can be described more powerfully
by means of system network, and the focus was on teaching e.g. verb conjugations
and noun declensions (as illustrated quite chillingly in the Latin lesson in Alf
Sjoberg’s Swedish 1944 film Hets [translated into English as “Frenzy” or “Torment”]
from a screenplay by Ingmar Bergman®) rather than on the mastery of the systems
that underpin them.

Simple exercises based on system networks include what we might call
phonetic yoga (cf. Matthiessen 2015, 2022, 2023). One of the challenges L2 learners
face is located at the expression plane of the language they are trying to learn; in the
case of spoken language, this means the expression plane strata of phonology and
phonetics: they have to master the sounding potential of the language they are
engaged with.

At the rank of phoneme (if this rank is relevant in the language learners are
working on; cf. Halliday 1992a; Matthiessen 2021), vowels in the learners’ L1 and L2
may involve the three articulatory systems of REsoNANCE, APERTURE, and BAckNEss. They
can all be located in reference to our shared human articulatory potential
(see Catford 1977), as shown in Figure 2. which gives us a basis for articulatory
phonetic yoga, designed to help students become aware of the fact that speaking is a
process of choosing among the options in sounding in the L2 they are learning and
to help them explore possible options in our shared human sounding potential that
may not be phonologized in their L1 but which have been in their L2. For instance,
imagine that we are teaching French to a group of English-speaking students. In
English, the systems of aperTure and BacknEss are not independently variable: ‘front’

1 https://archive.org/details/hets-1944-restored-movie-720p-hd (accessed 20 December 2023).
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vowels are ‘spread’ and ‘back’ vowels are ‘rounded’, but in French they are inde-
pendently variable to some extent — specifically, ‘front’ vowels (if they are ‘high’,
which is a value of a systemic parameter not shown in Figure 2), can be either
‘spread’ /i/ or ‘rounded’ /y/. So here exercises in phonetic yoga would help English L1
students vary aperture and BacknEess independently of one another (And if for some odd
reason, they were also trying to learn Swedish, their exercises would involve the
same exercise as for French, but in addition they would also practice producing
“over-rounded” back vowels as well as ‘rounded’ ones).

/ — nasal
RESONANCE
L oral
— rounded
/ APERTURE
L spread
— front
BACKNESS
S — back

Figure 2: Three simultaneous vowel systems representing three sets of articulatory options (e.g. ‘nasal’
vs. ‘oral’) that can be explored by means of phonetic yoga.

Naturally, the range of systemic parameters involved in exercises in phonetic
yoga will depend on the particular combination of L1 and L2 languages. For example,
if speakers of English are trying to learn Akan, we would introduce them to the
systemic distinction between neutral and advanced tongue root position, helping
them with exercises where they learn to shift the whole vowel system by advancing
their tongue roots.
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The very simple system network in Figure 2 says that for ‘vowel’, there are three
simultaneous systems, Viz. RESONANCE, APERTURE, and BACKNEss. This is just a sketch of part of
the human articulatory potential relevant to domain of vowels (for further systemic
discussion, see Matthiessen 2021). As we have noted, in the phonology of any particular
language, this general articulatory potential will be “phonologized” in some specific
way. The systemic description of the language will bring this out, and the point of
phonetic yoga is precisely for learners to explore their articulatory potential so that they
can expand it to the point where they can master the sounding potential of their L2.

2 System networks: the representation of
language as a meaning potential

As noted above, Halliday developed system networks in order to be able to represent
language as a resource for making meaning — as a meaning potential. This move was
necessary since he was the first linguist to the give primacy to the paradigmatic
organization of language (cf. Halliday 2002 [1966]; Matthiessen 2023). Since he
introduced them in the 1960s, system networks have been used extensively to
represent the semantic, lexicogrammatical, and phonological resources of a fairly
wide range of languages (see e.g. Kashyap 2019; Matthiessen and Teruya 2023;
Mwinlaaru and Xuan 2016; Teruya and Matthiessen 2015).

To give an initial indication of the power of system networks in L2 education
beyond the simple example above of supporting phonetic yoga (Figure 2), we will
briefly review one “classic” study where the system network plays the centralrole —a
resource teachers can use in analysing their students’ output to diagnose problems?
(see further below, Section 3.2). This is Gibbons and Markwick-Smith’s (1992)
demonstration of the value of Halliday’s systemic description of modality in English
(first presented in Halliday 2005 [1970], and then in revised form in the editions of
Halliday’s IFG, Chapters 4 and 10).

Their contribution can be seen against the background of Wilkins’ (1976) pro-
posal for a notional syllabus (cf. the much earlier contribution by Hornby 1954: Part 5
“Various concepts and how to express them”). Gibbons and Markwick-Smith’s
(1992: 39) emphasize the value of the systemic organization of the resources of
MODALITY, in comparison with a list such as Wilkin’s taxonomy:

2 This presentation is adapted from Matthiessen (2023). For an ontogenetic study of mobarity, see Torr
(1998).

3 Before the quoted passage, Gibbons and Markwick-Smith have referred to Brumfit’s (1979) critique
of Wilkins’ (1976) notional syllabus and his rejection of the proposal to replace the “syntactic syllabus”
with a notional one.
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To illustrate the nature and use of a Systemic semantic description, the area of modality in
English will be used. This area traditionally causes considerable problems for second-language
learners, particularly the meaning and use of modal verbs themselves. For comparison one
must look at Wilkins (1976: 40—41). It can be seen that Wilkins’ taxonomy is in essence a list,
although the numbering indicates more organisation than Brumfit allows. Formal realisations
are numerous and are examples only, and no semantic or stylistic differentiation is made
among them. Some of the semantic contrasts are embedded in running text. All of this makes it
difficult to base teaching on this taxonomy and renders the semantic analysis of error almost
impossible. (Gibbons and Markwick-Smith 1992: 39)

They then present Halliday’s (1985) description of the system of MopaLIty, and include
his system network, which we have presented here in an adapted version together
with a paradigm of examples: Figure 3. They comment on the advantage of the
systemic description of mopavity, or any system of language, over a list of notions —
even if it embodies some further organization; they write:

It can be seen that this is a system rather than a list, meeting one of Brumfit’s strongest
objections [to Wilkins’s notional syllabus, JA-H, CMIMM & WX]. It presents a clear picture of
the major choices available in the English modality system. An important difference from
Wilkins’ model is that several semantic choices must be made simultaneously in order to
arrive at a possible formal exponent [i.e. realization, JA-H, CMIMM & WX]. The left-to-right
axis is one of increasing semantic delicacy. In as far as the language system itself can predict
acquisition order (this must always be balanced against external demands and psycholog-
ical factors such a processing constraints), it would predict the acquisition of the left-hand
grosser distinctions before the right-hand more delicate semantic distinctions. (Halliday
1985: 39)

Based on these and other comments in their article, we can see the value of the
system network as a cartographic tool (see further Section 3.5); it gives us a very
clear and explicit map of the resources in the language - resources that second/
foreign language learners must gradually master. However, they then go on to
demonstrate additional value of the system network: they show that it can be used as
adiagnostic tool in the analysis of learner output — to “analyse error and absence” as
they put it (see further Section 3.2). Using system networks like that of MopaLity, it is
possible to analyse written (and of course also) spoken output by learners in order to
profile their selections (their choices of systemic options such as ‘modalization’ vs.
‘modulation’) — making possible a comparison with the output by native speakers
addressing the same tasks.

In their article, Gibbons and Markwick-Smith (1992: 43) report on the findings of
their analysis of two compositions:

In the two compositions by the Hong Kong learner, there is a noticeable and sometimes
inappropriate under-use of modality. Some areas of the modality system are reasonably
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clause
probability

he will have read for hours;
he probably read for hours

modalization ——»

iy — |

obligation

-ad for hours;
| heis able to read for hours

low median high

‘modal —<

Figure 3: Part of the system network of mopaLrry in English (adapted from Halliday and Matthiessen 2014).

represented however — she does not appear to have problems with adverbial exponents of
‘usuality’ — she uses often, never, always and seldom. Similarly, there are a number of correct
uses of explicit markers of modality, both objective e.g. it is possible that and subjective e.g.
think that, I find that. It is in the implicit area — in practice this usually means modal verbs —
that the problem is found. Notice, incidentally, the utility of the network display in detecting
both developed and underdeveloped areas. Although the learner is of intermediate standard
and has an extensive vocabulary, the only modal verb used correctly is can [...]. (Gibbons and
Markwick-Smith 1992: 43)

Once problems in learner output have been diagnosed systemically, one can move
on to a consideration of treatment, or “remedies”; Gibbons and Markwick-Smith
(1992: 44) comment: “Using the system network, then, we are able to show that
remedial treatment is required in the ‘subjective implicit’ expression of various
types of modality.” They then go on to suggest four stages in an “instructional cycle”
(Gibbons 1989): Stage 1 — Focussing > Stage 2 — Recognition > Stage 3 — Guided
practice > Stage 4 — Application. Throughout this staged process, the system
network can serve as a point of reference — a map of the resources to be taught and
learnt.

Having reviewed key characteristics of system networks as representations
of language as a resource for making meaning, a meaning potential, and briefly
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illustrated applications in L2 education, we will now examine seven areas of appli-
cation in some more detail.

3 Areas of application of system networks in L2
education

There are quite a number of actual and potential uses of system networks in L2 edu-
cation, as indicated in Table 1 above. We will touch on these uses, highlighting those that
have perhaps given the least attention in L2 education drawing on SFL, but which look
very promising as we move ahead in the next couple of decades — including the helical
return to contrastive linguistics (e.g. Lado 1957) in the service of L2 education but now
empowered by current SFL rather than American structuralist linguistics of the 1950s:
the conception of language as a resource for making meaning in context (a meaning
potential), the understanding of L2 learning as learning how to mean in a the second
language, the interpretation of learning how to mean in a second language supported by
the theory of the multilingual meaning potential.

3.1 Tracking language development systemically

System networks were first used in tracking L1 language development in longitudinal
case studies of young children “learning how to mean”, to use Halliday’s theoretically
informed formulation. They enabled researchers to track young children’s meaning
potential starting with the protolinguistic potential around the age of 5-8 months,
showing how they gradually expanded it and also how they re-arranged it before making
the transition into the mother tongue spoken around them sometime in their second year
of life. The application of system networks to tracking L2 language development is still
almost uncharted territory. Xuan’s (2015) longitudinal study is an isolated example of how
to track learners’ writing systemically. Because we believe that there is great potential for
further studies in this area, let us in this Section show how this has been done in L1
contexts so it may serve as a source of inspiration for potential application to L2 contexts.

In a pioneering longitudinal case study, Halliday (1975) initiated a systemic
analysis of one child’s, his son Nigel’s, language development from birth, making this
project a seminal work in the application of systemic theories to track language
learning progress. Halliday began his systematic examination of Nigel’s language
when Nigel was 9 months old, and it continued until he reached the age of 3.5 years.

Halliday collected 2.5 years of longitudinal data on Nigel’s language develop-
ment, documenting his transition from an infant to a fluent English speaker. He
examined various language functions and captured Nigel’s facial expressions,
vocalizations (both articulatory and prosodic), and gestural aspects of his body
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language. Halliday identified three phases of language development — Phase I
(protolanguage) > Phase II (transition from protolanguage to the mother
tongue) > Phase III (learning the mother tongue). They are summarized in Figure 4
below, together with critical “architectural” properties having to do with stratifica-
tion and functional organization.

Phase | Phase Il Phase Il
(transitional)
Content - expressi + (incl. =~ —> Content- (=form) - exp
vocabulary) ___:"-':::
il ol o= ~ ; . .
p as +Di Social meaning potential
individual
Functions = uses ———————— Functions = generalized ———— (1) Funcitons = abstract componets (2) Uses = social contexts
(each utterance one types of use of grammar (each utterance in some
function) (functions coming to be (each utterance plurifunctional) specific context of use)

combined)

Instrumental —_—
},h .

Regula(ory/ \..‘\
TSl " (Categorizable by reference
Interactional ) to theories of cultural
el + Textual o
pes transimission and
Personal = social learning)
\ ] i o2, ',' / o

Heuristic —————— (VET¢ /2057

(experiential)

Imaginative ;
+ Informative *
Phase | Phase Il Phase Il
[transitional]
tent i + (i ing —» cont £
vocabulary) :,\—; T
g pé - +dial Pkl I~
individual -
Py om. L Npesseaeay (s [ (i
INCTIONS = USES > FUNCTIONS = GENERAL- _|_,. FUNCTIONS=ABSTRACT USES=SOCIAL CONTEXTS
IZED TYPE OF USE COMPONENTS OF
) GRAMMAR
[each utterance one (functions coming [each utterance pluri- [each utterance in some
function] to be combined) functional) specific context of use]
Instrumental === | ————
8 =
Regulatory —====x_| - I é g §
Inlonclional< <.+ +textual — 4 1
Zw ®
Personal _=——~ ™ - .
2872
Heuristic —====""] 8522
— 8% §¢
Imaginative —===3 —— o088
-~ | 5258
+Informative= = — —t
Figure 7. The original developmental functions evolve, at one level, via i gories of ing, into the abstract functional com-
ponents of the linguistic system; and, at another level, into the social of linguisti

Figure 4: Summary of functional development (Halliday 1975: Figure 7).
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As shown in Figure 4, in Phase I, protolanguage, Halliday identified six func-
tions in the first phase of his son’s language development. These functions, derived
from children’s protolanguage use, are microfunctions. That is, they are separate
meaning potentials tied to particular contexts of use; they are mutually exclusive in
that Nigel selected options within one microfunction in its context or another —
at this stage, he was not able to mean more than one thing at the same time
(in other words, language was not plurifunctional; each utterance instantiated
one microfunction).

During Phase I, Nigel expanded his microfunctional meaning potentials, and
Halliday represented systemic snapshots of them at six-week intervals. We have
illustrated this for the interactional microfunctional meaning potential in
Figure 5, showing successive versions of this growing potential. As can be seen
from the successive versions, Nigel gradually elaborates the original options of
‘initiation’ and ‘response’, splicing in a less delicate distinction in the third version
(1,0 — 1 1/2), viz. ‘greeting-personalized’ versus ‘engagement’. In the final version
(1;3 - 1;4 1/2), there is an entirely new development: for ‘personalized’, Nigel
introduces a distinction in content between naming the person greeted (‘Anna’/
‘Mummy’/‘Daddy’) and the orientation (‘seeking’/finding’). These are the first
simultaneous systems in his protolanguage — a preview of the later metafunctional
simultaneity of experiential and interpersonal systems, and he creates this pos-
sibility by teasing apart articulation (naming the person) and prosody (orienta-
tion) within the expression plane. Thanks to the nature of representational power
of system networks, it is possible to bring out this very significant semogenic
development. It is also the nature of system networks as representations of
paradigmatic organization — the organization of language as resource - that
makes it possible to capture the continuity throughout the three phases of lan-
guage development.

During Phase II, the transition from protolanguage into the mother tongue
(16.5-18 months), Halliday discovered that the six microfunctions observed in the
first phase were transformed into two general macrofunctions: mathetic and
pragmatic. These still constituted distinct meaning potentials; i.e. Nigel either
chose options in the mathetic system network or in the pragmatic one, but this
functional generalization from the more specialized microfunctions paved the
way for the next phase, where the generalized macrofunctions were transformed
into more abstract, simultaneous, metafunctions. They can now be represented
as simultaneous systems in the units of language. During Phase II, Nigel devel-
oped an expanded vocabulary and emergent grammatical structure, and
improved language mastery, enabling him to control his surroundings through
language.
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Figure 5: Successive versions of Nigel’s interactional microfunctional meaning potential (based on

Halliday 1975).
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Figure 5: Continued.

Phase III (18 months onwards) marks the child’s language development tran-
sitioning to adult language. Based on his longitudinal case study of Nigel, Halliday
was able to show that the abstract metafunctions of post-infancy, adult language
actually emerged from earlier phases of functions, first microfunctions and then
macrofunctions.

From protolanguage to one-word utterances, short clauses, and ultimately fluent
language use, Halliday’s study of Nigel’s language development has been ground-
breaking in the field of systemic functional linguistics. The wealth of evidence and
empirical data gathered has laid the foundation for the theory of systemic functional
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linguistics and established this study as seminal in utilizing system networks to
analyse language development.

In addition to Halliday’s work, the idea of system networks has been applied to
the study of other young children learning how to mean, initially by Clare Painter
and Jane Torr (e.g. Torr 1997). Painter (1984, 1996, 2003) continued Halliday’s research
first in Painter (1984) and then in Painter (1996, 1999), where she followed her two
sons’ language development from 9 months to 4 years old showing how they learnt
through language as they were learning language. In Painter (2003), she examined
the development of the resources of appraisal. This study differs from Halliday’s in a
couple of respects. Firstly, she focuses solely on her sons’ interpersonal meaning-
making, narrowing down the research scope — more specifically, attitudinal
resources. Secondly, her study involves her two sons at different developmental
stages, ranging from 2 to 6 years old.

Painter’s study has successfully outlined her sons’ interpersonal meaning-
making development and contributed additional insights to Halliday’s original
work. For instance, children employ various semiotic resources to express their
attitudes at an early stage, even using their protolanguage to convey emotions.
Starting at the age of 2, children begin using judgement and appreciation to
evaluate their surroundings. After 2.5 years old, they employ a more nuanced set
of adjectives to express attitudinal meanings. Painter’s project systematically
maps out the attitudinal resources children develop during infancy and demon-
strates the effectiveness and intricacy of system networks for tracking language
development.

System networks have been proven useful for tracking language functions and
interpersonal meaning-making, such as the use of appraisal resources. At the same
time, they have been employed to track children’s development of ideational
grammatical metaphor. Thus, Derewianka (1995, 2003) continued this line of
research by investigating the metaphorical language development of her son, Nick.
She collected his writing samples from the ages of 8 to 13, focussing on the ontoge-
netic perspective of children’s language development. Derewianka discovered that
children only begin using metaphorical language in their writing once they enter
secondary school and start learning content courses, such as history.

Derewianka successfully summarized the development of ideational grammatical
metaphor in her son’s written language development. She applied the systemic idea to
categorize the grammatical metaphors collected in her study and compiled a list of
findings within the system of grammatical metaphor. This research supports Halliday’s
hypothesis that (ideational) grammatical metaphor emerges at a later stage in chil-
dren’s lives when they begin constructing knowledge during their learning journey.
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3.2 Diagnosing problems in L2 student texts

As we have seen, when we use system networks to track language development
during Phase I of learning how to mean, we represent successive versions of a
particular microfunctional meaning potential at certain intervals (Figure 4).
Consequently, the system networks change in the course of tracking the development
in order to represent successive states of the meaning potential. In contrast, when we
use system networks to diagnose problems in language learning — in L2 learning in
particular — we are likely to use a single system network as a reference description of
some area of the language such as SPEECH FUNCTION, MODALITY, TRANSITIVITY O INTONATION, and
use it to analyse learner output, either spoken or written. We thus use the system
network as a reference description of the L2 “target”. Against this reference network, we
can profile selections made by learners, bringing out patterns of usage in their output.
Naturally, we can interpret their patterns of selections as transitional states of their own
personalized learner potentials, representing their path towards the L2 system they are
trying to learn (This will very likely also include variation in the relevant realization
statements, as when L2 learners of English overuse do or be as Finite).

Using system networks to diagnose problems in L2 student texts is not a new
topic, and it has garnered increasing research attention in foreign/L2 language ed-
ucation. Various findings from different contexts have deepened our understanding
of the system network’s application in language education. For example, in Section 2,
we reviewed Gibbons and Markwick-Smith’s study (1992) based on the system of
MobALITY as a reference description of the resources in English.

Similarly, Xuan and Matthiessen (Forthcoming) analysed EFL learners’ use of
modal resources in a Chinese context. They applied the system of mopavity to study
writing tasks completed by two groups of Chinese EFL (English as a Foreign Lan-
guage) learners attending an elite high school in China. The term “elite” refers to the
school’s reputation for outstanding academic performance. The two groups of stu-
dents, representing different proficiency levels in their local system (secondary 3,
aged 14-15, and secondary 6, aged 16-18), were given the same writing prompt. The
authors hypothesized that secondary 6 students would demonstrate better mastery
of the system of modality in their writing and, therefore, mature and proficient use of
modal resources. However, the findings showed no significant differences in the use
of modal resources between the two groups. The frequencies of choices for the first
group are shown in Figure 6.

In other studies, Xuan (2015, 2018, 2022) employed the system of TransTIvITY,
specifically process TYPE and cIRCUMSTANTIATION, to examine Chinese EFL learners’ use of
process types and circumstances in their EFL writing from a longitudinal perspec-
tive. This study concentrated on the natural written output produced by EFL students
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Figure 6: Frequency of choices of options in the system of modality in English L2 writing by Chinese
high school students (based on Xuan 2015).

in China, with no interventions related to SFL made during the course of the
research. The study found that the use of process types exhibited registerial differ-
ences in these learners’ writing, although no significant progress was observed over
the one-year study period. Furthermore, the use of process types indicated students’
English proficiency levels, as the majority of processes employed in their writing
consisted of simple, concrete, and less delicate verbs. These findings offer valuable
insights for curriculum and material developers, emphasizing the importance of
incorporating system networks in their work.

Additionally, system networks have been utilized to evaluate the repertoire of
L2learners’ interlanguage and targetlanguage. Praxedes Filho (2013) examined the
use of academic English by non-native English speakers in a Brazilian context to
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understand how system networks can be employed to study the system of inter-
language, particularly in relation to their fossilization patterns. By comparing
the patterns of the L2 learners’ interlanguage with the target language repertoire,
they discovered that L2 learners’ interlanguage fossilization follows certain pat-
terns. This finding can be used to enhance the teaching and learning of L2
development.

These studies demonstrate that system networks can serve as diagnostic tools
to track and identify students’ learning outcomes and their meaning-making
repertoire regarding specific language resource systems. This research highlights the
potential of system networks in informing targeted instruction and promoting L2
learners’ language development.

3.3 Supporting sequencing in the curriculum of the learning of
the L2 meaning potential

So far, we have shown how system networks can be used to “monitor” learners as
they progressively learn how to mean, either by tracking successive stages or by
diagnosing potential problems at some particular stage of learning, typically in order
to intervene with remedial materials. However, system networks have also turned
out to be a significant guide to L2 educators as they develop learning materials and
even curricula. This is because system networks constitute maps of the L2 resources
students need to master to become proficient users.

System networks offer the possibility of organizing learning materials in a
sequential manner, progressing from simplicity to complexity. One example from the
literature is the German as a foreign/heritage language program at Georgetown Uni-
versity. Byrnes and her team adopted the Sydney School’s* genre classification system
into their curriculum, arranging texts and related lexicogrammatical resources to
support student learning (Byrnes 2009a, 2009b). This gradual complexity-building
pedagogic strategy was implemented effectively thanks to the comprehensive
description represented by the system network (Ryshina-Pankova 2015; Ryshina-Pan-
kova and Byrnes 2017). As a result, various lexicogrammatical resources from different
systems were taught systematically and incrementally, enhancing the teaching and
learning of German in the program. In contrast, the notional syllabus, a well-known
approach for organizing lexicogrammatical resources in foreign/L2 programs based on
communicative functions and conveyed notions, lacks systematicity, as it fails to

4 That is, the work by James R. Martin and his colleagues and students: see Rose (2012), Rose and
Martin (2012), Tann (2017).
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integrate system networks into the curriculum design (cf. the remarks by Gibbons and
Markwick-Smith 1992, cited as part of their work in Section 2 above).

System networks enable the contextual arrangement of linguistic resources.
For instance, Silvia Pessoa and her team at CMU (Carnegie Mellon University)
Qatar identified challenging linguistic resources from different systems based on the
curriculum and L2 students’ linguistic challenges (Miller and Pessoa 2018). They
combined these resources with a genre-based pedagogy in their program, mapping out
the linguistic resources that proved difficult for students when composing case ana-
lyses and argumentative essays. For example, they utilized the system of engagement
(e.g. Martin and White 2005) in historical texts and the system of macro/hyper theme
(e.g. Martin and Rose 2007) in argumentative writing (Miller and Pessoa 2016; Miller
et al. 2014). These applications have advanced the teaching of language across the
curriculum in the Middle Eastern context and underscore the importance of using
system networks to sequence linguistic resources in various contexts.

A curriculum sequenced with the system network approach can provide
learner-centred instruction. This method allows educators to tailor the curriculum to
address individual learners’ unique needs and challenges. As an example, Tong and
her team in a Hong Kong community college diagnosed linguistic challenges faced
by students and developed a series of specific writing courses (Tong et al. 2019). They
identified linguistic challenges in student writing and interviewed content teachers
who taught these students. Based on their empirical findings, they discussed
possible solutions with language instructors and eventually mapped out the chal-
lenges, developing out-of-class workshops to support these EFL learners in becoming
better writers in their profession.

In conclusion, the use of system networks in addressing language teaching
issues is not a new concept, but it has gained increasing popularity in the field.
Curriculum designers can benefit from integrating system network ideas into
their designs, as supported by numerous empirical findings.

3.4 Designing exercises based on options in system networks

As we have shown, when descriptions of languages are represented by means of
system networks, these networks can guide educators as they develop learning
materials and even curricula. Here they thus serve as maps of linguistic resources
that inform educational processes in the classroom, but as in the case of diagnostic
uses of system networks, they may remain entirely implicit for learners. However,
system networks can also serve as a direct powerful learning resource for L2
teachers and learners in the classroom.
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Since, as we have seen, system networks include the linguistic options available
to speakers, we can expect contextualized L2 teaching to benefit from the consid-
eration of such options at the time of, not only designing activities, but also selecting
the texts, whether written or spoken, articulating a given lesson. Of course, as is
widely held, L2 teaching texts are best when made up of authentic material (see, for
instance, Akbari and Razavi 2015). However, finding original texts which include
different options from a given system may not always be possible. In such
cases, following accepted practice in proficiency oriented L2 teaching methods
(see Liu 2016), the best solution would be to adapt authentic materials so as to include
in them realizations of the desired systemic options.

An alternative would be to create texts from scratch, provided one has the
necessary resources and/or narrative acumen (French in Action, a French as L2
method, is a nice example of this [Capretz et al. 2012]). In Arts-Hita (2016), an example
is provided of one such EFL lesson, together with the results from a satisfaction
survey carried out among 32 university students working with the lesson. In the
survey, students rated their learning experience 4 out 5, which is a good starting
point. Since SFL is the theoretical framework underpinning the design of that
learning unit, which addresses the system of MENTAL TRANSITIVITY, it can be expected to
lend itself quite readily to the inclusion of system networks. Arus-Hita (2008) makes a
first foray into the pedagogical use of system networks, in this case for the teaching of
modality. One example given there is the one shown in Figure 7, where a system
network is used for a review of the lexical realizations resulting from choices in the
system network of English mopaLity (see Figure 3).

NETWORK OF THE DAY: Complete the boxes:

( [~ probability } Modal:
MODALITY
»— usuality
TYPE } Modal:
|— obligation
L inclination } Modal:
dalit
e < VALUE __ [ high
I— median
low
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POLARITY
L negative

Figure 7: Use of a system network for reviewing English modality (Ards-Hita 2008: 374).
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In the same paper (i.e. Arus-Hita 2008), the following reasoning is given to
support the pedagogical use of system networks in FLT (Foreign Language Teaching):

system networks reflect choices that we actually make when we speak and L2 learners are,
unlike native speakers, aware of those choices. Native speakers make their linguistic choices in
an intentional yet automatic or unconscious way, which contrasts with the more or less
conscious way — depending on their proficiency level — in which foreign language speakers
make their choices. Therefore, provided that they avoid complex terminology, e.g. by using
probability instead of epistemic, system networks give learners the opportunity both to relate
the lexicogrammar to semantics and to recreate the mechanics of actual speech production.
(Arus-Hita 2008: 374)

Bringing students’ attention to the concept of choice in language can be an eye-
opener. Making them aware that they are constantly making choices in their own
mother tongue — sometimes rather consciously, as, e.g. when writing a term paper
or speaking in public — can foster an appreciation for the visual representation of
language as choice, i.e. system networks. At this point, it is important to stress that
we are not proposing the use of system networks as the main means of instruction.
The modality choices shown above, for instance, are best taught in the context of
real reading and writing, system networks arguably providing useful practice or
revision.

The example illustrated by Arus-Hita (2008) for the system of moparity can be
easily applied to other areas of the lexicogrammar. Ards-Hita (in preparation) gives a
detailed account of the use of system networks for the teaching of English menTAL
TRANSITIVITY, ot just for reviewing purposes but also for the actual teaching of that
area of the lexicogrammar. It goes without saying that system networks are best
exploited when integrated into a functionally motivated teaching unit, starting with
an adapted text in the way hinted at above.

Even if one may not feel comfortable using them explicitly when teaching a
foreign or second language, system networks can still be helpful. Thus, when
speaking of the use of system networks in L2 teaching, one does not necessarily
have to think of making learners work directly with them (see, however, the
following sections for the explicit use of system networks with learners). Rather,
system networks may be used as the driving force behind the design of certain
activities, as previously mentioned. For instance, a system network for modality
such as the one seen in Figures 3 and 7, above, or one for mental transitivity like the
one in Figure 8, below, may be used by instructors and/or teaching material de-
velopers as a guide to the different lexicogrammatical points to be covered in a
given lesson.
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Figure 8: English mental transitivity system network (after Matthiessen 1995: 256).>

Figures 9 and 10 show examples of an activity which draws on the options
available in the system network in Figure 8. In Figure 9, we can see that the activity
starts by offering access to an explanation of the lexicogrammar of mental processes
(notice the use of systemic terminology). That explanation is shown in Figure 10,
which tries to capture, among other things, the distinction among different mental
process types, as well as realizational specifications, from the system network
above. Coming back to Figure 9, the activities which learners are requested to carry
out, are intended for the practice of that very same lexicogrammar (see Arus-Hita [in
preparation] for a more detailed account).

5 Learners do not need to be exposed to the arguably complex terminology of the system network in
Figure 8, as can be seen in the exploitation illustrated in Figures 9 and 10. However, and to facilitate the
correct understanding of the system network to those readers not familiar with SFL, the following
clarifications may be helpful. Middle processes are those not having an Agent (e.g. [Senser/Medium:] 1
[Process:] like [Phenomenon/Range:] chocolate), while effective processes have an Agent (e.g. [Phenom-
enon/Agent:] chocolate [Process:] pleases [Senser/Medium:] me). The Senser, usually human, senses (i.e.
feels, likes, hears, knows, etc.) Phenomena, which can be realized by noun groups, as in thekid wants a
new toy, in which case the feature ‘phenomenal’ is chosen in the system, or by different kinds of clauses,
in which case the feature chosen is ‘hyperphenomenal’, as in I saw the kid playing with her new toy
(macrophenomenal) or thekid thinks that she deserves a new toy (metaphenomenal). For a more
detailed account of mental transitivity, see Halliday and Matthiessen (2014: §5.3).
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Lexicogrammar
3.A

[} .
Click here to learn about the lexicogrammar of mental processes

3B

Lexicogrammar practice

Now let's complete the following fragments of conversation that are typically heard in eating
establishments. Please use the same structure as the examples:

Ex.1. They/you/bring me a sandwich: They want you to bring me a sandwich.
Ex.2. I/you/bring me a sandwich: | would like you to bring me a sandwich.
Ex.3. I/you/behave better: | expect you to behave better.

Ex.4. I/you/like ice-cream: | see you like ice-cream.

Ex.5. I/you/like/her: | know you like her.

Ex.6. I/you/say that: I'm glad that you said that. (Note the second part is in the past).

iER. ok ek ey ef e} >

If you had problems with activity 2.A you may want to consult this extra lexicogrammatical explanation
and then do activity 3.C. If you did well, move on to section 4.

Figure 9: Lexicogrammatical activity based on the English mental transitivity system network.

Mental processes are those of knowing, learning, understanding, etc. (called ‘cognitive’), seeing, hearing,
feeling, etc. (called ‘perceptive), wanting, wishing, etc. (called ‘intentional’), and liking, hating, fearing, etc.
(called ‘emotive’). As we have learnt previously, these processes always have a Senser (that who knows, sees,
wants, likes, etc.) and, almost always, a Phenomenon (that which is known, seen, wanted, liked, etc.). Such is
the case in the cognitive | know a little English, the perceptive | saw a bright light, the intentional He wants
more water and the emotive She likes Spanish rice. We have seen these very same verbs involved in
projections of non-finite clauses (that is, clauses with their verbs in the infinitive or the gerund), such as |
saw him dancing, He wants to leave and | like skating. Here we look at how the different types of mental
processes project clauses realized with an expressed subject. These clauses can be a) finite clauses (that is,
clauses with a finite verb) such as | think I'll be there or | think he'll be there, or b)non-finite clauses (that is,
clauses with a verb in the infinitive or the gerund)such as he wants her to leave or I'd like you to stay.

There are four possibilities:

1. Cognitive and perceptive processes The most common nexus between both clauses is that (usually
omitted in speech and informal written English):

“I think/know/believe... (that) fish is the speciality in this restaurant.”
“I think/know/believe... (that) this pub is called The Red Hen.”
“I saw/heard/feel/know... (that) I'm going to have to pay the bill!"

“I saw/heard/feel/know... (that) you didn’t enjoy your meal.”

2. Intentional processes  If the subject is the same in both clauses, you tend to put to immediately after the
mental verb:

“He wants/'d like... to recommend you a starter.”
But if it is not, you add the subject, in the object form, before to:

“They want/'d like... him to make up his mind a bit faster.”
* Note: | want should be avoided, as it doesn't sound polite. Please use I'd like instead.

3. Emotive processes If the subject is the same in both clauses, you tend to use -ing after the verbal
Process:

“I like/love/adore/hate ... coming to this place.”

Figure 10: Lexicogrammatical explanation based on the English mental transitivity system network.
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3.5 Guiding L2 learners by means of system networks as
cartographic tools

We now turn to the more explicit uses of system networks in teaching-learning
processes. One such obvious use is their exploitation as cartographic tools for
guiding L2 learners. Yet before zeroing in on the use of system networks to guide
learners in their learning process, we can point out that SFL in general, and system
networks in particular, have been recognized as useful guiding tools in L2 instruc-
tion. There is a wealth of research on the use of SFL to train or assist language
instructors (e.g. Chappell 2020; Coffin et al. 2009; Gebhard 2010; Gebhard and Accurso
2023; McCabe 2025), some of it even using system networks to that purpose. A good
example of the latter is Flores Calvo (2021), where system networks of pedagogic
speech functions and pedagogic intermediations are provided, which may ultimately
be of great help for ESL (English as a Second Language)/EFL instructors to teach more
effectively. Flores Calvo’s network of pedagogical speech functions — based on the
combination of Halliday’s description of the semantic system of spEEcH FUNCTION
(Halliday and Matthiessen 2014) and Halliday’s (1993) three modes of language
learning (i.e. learning language, learning through language and learning about
language) in his notes towards a language-based theory of learning — allows us to
capture the different realizations unfolding in the ESL classroom dialogue (hence
‘pedagogical’) in the speech functions of both teachers and students (Flores Calvo
2021: 67-69). The network of pedagogical intermediations, in turn, seeks to capture
the different ways of scaffolding instructors’ knowledge so as to better help their
students in the learning process (Flores Calvo 2021: 369).

As seen, the research just mentioned focuses mainly on L2 instructor guidance.
There is, therefore, an important gap here, as no research exists specifically
addressing the use of system networks to guide students in their learning process.
It may be that there is a certain apprehension in the use of what might arguably be
considered not very transparent terminology and/or conventions associated with
SFL in general and system networks in particular. To address the former, scholars
have attempted to debunk the myth that SFL is too difficult a framework to be used in
educational contexts — see Playfair (2022); Raynor (2022); Monbec (2022). Monbec, for
instance, draws on work by the Sydney School (e.g. Martin 1998) to defend
the importance of recontextualizing the SFL discourse to adapt it to the teaching
environment. To address system network (convention) complexity, scholars have not
yet published specific proposals, but some SFL practitioners have tried to cope with
this issue in their classes by, for instance, using (simplified) fragments of system
networks, not whole networks. One such case is Mick O’Donnell, who uses simple
networks as road maps at the end of a topic representing the different kinds of things
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which learners have covered over the module, as a way for the students to see
quickly how the things they have learnt fit together, thus providing them with a
mental framework to organize their ideas (O’Donnell, personal communication).®

Picking up on the idea of using systems or simple networks rather than complex
comprehensive system networks, we can see how a system such as the one for MENTAL
TRANSITIVITY in Figure 6 above could be further simplified to guide students in the
process of learning the basic aspects of that area of the lexicogrammar enabling them
to carry out the activities detailed in Section 3.4. Figure 11, below, provides an
example of one such possible simplified version of a system network of MENTAL
transiTiviTy. This network foregrounds the bidirectionality of emotive processes
(i.e. like-type vs. please-type, see Halliday and Matthiessen 2014: 258), and may be
used, for instance, to ask students to explain the emoTIvE-TYPE System, giving examples
of each of the two types in the system. Different versions of this system network could
be used to focus on the lexicogrammar of the different mental types, thus providing
easy guidance in the learning process.

cognitive
desiderative
middle
mental %EPNJ AL-| emotive Eyp%WE_ [Senser/Medium.Phenomenon/Range|
effective
[Senser/Agent Phenomenon/Medium|
perceptive

Figure 11: A simplified system network of mMentaL TRansiTviTY foregrounding emotive lexicogrammar.

Reference works such as Matthiessen’s (1995) Lexicogrammatical Cartography
can be used by L2 instructors to find plenty of system networks to use either as they
are or adapted and simplified in the manner just shown. An easy way to create
simplified versions of system networks could be to use O’Donnell’s (2021) UAM
Corpus Tool, which provides a user-friendly interface for designing such systems,
including their realization statements seen in the boxes under middle and effective in
Figure 9 (these could have even been made more self-explanatory by using the labels
like-type and please-type, see Table 2 below). For those instructors not really wishing
to go into the trouble of creating system networks, an alternative option could be
presenting systems in tabular form, something often done in the SFL literature
(for instance, in Halliday and Matthiessen 2014 or in Matthiessen 1995). The tabular
representation of the system network in Figure 11 is shown in Table 2.

6 O’Donnell shared his opinion in an e-mail on May 14, 2023.
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Table 2: Tabular representation of a simplifies system network of MENTAL TRANSITIVITY.

MENTAL TYPE MENTAL SUB-TYPE

Cognitive

Desiderative

Emotive like-type (Senser/Medium; Phenomenon/Range)

please-type (Phenomenon/Agent; Senser/Medium)
Intentional

As alast idea before moving on to the next Section, system networks as learning
guiding tools may be used both synchronously and asynchronously. That is, they may
be used during face-to-face lessons or as part of a course’s autonomous workload. For
instance, once students have become accustomed to working with them, system
networks may be used in a blended-learning environment where different areas of
the lexicogrammar could be presented systemically for the interpretation of students
before the face-to-face session, where they would then apply the newly learnt con-
cepts to a number of tasks designed by the instructor.

3.6 Contrasting L1 and L2 resources based on multilingual
system networks

L2 teaching methods from mid-20th century onwards, when the grammar-
translation method started its decline, have for the most part discouraged the use
of the L1 in the teaching/learning process. It has been generally assumed, and
rightfully so, that (excessive) reliance on the L1 as the medium of instruction can
create a dependency on translation and thus hinder the development of fluency
(Larsen-Freeman and Anderson 2013). This has led L2 methodologists and
researchers to advocate the use of L2 as the primary means of communication,
so as to foster the ability to think and interact directly in the target language
(see Lightbown and Spada 2013).

While it is easy to agree that excessive reliance on the L1 is not the ideal way to
learn a L2, since the lexicogrammatical patterns of the former are bound to impinge
onto those of the second, it is still possible to see how the contrast of L1 and L2
resources may be beneficial to learners when used as a complement, not as the basis
of teaching. System networks may be used to raise awareness in learners of those
areas of the lexicogrammar where languages show sharp contrasts as well as, and
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perhaps most interestingly, those areas where the potential is largely shared but
there are some minor differences that, unless heeded, are likely to result in negative
language transfer, i.e. “when differences between the two languages structures lead
to systematic errors in the learning of the second language and to transfer native
language into the second language” (Sam 2013).

The affordances of system-network-based multilingual approaches have been
explored in other areas of linguistic research. Bateman et al. (1999), for instance,
propose the reuse of linguistic description in the context of automatic multilingual
generation. The authors claim that “The effort involved in constructing particular
language descriptions is very high, and such reusability offers considerable po-
tential savings” (Bateman et al. 1999: 636). Although automatic language genera-
tion and L2 teaching/learning may be regarded as two very distant fields, we do
not need to overstretch our imagination to see that the same savings may be
achieved if, by comparing system networks of specific areas, learners become
aware of all the reusable potential and focus on those aspects that require
maximum learning effort. Supporting this multidisciplinary view of the affor-
dances of multilingual approaches, Matthiessen (2018: 108) writes: “The notion of
multilingual meaning potential is needed to describe how speakers learn addi-
tional languages, how they switch between languages in the exchange of mean-
ings or even mix them, or how they reconstrue meanings as they translate or
interpret text”.

Matthiessen (2015) provides the following explanation of multilingual system
networks, before moving on to producing some nice examples for English and Chi-
nese as well as for English, Korean and Chinese, reflecting commonalities and
specificities in different areas of the lexicogrammar:

The notion of a multilingual meaning potential combines Halliday’s (e.g. 1973) conception of a
language as a meaning potential — what a speaker can mean, his or her resources for making
meaning — with multilingualism: what a speaker can mean in two or more languages, or, by
another step, what members of a multilingual community can mean collectively in two or more
languages. Such a multilingual meaning potential can be represented by means of a multilingual
system network. In a multilingual system network, the systems of the languages being repre-
sented are unified, but they are unified in such a way that the internal integrity of each language
is preserved. (Matthiessen 2015: 5)

Let us see an example of how multilingual system networks may help raise learners’
awareness of specific L1-L2 contrasts in a way that may be beneficial to their
learning. Arus-Hita and Lavid (2001), in a contrastive description of relational
transitivity in English and Spanish, provide the general system network in Figure 12,
valid for both languages.
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existence
existenctial Ex: .n0m. group
™ (middle) Subi: 0; Process: haber
existence plus
+Ex
Ex: Subject
Process: aparecer, estar.. rpseudo-effective

transitive—I»

Leffective
TYPE OF — attributive ———

BEING
_RELA- middle
ergative ———|
TIONAL effective
+A—-d+P+A-n
——— identifying IDENTIFICATION ~  — decoding
~ (effective) DIRECTION
Tk/I-d
+Tk+VI1 VI/I-r
+l-r+1-d
encoding
Tk/I-r
VI/I-d
— assigned
_
TYPEOF [ ™M™V g
RELATION possessive
circumstantial
L_non assigned

The abbreviations should be read as follows: C = Carrier; P = Process; A = Attribute; A-r = Attributor; A-n
= Attribution; A-d = Attributed; Tk = Token; V1 = Value; I-d = Identified; I-r = Identifier; As-r = Assigner.

Figure 12: Relational transitivity network for English and Spanish (Arts-Hita and Lavid 2001: 70).”

While this system network may be argued to be too complex to work with in an L2
teaching context, one could simplify it to adjust it to the needs of learners. Or the instructor
may draw their attention to specific paths within the network so as to show relevant

7 Readers unfamiliar with SFL will find a detailed explanation in Arts-Hita and Lavid (2001). Let us,
however, provide some very basic notes here: intensive processes are non-reversible, e.g. [Carrier/Medium:]
Peter [Process:] is [Attribute/Range:] tired, whereas identifying processes are reversible, thus [Token/
Identified/Agent:] Peter [Process:] is [Value/Identifier/Medium:] the best player or [Token/Identifier/Me-
dium:] The best player [Process:] is [Value/Identified/Agent:] Peter. Both attributive and identifying process
may be intensive (processes of being), possessive (processes of having) or circumstantial (processes of being
at, about, etc.). Distinctions such as transitive versus ergative or the addition of a pseudo-effective category
are made and justified by Artis-Hita and Lavid (2001) but are not essential for this very sketchy explanation
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aspects. Let us say that the instructor takes his/her learners through the following path
(from Arus-Hita and Lavid 2001: 71): (relational: expanding: attributive & intensive &
transitive & pseudo-effective), which would explain both English (1) and Spanish (2):

4] The grass is green
2) La hierba estd verde

The instructor would of course have to explain the different selections as they navigate
across the network — which incidentally may make learners reflect upon all the choices
they make while speaking. Now this would raise the inescapable issue of ser versus
estar in Spanish, from the perspective of English-speaking learners of that language.
And this is where comparing multilingual (bilingual, in this case) system networks can
be very informative. Understanding the use of estar in (2), above, is not very compli-
cated if a slightly more delicate system is used, such as the one in Figure 13 (also from
Arus-Hita and Lavid 2001: 74), which includes the features ‘class’ and ‘state’ ultimately
responsible for the lexical realizations ser and estar, respectively.

mental apparent

reality 4{ .
attributive realized*
|: —phase
identifying — inceptive*

. time ——p|
relational —
intensive +Attribution
Attribution/
possessive /Medium
circumstantial .
— durative
class*
— as Process

non phase [— quality*—3»-

L— as Attribute
state*®
quantity —pm-weight

measure
cost¥...

benefactive
BENE-

* >
FACTION non benefactive

Figure 13: Delicate system network of relational transitivity, with a focus on attributive intensive
potential to foreground specificities of Spanish.

of the system network. For a more detailed account of relational transitivity, see Halliday and Matthiessen
(2014: §5.4)
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What the system in Figure 13 shows is actually quite close to the commonsense
explanation typically given for differentiating ser and estar in Spanish, i.e. the
former expresses pertaining to a certain class whereas the latter indicates a given
state. Not so easy, however, to understand by learners of Spanish asa L2, or to explain
by their instructors or textbooks, are the uses of these lexical realizations in the case
of attributive circumstantial clauses. While these clauses are typically identified with
estar, one of whose uses is typically associated with indicating location, there are
realizations such as (3) which can prove a challenge to explain and/or understand,
given that they express location but use ser, not estar. System networks can again
be of great help here. The one in Figure 14 shows the delicate system network of
Spanish attributive circumstantial transitivity, with specification of the options
‘event’ (e.g. a party, a movie, a sports match [...]) and ‘matter’ (a house, a person, a
cinema, a stadium [...]), as part of ‘spatial’. If the former is selected, i.e. if the path
(relational: expanding: attrib. & circumst. & transitive & pseudo-effective: circum-
stance as participant: spatial: event) is followed, the Process is realized as ser, as in
(3). If the path chosen is (relational: expanding: attributive & circumstantial &
transitive & pseudo-effective: circumstance as participant: spatial: matter), the
clause will have estar as a Process (4).

mental
event*
— spatial ——» [
attributive —
identifvi — circumstance
SRR s » temporal
relational ) ) participant
— intensive —
+— possessive comparative
L— circumstantial -
spatial*
circumstance
L as > temporal*
Process

comparative

*

benefactive
BENE-
—>

FACTION non benefactive

Figure 14: Delicate system network of relational transitivity, with a focus on attributive circumstantial
potential foreground specificities of Spanish.
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3 La fiesta es en casa de Luis (‘The party is at Luis’ place’)

4) cY donde estd la casa de Luis? (‘And where is Luis’ place’)

It should be noticed that, for the explanation of how multilingual system networks
and the more delicate language-specific one can help L2 instruction, no system
networks have been created ad hoc. These have rather been recycled, so to speak,
from an existing publication (i.e. Arus-Hita and Lavid 2001). This has been done
intentionally, to show that L2 instructors do not need to learn how to design system
networks (although it might always help). It is often possible to reuse already
existing networks in the literature. There are several descriptive works of different
languages which can serve as resources for the retrieval of system networks. EFL
instructors, for instance, can find plenty of them in Matthiessen (1995), which can
be compared with system networks retrievable from descriptions of other lan-
guages such as Spanish (Lavid et al. 2010), French (Caffarel-Cayron 2006), or Jap-
anese (Teruya 2007), to mention but a few of the wide array of language
descriptions existing in the SFL literature, several of which can be found in Caffarel
et al. (2004).

As alast note, it is also worth mentioning the possibility of using multilingual
system networks for the identification of cross-linguistic differences whose moti-
vation is found beyond the lexicogrammar. We will not delve into this important
topic here, but will simply bring up the example given by Matthiessen (2018: 106) in
relation to one of the uses of the English imperative, and the heed that should be
paid by English speakers when learning other languages: “Thus, in English, the
‘imperative’ is perfectly fine in the appeal segment of advertisements (realizing an
‘exhortative command’), as in For a free brochure, simply fill in the coupon or phone
IBM Direct on 008 622 437, but in Chinese and Japanese, this would be a very
marked option or even an impossible one”. In this case, multilingual system net-
works would have to reflect not only the lexicogrammatical potential but also
choices available within a given register (functional variety of the language) within
a certain setting of the contextual parameters of field, tenor and mode. A first step
would be, as explained above, to find the relevant systems in the existing litera-
ture — in this case on English and Chinese or Japanese — for the illustration of
choices at both levels and how they co-select, and, if everything not found, create
basic system networks reflecting the key features involved in the desired contrast.
As said above, this can be done by means of user-friendly software such as
O’Donnell’s (2021) UAM Corpus Tool.
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3.7 Supporting advanced L2 learners expanding their L2 uses
by adding translation skills drawing on multilingual system
networks

In the previous subsection, we dealt with the use of system networks for
contrastive purposes in L2 instruction, and we will now be looking at some-
thing along similar lines yet with a focus on more advanced levels of profi-
ciency.® It is at this level that translation may arguably be claimed to no longer
pose a threat to effective communication in L2 (compare Section 3.5, above) but,
in contrast, actually be of assistance to learners in the comprehension of cross-
linguistic nuances and in the mastery of new linguistic skills (see Cook 2010;
KoroSec 2013; Leonardi 2010, about the benefits of translation as a language
learning tool at an advanced level). As befits the topic of this paper, the L2-
-learning-oriented translation practices here discussed will be based on system
networks.

Translation studies have a long tradition in SFL (see Wang and Ma 2021), from
early works by Halliday (1962, 1992b), Catford (1965), or Ventola (1995, 1996) to
more recent work by Manfredi (2014), Kunz et al. (2014), or Hansen-Schirra et al.
(2012), to name but a few. This includes research on the role of system networks in
translation. Matthiessen (2014: 317), for instance, looks at the system networks of
mopaLiTy of the source English and the target German in a translation of Alice’s
Adventures in Wonderland to show the modal choices made in each language to
express the same meanings. This allows Matthiessen to claim “that certain se-
lections are retained in the target language [...] whereas other selections are
shifted”. We can imagine L2 instructors showing intermediate-to-advanced
learners translation extracts reflecting lexicogrammatical contrasts known to
be problematic even at high levels of proficiency and then providing the system
networks involved (in the source and the target language) so learners can see the
potential available for each language and the actual choices made in that partic-
ular instantiation. The class could then discuss other potential choices that have
not been activated but could have, and the implications with respect to other
choices. Alternatively, if it is not easy for the instructor to get hold of the system
networks needed, ad hoc networks could be collaboratively created based on the
textual instances discussed.

8 At least not beginners: we could tentatively say from CEFR Bl onwards (See Council of Europe
[2001] for the levels of the Common European Framework of Reference for Languages).
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As an example, let us take the English clause (5) and its German translation (6),
which learners at around Bl may be expected to be able to produce. This pair
illustrates the different order of circumstantial elements in English and German,
where the former usually has place.time, i.e. [circumstance: place] at the restaurant
[circumstance: time] late in the evening, and the latter time.place, i.e. [circumstance:
time] spdt am Abend [circumstance: place] im Restaurant. The mere comparison of (5)
and (6) will no doubt serve to raise the point, and some students may keep this
contrast in mind. However, it could be argued that a visual representation of the
different potentials of each language may leave a longer-lasting impression in the
learners - if only because more time and cognitive effort will be devoted to the issue.
The instructor could then draw a very basic network with a system of cIRCUMSTANTIAL
TrANSITIVITY as Well as one for recursivity (see Figure 15) and have the learners go
through the paths associated with each of the two realizations. This would require
them to first choose ‘place’ for English and ‘time’ for German, then go through the ‘go
to’ feature in recursivity, and finally do the reverse selection, i.e. ‘time’ for English and
‘place’ for German. They could also be asked to provide the realization statements
corresponding to the selections made, i.e. [circumstance: place]. [circumstance: time]
for English and [circumstance: time]. [circumstance: place] for German. The practice
would of course be more meaningful if then completed with the use of a more general
system network of transitivity with all the choices necessary for the generation of
each clause.

(5) The group arrived at the restaurant late in the evening.

(6) Die Gruppe kam spdt am Abend im Restaurant an.

raccompaniment
Fmanner
rinstrument
behalf

rHime

clause [place

CIRCUMSTANTIAL-
TYPE

RECURSIVITY [S'fOD
go_to

|Back to CIRCUMSTANTIAL TYPE|

Figure 15: System network for the practice of the generation of circumstantial transitivity in English and
German (drawn with UAM Corpus Tool [0’Donnell 2021]).
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One can only but imagine the endless possibilities of the kind of activity just sug-
gested. Any conflictive cross-linguistic issue may be discussed and systematized in
the L2 classroom — including the virtual classroom in blended models. And there are
also possible variations to the procedure explained here. Halliday (2013: 149), for
instance, suggests looking at wrong — or, at least, questionable — translations to identify
the moment in the system network when the arguably infelicitous choice was made —
this he calls “pinpointing the choice”. Asking L2 learners to pinpoint the choice(s)
motivating questionable translations and suggest alternative choices for more felici-
tous versions in the target language may provide effective linguistic practice for the
development of L2 proficiency. In a way, as we have seen throughout the whole of
Section 3, the limits in the use of system networks in L2 teaching are to a large extent
set by the imagination of the instructors or methodologists resorting to them.

4 Conclusions

Fundamental to all L2 education informed by SFL is the nature of language as
resource (rather than as rule) — a resource for making meaning, or a meaning
potential in systemic functional terms. The nature of language as a meaning making
resource is brought out most clearly and explicitly when we represent it by means of
system networks, showing the options in meaning, wording and sounding that L2
learners have at their disposal as they learn how to mean in the new language, and
gradually master its immense resources. Thus system networks enable us to high-
light all the different facets and phases of learning how to mean in a new language,
and to support the development of pedagogy for L2 education by grounding it in the
nature of language itself as a huge network of options in meaning, thus taking into
account the unique properties of learning language (as opposed to learning subject
or disciplinary knowledge through language).

In light of the above, this paper set out with an agenda to demonstrate the power
of system networks in L2 education. To that end, we first presented system networks
as they are conceived of within the SFL framework, their value in the representation
of language as a meaning potential and a first foray into their role in the study of
language learning. Once the main characteristics of system networks had been
reviewed and their potential appliability to L2 education had been established, we
moved on to show specific areas of application. We thus have seen that system
networks may be helpful for tracking language development, diagnosing problems in
L2 texts, developing L2 learning materials and curricula, designing exercises, guiding
L2learning in the manner of cartographic tools and contrasting L1 and L2 resources,
including the possibility of resorting to translation skills.
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The description of all the possible applications of system networks to L2
education represents an arguably important novelty in the fields of SFL and L2
education as well as opening up a wide range of opportunities for future research
and implementation. Each of the uses described in this paper is applicable to
different areas of the lexicogrammar, whether ideational, or interpersonal, or tex-
tual, or combinations of these, not to mention the affordances that the use of system
networks representing extra-linguistic potential — e.g. choices available within field,
tenor and mode at the level of the context of situation — may bring to contextualized
L2 teaching (see, e.g. Derewianka and Jones [2016]; Omaggio [2001], to mention but
two among the plurality of references stressing the importance of teaching L2 in
context). And all of this extensible to any L2 object of study — and eventually to a
myriad of possible L1/L2 combinations: a truly vast repertoire of gaps to be filled.

With the exception of the short introductory illustration showing how
phonetic/phonological system networks can be used to help students engage in
phonetic yoga as they try to master the sounds of their L2, all examples in the paper
have been taken from areas of lexicogrammar, in particular the systems of mopaLTy
and TransiTivity. However, system networks within the other strata of language —
semantics and phonology (or graphology) — can be used in very similar ways, as can
system networks located within the context in which the students’ L2 is “embedded”,
as said above. In addition, there is one interesting possible use of semantic
system networks that is unique to them since semantics serves as the interface
between language and what lies outside language. This has been explored in
systemic functional research for particular situation types within contexts: Halliday
(e.g. 2003 [1972]) and other systemic functional linguists (e.g. Patten 1988) have
described the semantics system networks tailored to particular situation types,
e.g. the semantics of maternal control of young children; and they have included
explicit lexicogrammatical realization statements, thus showing what areas of
lexicogrammar need to be accessed.

Semantic system networks represent specific uses of the overall semantic sys-
tems, and they bring out the strategic nature of semantics — the strategies of meaning
for solving some specific contextual problem like controlling a young child’s
behaviour. Such strategic semantic system networks could be used in L2 education.
For example, it would be possible to develop semantic system networks character-
ising the strategies L2 learners need to accomplish contextually defined tasks such as
introducing themselves, evaluating a product such as a movie, complimenting a
fellow student, describing their home, citing academic work in a research paper.
Such register-specific semantic System networks could also help bridge the gap
between contextual approaches, i.e. approaches based on communicative needs,
tasks or genres, and the lexicogrammatical resources that they need.
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In conclusion, this paper has attempted to build a bridge between the existing
literature on system networks, including the limited amount of work relating these
to L2 education, and the exciting future that may be brought about by the integration
of these networks into L2 teaching practices. We hope that the ideas and examples
given in the previous pages have succeeded in demonstrating the synergies that this
integration may achieve. Future, ideally near-future, research and/or reports on
teaching practices will reveal whether the L2 education community picks up the
gauntlet that we are hereby throwing down.

References

Akbari, Omid & Azam Razavi. 2015. Using authentic materials in the foreign language classrooms:
Teachers’ perspectives in EFL classes. International Journal of Research Studies in Education 5(2).
105-116.

Arus-Hita, Jorge. 2008. Teaching modality in context: A sample lesson. Odense Working Papers in Language
and Communication 29. 365-380.

Arus-Hita, Jorge. 2016. Virtual learning environments on the go: CALL meets MALL. In Antonio Pareja-Lora,
Cristina Calle-Martinez & Pilar Rodriguez-Arancén (eds.), New perspectives on teaching and working
with languages in the digital era, 1-10. Dublin: Research-Publishing.net. (accessed 6 June 2023).

Arus-Hita, Jorge. 2022. Teaching mental transitivity to EFL learners: A blended-learning proposal.

Paper presented at the 47th International Systemic Functional Congress (ISFC 47) as part of a
colloquium, System networks as a resource in language education organized by Winfred Xuan &
Christian M.I.M. Matthiessen, Shenzhen University, July 25-27.

Arus-Hita, Jorge. In preparation. Teaching mental transitivity to EFL learners: A blended-learning proposal.
International Review of Applied Linguistics in Language Teaching.

Arus-Hita, Jorge & Julia Lavid. 2001. The grammar of relational processes in English and Spanish:
Implications for machine-aided translation and multilingual generation. Estudios Ingleses de la
Universidad Complutense 9. 61-79.

Bateman, John A,, Christian M. I. M. Matthiessen & Licheng Zeng. 1999. Multilingual language generation
for multilingual software: A functional linguistic approach. Applied Artificial Intelligence: An
International Journal 13(6). 607-639.

Brumfit, Christopher J. 1979. Notional syllabuses - a reassessment. System 7(2). 111-116.

Bunch, George C. & Kara Willett. 2013. Writing to mean in middle school: Understanding how second
language writers negotiate textually-rich content-area instruction. Journal of Second Language
Writing 22(2). 141-160.

Byrnes, Heidi. 2009a. Instructed foreign language acquisition as meaning-making: A systemic functional
approach. Linguistics and Education 20(1). 1-79.

Byrnes, Heidi. 2009b. Systemic-functional reflections on instructed foreign language acquisition as
meaning-making: An introduction. Linguistics and Education 20(1). 1-9.

Byrnes, Heidi, Hiram H. Maxim & John Norris. 2010. Realizing advanced foreign language writing
development in collegiate education: Curricular design, pedagogy, assessment. The Modern
Language Journal 94(Supplement). 1-235.

Caffarel-Cayron, Alice. 2006. A systemic functional grammar of French: From grammar to discourse. London:
A&C Black.



46 — Arls-Hitaetal DE GRUYTER MOUTON

Caffarel, Alice, James R. Martin & Christian M. I. M. Matthiessen (eds.). 2004. Language typology:
A functional perspective. Amsterdam: John Benjamins.

Capretz, Pierre ., Barry Lydgate, Béatrice Abetti & Marie-Odile Germain. 2012. French in action. A beginning
course in language and culture: The Capretz method, 3rd edn. New Haven & London: Yale University
Press.

Catford, John C. 1965. A linguistic theory of translation. London: Oxford University Press.

Catford, John C. 1977. Fundamental problems in phonetics. Indiana: Indiana University Press.

Chappell, Phil. 2020. A functional model of language for language teacher education. In
Dario Luis Banegas (ed.), Content knowledge in English language teacher education: International
experiences, 29-48. London: Bloomsbury.

Cheng, Fei-Wen & Miao-chin Chiu. 2018. Scaffolding Chinese as a second language writing through a
Systemic Functional Linguistics approach. System 72. 99-113.

Chomsky, Noam. 1965. Aspects of the theory of syntax. Cambridge, MA: MIT Press.

Coffin, Caroline, Jim Donohue & Sarah North. 2009. Exploring English grammar: From formal to functional.
London: Routledge.

Cook, Guy. 2010. Translation in language teaching: An argument for reassessment. Oxford: Oxford University
Press.

Council of Europe. 2001. Common European framework of reference for languages: Learning, teaching,
assessment. Cambridge: Cambridge University Press.

Derewianka, Beverley. 1995. Language development in the transition from childhood to adolescence: The role
of grammatical metaphor. Sydney: Macquarie University PhD thesis.

Derewianka, Beverley. 2003. Grammatical metaphor in the transition to adolescence. In
Anne Marie Simon-Vandenbergen, Miriam Taverniers & Louis Ravelli (eds.), Grammatical metaphor:
Views from systemic functional linguistics, 185-220. Amsterdam: John Benjamins.

Derewianka, Beverly & Pauline Jones. 2016. Teaching language in context, 2nd edn. New York: Oxford
University Press.

Flores Calvo, Laura. 2021. Ensamble multimodal y oportunidades de aprendizaje de la oralidad en clases de
inglés como lengua extranjera. El caso de la educacion media uruguaya y el Plan Ceibal en Inglés
[Multimodal ensemble and oral learning opportunities in English as a foreign language classes. The
case of Uruguayan secondary education and the Plan Ceibal in English]. Santiago de Chile: Pontificia
Universidad Catdlica de Chile PhD thesis.

Gardner, Sheena. 2017. Systemic functional linguistics and genre studies. In Tom Bartlett &

Gerard O’Grady (eds.), The Routledge book of systemic functional linguistics, 473-488. London:
Routledge.

Gebhard, Meg. 2010. Teacher education in changing times: A systemic functional linguistics (SFL)
perspective. TESOL Quarterly 44(4). 797-803.

Gebhard, Meg & Kathryn Accurso (eds.). 2023. In pursuit of a multilingual equity agenda: SFL teacher action
research. London: Routledge.

Gibbons, John. 1989. Instructional cycles. English Teaching Forum 27(3). 6-11.

Gibbons, John & Victoria Markwick-Smith. 1992. Exploring the use of a systemic semantic description.
International Journal of Applied Linguistics 2(1). 36-50.

Halliday, Michael A. K. 1962. Linguistics and machine translation. Zeitschrift fiir Phonetik, Sprachwissenschaft
und Kommunikationsforschung 15(1-2). 145-158.

Halliday, Michael A. K. 1973. Explorations in the functions of language. London: Edward Arnold.

Halliday, Michael A. K. 1975. Learning how to mean: Explorations in the development of language. London:
Edward Arnold.

Halliday, Michael A. K. 1985. An introduction to functional grammar. London: Edward Arnold.



DE GRUYTER MOUTON Uses of system networks in L2 education =—— 47

Halliday, Michael A. K. 1992a. A systemic interpretation of Peking syllable finals. In Paul Tench (ed.), Studiies
in systemic phonology, 98-121. London: Pinter.

Halliday, Michael A. K. 1992b. Language theory and translation practice. Rivista Internazionale di Tecnica
della Traduzione 0. 15-25.

Halliday, Michael A. K. 1993. Towards a language-based theory of learning. Linguistics and Education 5(2).
93-116.

Halliday, Michael A. K. 2002 [1966]. Some notes on ‘deep’ grammar. In Jonathan J. Webster (ed.), On
grammar: Vol. 1in the collected works of M.A.K. Halliday, 106-117. London: Continuum.

Halliday, Michael A. K. 2003 [1972]. Towards a sociological semantics. In Jonathan J. Webster (ed.), On
language and linguistics: Vol. 3 in the collected works of M.A.K. Halliday, 323-354. London: Continuum.

Halliday, Michael A. K. 2003 [1977]. Ideas about language. In Jonathan J. Webster (ed.), On language and
linguistics: Vol. 3 in the collected works of M.A.K. Halliday, 92-115. London: Continuum.

Halliday, Michael A. K. 2005 [1970]. Functional diversity in language, as seen from a consideration of
modality and mood in English. In Jonathan J. Webster (ed.), Studies in English language: Vol. 7 in the
collected works of M.A.K. Halliday, 164-204. London: Continuum.

Halliday, Michael A. K. 2007 [1978]. Is learning a second language like learning a first language all over
again? In Jonathan ). Webster (ed.), Language and education: Vol. 9 in the collected works of M.A.K.
Halliday, 174-193. London: Continuum.

Halliday, Michael A. K. 2013. Pinpointing the choice: Meaning and the search for equivalents in a translated
text. In Jonathan ). Webster (ed.), Halliday in the 21st century: Vol. 11 in the collected works of M.A.K.
Halliday, 143-154. London: Bloomsbury.

Halliday, Michael A. K. & Christian M. L. M. Matthiessen. 2014. Halliday’s introduction to functional grammar,
4th edn. London: Routledge.

Hansen-Schirra, Silvia, Stella Neumann & Erich Steiner. 2012. Cross-linguistic corpora for the study of
translations: Insights from the language pair English-German. Berlin: Mouton De Gruyter.

Hornby, Albert S. 1954. Guide to patterns and usage in English. London: Oxford University Press.

Hymes, Dell. 1966. Two types of linguistic relativity. In William Bright (ed.), Sociolinguistics, 114-158. The
Hague: Mouton.

Kashyap, Abhishek K. 2019. Language typology. In Geoff Thompson, Wendy L. Bowcher, Lise Fontaine &
David Schéntal (eds.), The Cambridge handbook of systemic functional linguistics, 767-792. Cambridge:
Cambridge University Press.

Korosec, Melita K. 2013. Translation in foreign language teaching. New Horizons in Translation Research and
Education 1. 61-74.

Kunz, Kerstin, Elke Teich, Silvia Hansen-Schirra, Stella Neumann & Peggy Daut (eds.). 2014. Caught in the
middle - language use and translation: A festschrift for Erich Steiner on the occasion of his 60th birthday.
Saarbriicken: Universaar - Saarland University Press.

Lado, Robert. 1957. Linguistics across cultures: Applied linguistics for language teachers. Ann Arbor: The
University of Michigan Press.

Larsen-Freeman, Diane & Marti Anderson. 2013. Techniques and principles in language teaching. Oxford:
Oxford University Press.

Lavid, Julia, Jorge Arus & Juan R. Zamorano-Mansilla. 2010. Systemic functional grammar of Spanish:

A contrastive study with English. London: A&C Black.

Leonardi, Vanessa. 2010. The role of pedagogic translation in second language acquisition: From theory to
practice. Bern & Berlin: Peter Lang.

Liardét, Cassi L. 2013. An exploration of Chinese EFL learner’s deployment of grammatical metaphor:
Learning to make academically valued meanings. Journal of Second Language Writing 22(2). 161-178.



48 —— Arls-Hitaetal. DE GRUYTER MOUTON

Liardét, Cassi L. 2016. Grammatical metaphor: Distinguishing success. Journal of English for Academic
Purposes 22.109-118.

Lightbown, Patsy M. & Nina Spada. 2013. How languages are learned, 5th edn. Oxford: Oxford University
Press.

Liu, Jiangfeng. 2016. Adaptation of authentic materials in English listening comprehension classes. Theory
and Practice in Language Studies 6(9). 1774-1779.

Manfredi, Marina. 2014. Translating text and context: Translation studies and systemic functional linguistics.
Vol. 2: From theory to practice, 2nd edn. (Quaderni del CeSLiC. Functional grammar studies for
non-native speakers of English). Bologna: Centro di Studi Linguistico-Culturali (CeSLiC).

Martin, James R. 1998. Linguistics and the consumer: The practice of theory. Linguistics and Education 9(4).
411-448.

Martin, James R. 2013. Systemic functional grammar: A next step into the theory - axial relations. Chinese
translation and extensions by Pin Wang & Yongsheng Zhu. Beijing: Higher Education Press.

Martin, James R. & David Rose. 2007. Working with discourse: Meaning beyond the clause. London:
Continuum.

Martin, James R. & Peter R. R. White. 2005. The language of evaluation: Appraisal in English. London & New
York: Palgrave Macmillan.

Matthiessen, Christian M. I. M. 1995. Lexicogrammatical cartography: English systems. Tokyo: International
Language Sciences Publishers.

Matthiessen, Christian M. I. M. 2014. Choice in translation: Metafunctional consideration. In Kerstin Kunz,
Elke Teich, Silvia Hansen-Schirra, Stella Neumann & Peggy Daut (eds.), Caught in the middle -
language use and translation: A festschrift for Erich Steiner on the occasion of his 60th birthday, 271-333.
Saarbriicken: Universaar, Saarland University Press.

Matthiessen, Christian M. I. M. 2015. Reflections on “Researching and Teaching Chinese as a Foreign
Language”. Researching and Teaching Chinese as a Foreign Language 1(1). 1-27.

Matthiessen, Christian M. I. M. 2018. The notion of a multilingual meaning potential: A systemic
exploration. In Akila Sellami-Baklouti & Lise Fontaine (eds.), Perspectives from systemic functional
linguistics, 90-120. London: Routledge.

Matthiessen, Christian M. I. M. 2021. The architecture of phonology according to Systemic Functional
Linguistics. In Kazuhiro Teruya, Canzhong Wu & Diana Slade (eds.), Systemic functional linguistics, part
I: Vol. 1 in the collected works of Christian M.ILM. Matthiessen, 288-338. Sheffield: Equinox.

Matthiessen, Christian M. I. M. 2022. Gengo riron: Gengo to kakawaru tame no risoosu to shite [Linguistic
theory: A resource for engaging with language]. In Kazuhiro Teruya (ed.), Imi ga yoku wakaru yooni
naru tame no gengogaku: Taikei gengogaku eno shootai [Linguistics for a better understanding of
meaning: An introduction to systemic functional linguistics], 1-49. Tokyo: Kuroshio Publishers.

Matthiessen, Christian M. 1. M. 2023. System in systemic functional linguistics: A system-based theory of
language. Sheffield: Equinox.

Matthiessen, Christian M. I. M. & Kazuhiro Teruya. 2023. Systemic functional linguistics: A complete guide.
London: Routledge.

McCabe, Anne. 2017. Systemic functional linguistics and language teaching. In Tom Bartlett &

Gerard O’Grady (eds.), The Routledge handbook of systemic functional linguistics, 591-604. London:
Routledge.

McCabe, Anne. 2021. A functional linquistic perspective on developing language. London: Routledge.

McCabe, Anne. 2025. Systemic functional linguistics and foreign language teaching. Sheffield: Equinox.

Mickan, Peter. 2019. Language and education: Learning how to mean. In Geoff Thompson,

Wendy L. Bowcher, Lise Fontaine & David Schontal (eds.), The Cambridge handbook of systemic
functional linguistics, 537-560. Cambridge: Cambridge University Press.



DE GRUYTER MOUTON Uses of system networks in L2 education —— 49

Miller, Ryan T. & Silvia Pessoa. 2016. Where’s your thesis statement and what happened to your topic
sentences? Identifying organizational challenges in undergraduate student argumentative writing.
TESOL Journal 7(4). 847-873.

Miller, Ryan T. & Silvia Pessoa. 2018. A corpus-driven study of the learning of disciplinary genres. In
Vaclav Brezina & Lynne Flowerdew (eds.), Learner corpus research: New perspectives and applications,
112-133. London: Bloomsbury.

Miller, Ryan T., Thomas Mitchell & Silvia Pessoa. 2014. Valued voices: Students’ use of Engagement in
argumentative history writing. Linguistics and Education 28. 107-120.

Monbec, Laetitia. 2022. Systemic functional linguistics for the self-taught. BALEAP Research and Publications.
https://research.baleap.org/2022/06/29/systemic-functional-linguistics-for-the-self-taught-part-2/
(accessed 22 May 2023).

Morton, Tom & Ana Llinares. 2018. Students’ use of evaluative language in L2 English to talk and write
about history in a bilingual education programme. International Journal of Bilingual Education and
Bilingualism 21(4). 496-508.

Mwinlaaru, Isaac N. & Winfred W. Xuan. 2016. A survey of studies in systemic functional language
description and typology. Functional Linguistics 3(8). https://doi.org/10.1186/540554-016-0030-4.

O’Donnell, Mick. 2021. UAM Corpus Tool. http://www.corpustool.com/index.html (accessed 25 May 2023).

Omaggio, Alice. 2001. Teaching language in context, 3rd edn. Boston: Heinle & Heinle.

Painter, Clare. 1984. Into the mother tongue: A case study in early language development. London: F. Pinter.

Painter, Clare. 1996. Learning about learning: Construing semiosis in the pre-school years. Functions of
Language 3(1). 95-125.

Painter, Clare. 1999. Learning through language in early childhood. London: Cassell.

Painter, Clare. 2003. Developing attitude: An ontogenetic perspective on appraisal. Text 23(2). 183-209.

Patten, Terry. 1988. Systemic text generation as problem solving. Cambridge: Cambridge University Press.

Phillips, Joy. 1986. The development of modality and hypothetical meaning: Nigel 1,7 1/2 - 2,7 1/2. Working
Papers no. 3. Sydney: University of Sydney Linguistics Department.

Playfair, Rob. 2022. Teaching theory in EAP. Teaching what English for what purpose? https://twewp.
wordpress.com/2022/01/22/teaching-theory-in-eap/ (accessed 22 May 2023).

Praxedes Filho, Pedro H. Lima. 2013. Interlanguage lexicogrammatical fossilization or not? That’s an
SFL-related question from the viewpoint of choice. In Lise Fontaine, Tom Bartlett & Gerard O’Grady
(eds.), Systemic functional linguistics: Exploring choice, 474-492. Cambridge: Cambridge University
Press.

Raynor, Joanne. 2022. Being a teaching and learning champion in SFL. BALEAP Research and Publications.
https://baleapresearchandpublications.wpcomstaging.com/2022/03/31/being-a-teaching-
learning-champion/ (accessed 22 May 2023).

Rose, David. 2012. Genre in the Sydney School. In James P. Gee & Michael Handford (eds.), The Routledge
handbook of discourse analysis, 209-225. London: Routledge.

Rose, David & James R. Martin. 2012. Learning to write, reading to learn: Genre, knowledge and pedagogy in
the Sydney School. London: Equinox.

Ryshina-Pankova, Marianna. 2015. A meaning-based approach to the study of complexity in L2 writing:
The case of grammatical metaphor. Journal of Second Language Writing 29. 51-63.

Ryshina-Pankova, Marianna & Heidi Byrnes. 2017. Embracing the language-educational challenge of FL
departments: Reflections on ways forward. The Modern Language Journal 101(2). 424-427.

Sam, M. S. N. 2013. Language transfer. PsychologyDictionary.org. https://psychologydictionary.org/
language-transfer/ (accessed 25 May 2023).


https://research.baleap.org/2022/06/29/systemic-functional-linguistics-for-the-self-taught-part-2/
https://doi.org/10.1186/s40554-016-0030-4
http://www.corpustool.com/index.html
https://twewp.wordpress.com/2022/01/22/teaching-theory-in-eap/
https://twewp.wordpress.com/2022/01/22/teaching-theory-in-eap/
https://baleapresearchandpublications.wpcomstaging.com/2022/03/31/being-a-teaching-learning-champion/
https://baleapresearchandpublications.wpcomstaging.com/2022/03/31/being-a-teaching-learning-champion/
https://psychologydictionary.org/language-transfer/
https://psychologydictionary.org/language-transfer/

50 —— ArGs-Hita et al. DE GRUYTER MOUTON

Tann, Ken. 2017. Context and meaning in the Sydney architecture of systemic functional linguistics. In
Tom Bartlett & Gerard O’Grady (eds.), The Routledge handbook of systemic functional linguistics,
438-456. London: Routledge.

Teruya, Kazuhiro. 2007. A systemic functional grammar of Japanese, vols. 1-2. London: Bloomsbury.
Teruya, Kazuhiro & Christian M. I. M. Matthiessen. 2015. Halliday in relation to language comparison and
typology. In Jonathan ). Webster (ed.), The Bloomsbury companion to M.A.K. Halliday, 427-452.

London: Bloomsbury.

Tong, Esther, Cecilia Pun & Phoebe Siu. 2019. Supporting students’ academic discourse development in
sub-degree programmes: An adjunct language-across-the-curriculum instructional model. Paper
presented at Research and Development Project Dissemination Conference of SCOLAR, Hong Kong,
9 May.

Torr,Jane. 1997. From child tongue to mother tongue: A case study of language development in the first two and
a half years. Monographs in systemic linguistics, Number 9. Nottingham: University of Nottingham.

Torr, Jane. 1998. The development of modality in the pre-school years: Language as a vehicle for
understanding possibilities and obligations in everyday life. Functions of Language 5(2). 157-178.

Ventola, Eija. 1995. Thematic development and translation. In Mohsen Ghadessy (ed.), Thematic
development in English texts, 85-104. London: Pinter.

Ventola, Eija. 1996. Theme in translation: Some considerations. In Jirgen Klein & Dirk Vanderbeke (eds.),
Anglistentag 1995 Greifswald, Proceedings, vol. XVIL, 193-209. Tiibingen: Max Niemeyer Verlag.
Wang, Bo & Yuanyi Ma. 2021. Systemic functional translation studies: Theoretical insights and new directions.

Sheffield: Equinox.

Wilkins, David A. 1976. Notional syllabuses: A taxonomy and its relevance to foreign language curriculum
development. Oxford: Oxford University Press.

Xuan, Winfred W. 2015. A longitudinal study of Chinese high school students learning English based on systemic
functional text analysis. Hong Kong: The Hong Kong Polytechnic University PhD thesis.

Xuan, Winfred W. 2018. Understanding experiential meaning-making in Chinese adolescent L2 writing:
A systemic functional perspective. Asian-Pacific Journal of Second and Foreign Language Education 3.
https://doi.org/10.1186/s40862-018-0046-2.

Xuan, Winfred W. 2022. Writing as meaning-making: A systemic functional linguistic approach to EFL writing.
Singapore: Springer.

Xuan, Winfred W. & Christian M. I. M. Matthiessen. Forthcoming. System networks as a resource in L2
writing education.

Zamorano-Mansilla, Juan R. 2004. Text generators, error analysis and feedback. In Rodolfo Delmonte,
Philippe Delcloque & Sara Tonelli (eds.), NLP and speech technologies in advanced language learning
systems. Proceedings of InSTIL/ICALL2004 symposium on computer assisted language learning. https://
www.isca-speech.org/archive/pdfs/icall_2004/zamoranomansilla04_icall.pdf (accessed 20
December 2023).


https://doi.org/10.1186/s40862-018-0046-2
https://www.isca-speech.org/archive/pdfs/icall_2004/zamoranomansilla04_icall.pdf
https://www.isca-speech.org/archive/pdfs/icall_2004/zamoranomansilla04_icall.pdf

	Learning how to mean in a second language: uses of system networks in L2 education
	1 Introduction: the role of system networks in the study of language learning
	2 System networks: the representation of language as a meaning potential
	3 Areas of application of system networks in L2 education
	3.1 Tracking language development systemically
	3.2 Diagnosing problems in L2 student texts
	3.3 Supporting sequencing in the curriculum of the learning of the L2 meaning potential
	3.4 Designing exercises based on options in system networks
	3.5 Guiding L2 learners by means of system networks as cartographic tools
	3.6 Contrasting L1 and L2 resources based on multilingual system networks
	3.7 Supporting advanced L2 learners expanding their L2 uses by adding translation skills drawing on multilingual system net ...

	4 Conclusions
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Euroscale Coated v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.7
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 35
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1000
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.10000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /DEU <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>
    /ENU ()
    /ENN ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName (ISO Coated v2 \(ECI\))
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /ClipComplexRegions true
        /ConvertStrokesToOutlines false
        /ConvertTextToOutlines false
        /GradientResolution 300
        /LineArtTextResolution 1200
        /PresetName <FEFF005B0048006F006800650020004100750066006C00F600730075006E0067005D>
        /PresetSelector /HighResolution
        /RasterVectorBalance 1
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 8.503940
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [595.276 841.890]
>> setpagedevice


