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Abstract: Bayesian methods are becoming increasingly
popular in sports analytics. Identified advantages of the
Bayesian approach include the ability to model complex
problems, obtain probabilistic estimates and predictions
that account for uncertainty, combine information sources
and update learning as new data become available. The
volume and variety of data produced in sports activities
over recent years and the availability of software pack-
ages for Bayesian computation have contributed signifi-
cantly to this growth. This comprehensive survey reviews
and characterizes the latest advances inBayesian statistics
in sports, including methods and applications. We found
that a large proportion of these articles focus on model-
ing/predicting the outcome of sports games and on the
development of statistics that provides a better picture of
athletes’ performance.Weprovide a description of some of
the advances in basketball, football and baseball. We also
summarise the sources of data used for the analysis and
the most commonly used software for Bayesian computa-
tion. We found a similar number of publications between
2013 and 2018 as compared to those published in the three
previous decades, which is an indication of the growing
adoption rate of Bayesian methods in sports.
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1 Introduction
Statistical techniques generally fall within the “Bayesian”
category when they rely on the Bayes theorem, treat
unknown parameters probabilistically and give a subjec-
tive treatment to probabilities (Bernardo and Smith 2009).
Bayesian statistics has been rapidly gaining traction in
sports science in recent years. Due to the recent and large
number of Bayesian articles in sports literature, we are
motivated to reviewsomeof themost commonlyused tech-
niques and methods. The main questions we addressed
are: (1) what are the main developments?, (2) what are
the most popular techniques?, (3) in what sports? and
(4) what are themain challenges? However, the purpose of
the article is not to establish a direct comparison between
frequentist and Bayesian methods.

A wide range of Bayesian techniques can be found
in the sports literature. For instance, Bayesian hierar-
chical models (e.g. Reich et al. 2006; Albert 2008; Baio
and Blangiardo 2010; Miller et al. 2014), Bayesian regres-
sion (BR) (Jensen, Shirley, and Wyner 2009b; Albert 2016;
Deshpande and Jensen 2016; Silva and Swartz 2016; Boys
and Philipson 2018), spatial and spatio-temporal analy-
sis (Jensen et al. 2009b; Yousefi and Swartz 2013; Miller
et al. 2014), Hidden Markov Models (HMM) (Franks et al.
2015), etc.

Modern sports science is both characterized and chal-
lenged by the volume and variety of available data. Good
examples of this are the basketball STATS SportVU track-
ing technology, the MLB baseball PITCHf/x and the golf
ShotLink system. While traditional statistical analyses
focused on points scored, averages and number of goals,
recent advances in sports analytics considermore complex
issues such as the interaction of the players in offensive
and defensive actions. See, for example, Gudmundsson
and Horton (2017).

There are several theoretical and computational
advantages for choosing Bayesian techniques for mod-
elling (Bernardo and Smith 2009; Berger 2013). More
specifically in the context of sports, more and more scien-
tist are going Bayesian because these methods allow to:
1. incorporate expert information or prior believes,
2. use Bayesian learning where the current posterior

distribution becomes the prior for future data,
3. provide probabilistic rather than point estimates,
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4. obtain posterior distributions for the parameters of
interest,

5. include latent variables,
6. model complex problems,
7. integrate and combine efficiently data that comes

from different sources,
8. update regularly the model when new data becomes

available,
9. treat effectively missing data,
10. deal more effectively with small dataset using prior

information to improve the parameter estimates,
11. use of non-standard distributions,
12. obtain probabilistic rankings of players or teams

using the MCMC chains,
13. make predictions taking into consideration uncer-

tainty,
14. capture spatial neighbouring information using prior

distributions and incorporate spatial dependency.

The rest of the article has been organised as follows. The
next section discusses themethodwe adopted to carry out
the review. Next, in the results section, we examine sev-
eral of these Bayesian techniques and then we discuss the
main developments undergone by relevant sports.

2 Materials and methods for the
comprehensive review process

The literature review was conducted according to the
PRISMA (PreferredReporting Items for SystematicReviews
and Meta-Analyses) (Liberati et al. 2009) guidelines,
with the aim of reducing the publication bias as much
as possible. We searched in Google Scholar, Scopus
and PubMed databases using the keyword: “sport*”
along with: “Bayesian regression,” “Bayesian statistics,”
“Gibbs sampler,” “Bayesian Hierarchical model,” “Empir-
ical Bayes methods,” “Hidden Markov model,” “Markov
chainMonte Carlo” or “MCMC,” “posterior” and “prior dis-
tribution,” “spatial analysis” and “spatio-temporalmodel-
ing.” Other related techniques were not included because
they are not fully Bayesian i.e. they do not give a subjec-
tive treatment to probabilities. For example, naïve Bayes
is mentioned across sports papers, and despite they use
the Bayes rule, no subjective interpretation of probability
is given (HandandYu 2001) and therefore they are not con-
sidered fully Bayesian. Similarly, Empirical Bayes (EBA)
does not classify as fully Bayesian because the prior distri-
bution is generally obtained fromobserved data. However,
EBAmethods were included in this review since they have

enjoyed great popularity among practitioners in sports
statistics for decades.

The search started on 05-Jan-2018 and ended on
31-Aug-2018. We focused on relevant English language
journal peer-reviewed articles and books published from
1985 using Bayesian statistical methods for modelling and
analysis of team and individual sports, including basket-
ball, baseball, football, marathon, swimming, triathlon,
etc. We also reviewed papers about relevant issues or
technologies concerning these sports, including wearable
technologies and doping. However, gambling, computer
vision and video analytics are beyond the scope of this
review.

We focused on (1) the statistical method, (2) the most
relevant findings and the conclusions, (3) the area of appli-
cation and type of sport, (4) the data sources including the
season or competition and country and (5) the software
they used for the analysis (if mentioned). Articles’ meta-
data (e.g. authors’ affiliation) was extracted from the PDF
documents using R (R Core Team 2017).

3 Results
In total n = 96 articles were initially identified from the
database search while 31 were found through the review
process or identified by the authors in previous research. A
total of n = 42 articles were excluded because they fell out
of topic or were non-Bayesian. Figure 1 depicts the review
process.

The authors of these publications were from the
United States (36%), Australia (9%), the United King-
dom (8%), Canada (8%), Sweden (8%), Switzerland (7%),
Brazil (4%), Germany (3%), the Netherlands (3%), Japan
(3%) and Hong Kong (3%).

3.1 Bayesian statistical methods

Bayesian statistical models are based on the Bayes theo-
rem. The posterior distribution for the parameter of inter-
est θ is obtained using:

f (θ|z) =
f (z|θ)f (θ)∫︀
f (z|θ)f (θ)dθ

(1)

where f (θ) and f (z|θ) are the prior distribution and likeli-
hood, respectively.

The following subsections describe papers groupedby
techniquewhich includes Bayesian regressionmodels and
methods accounting for space and time.
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Figure 1: Flow chart of the comprehensive review process based on the PRISMA (Liberati et al. 2009) methodology.

3.1.1 Bayesian regression (BR)

Bayesian linear regression is the most common model of
choicewhen assessing the association between a response
variable y and p predictors x = (x1, x2, · · · , xp). In the
simplest formulation,

yi = β1xi1 + β2xi2 + · · · + βkxik + εi (2)

where i = 1, 2, · · · , n is the observation number and ε is
the residual that is assumed to be normally distributed
with zero mean and constant variance σ2. Priors are then
placed on the parameter vector β and σ2. See Gelman et al.
(2014) for more details. Some examples of the use of this
modeling paradigm are given below.

A Bayesian regression approach for small treatment
effects, which are commonly encountered in sports per-
formance studies, was proposed by Mengersen et al.
(2016) as an alternative to the traditionalmagnitude-based
inference suggested by Batterham and Hopkins (2006).
These authors addressed the effect of altitude training
regimens on the running performance and blood param-
eters (hemoglobin mass, maximum blood lactate concen-
tration) in triathlon. They considered G = 3 treatments:
live high-train low (LHTL), intermittent hypoxic exposure
(IHE) and placebo, and 8 participants per group. Another
predictor in the model (X) was the change (in %) in train-
ing load before and after for each participant.

Letting I1 and I2 be indicator values for treatments 1
and 2, respectively, thismodel canbedescribed in a similar
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manner to Eq. (2) or in an equivalent hierarchical manner
as:

yij ∼ N
(︁
µij , σ2j

)︁
,

µij = β0 + β1X +
2∑︁

j=1
βj+1Ij (3)

where the i-th observation reside within groups (j), with
each group having a potentially different variance.

In another example, Deshpande and Jensen (2016)
estimated basketball players’ contributions to their team
winning probabilities using a high dimensional regres-
sion. Let yi be the win probability of the home team in the
ith shift, where the shifts are the periods between substitu-
tions. They used the following regression equation:

yi = µ + θhi1 · · · + θhi5 − θai1 · · · − θai5

+ τHi − τAi + σεi (4)

where µ is the home court advantage. The subscripts h and
a represent the home and away teams, respectively. The
θ’s are the player’s effect and hence θhi1 and θai1 are the
effects from player 1 in the home team and the away team,
respectively. For eachof the488players on the league, they
obtained θ estimates. The parameters τHi and τAi are the
partial effect associated with the home and away teams.
σ denotes a measure of the variability. The marginal pos-
terior densities for θ provide a good picture of the player
contribution to winning.

Often, the response yi is a binary variable following
a Bernoulli distribution, for instance whether the player
scored or not. This case is frequently approached using a
logistic regressionmodel,which canbedefined as follows:

yi ∼ Bern(pi), (5)

logit(pi) = log(pi/(1 − pi))

= β1xi1 + β2xi2 + · · · + βkxik + εi . (6)

Here, εi represents extra-Bernoulli variation; see
Besag et al. (1995) for details.

Deshpande and Wyner (2017) approached the issue
of baseball pitch “framing” from a Bayesian hierarchical
perspective using logistic regression. The term “framing”
refers to an action often carried out by catchers making a
pitch look more like a strike. In order to assess the impact
of the catcher in the decision, they estimated the probabil-
ity that apitch is called a strike by agivenumpire andother
covariates such as the pitch location (x, z), the pitcher, etc.

They employed the following logistic model:

logit(pi) = Θu,B
b + Θu,CA

ca + Θu,P
p + Θu,CO

co + f u(x, z) (7)

where b, ca, co, p and u are the partial effects of the batter,
catcher, count, pitcher, and the umpire. The pitch location
is given by f u(x, z). Other factors such as the type of pitch
(fastball, curveball, etc.) and the speed could also have
been included in the model in a straightforward manner.
In other examples, Miskin, Fellingham, and Florence
(2010) used logistic regression to assess the importance
of several skills in volleyball and Cafarelli, Rigdon, and
Rigdon (2012) to obtain the probability of converting a
third down inNational Football League (NFL) based on the
number yards to go.

Another useful model for binary response variables in
the literature is the probit regression, which is based on
the probit link function:

pi = Φ(β1xi1 + β2xi2 + · · · + βkxik + ε) (8)

where Φ is the standard normal cumulative distribution
function.

Probit regression was used by Jensen et al. (2009b)
to construct a baseball defensive model and predict the
catching probability given the location of the defender in
the field, the velocity of the ball and the direction. They
defined their model as:

pij = Φ
(︀
βi0 + βi1Dij + βi2DijFij + βi3DijVij

+ βi4DijVijFij + ε
)︀

(9)

This model gives the probability of the ball j being
caught by the player i. Here, Dij represents the distance
travelled by the player and V ij is the velocity. The variable
Fij is 1 when moving forward and 0 otherwise. Note that
this model considers the interaction between predictors
and includes a categorical variable. It also allows for the
computation of the player’s contribution to the defence in
terms of runs saved, compared to the rest of the players in
the same position.

The multinomial logistic regression in McFadden
(1973) is a generalized method for cases where a cate-
gorical response variable takes more than two values, for
example, the possible outcomes of a shot in basketball y =
{0, 1, 2, 3}. Reich et al. (2006) used this model to assess
the relationship between predictors such as the defensive
strength of the opposition teamandplaying home or away,
first or secondhalf, and the response variables: (1) location
when shooting, (2) the shooting frequency and (3) the effi-
ciency. They let yi be a region in the court for a given shot
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i that follows a multinomial distribution with parameter
θ(η), and they defined a predictor

ηi = log(A) + xiβ (10)

where A is a vector of the area of the section j, since some
of the sections have different areas. The model is then
defined as:

θj(ηi) =
exp

(︀
log

(︀
Aj

)︀
+ xi′β·j

)︀∑︀p
l=1 exp(log(Al) + xi′β·l)

. (11)

See also Glickman and Hennessy (2015) for another
example of the use of a multinomial logit model for com-
petitors’ rank ordering in Alpine skiing competitions.

Bayesian linear mixed models are also on the rise.
Revie et al. (2017) considered mixed models to show the
viability of players’ perceptions (via surveys) to predict fit-
ness levels for cases when a direct fitness measurement is
inconvenient or not possible.

Bayesian non-parametric and semi-parametric regres-
sion models have also been employed, albeit less com-
monly, in sports analysis. For example, a semi-parametric
latent variable approach was used byWimmer et al. (2011)
for modeling points performance in decathlon events
assuming four latent abilities (sprint, jumping, throwing,
and endurance). Another Bayesian nonparametric model
which is based on a Dirichlet process mixture model was
suggested by Pradier, Ruiz, and Perez-Cruz (2016) formod-
eling the effect of covariates such as the age, gender and
environment in marathon runners’ performance.

Other popular regression techniques are log-linear
models. See for instance, Boys and Philipson (2018), who
employed an additive log-linear model for ranking crick-
eters, accounting for factors such as the year and player’s
age. Several other log-linear models will be discussed in
the football subsection 3.2.2.

3.1.2 Accounting for time

Time is a critical factor in modelling and analysis of many
sports (Kovalchik and Albert 2017). The performance of
athletes and teams are known to change during the season
and even during the course of a game due to factors such
as fatigue. Often, it is of interest to analyse factors such
as fatigue or momentum that are difficult or impractical to
measure. A common approach for such analysis over time
is to employ a state space model (SSM) or hidden Markov
model (HMM). Both of these models assume that there is
an underlying latent variable, z say, that governs the value

of the observed variable, y. The form of z determines the
type of model employed: if z is categorical or ordinal then
a hidden Markov model (HMM) is appropriate, whereas a
continuous z leads to a state space model (SSM).

HMMs have been used by several authors (e.g.
Albert 1993, Jensen, McShane, andWyner 2009a, Dadashi
et al. 2013, Koulis, Muthukumarana, and Briercliffe 2014).
Dadashi et al. (2013) proposed a HMM to estimate tim-
ing coordination between hands and feet via estimation
of temporal phases of breaststroke swimming. The model
uses three axis information from wearable inertial mea-
surement units (IMU) worn on arms and legs, and predicts
three hidden states [Q = (q1, q2, q3)] corresponding to
glide, propulsion and recovery in leg and armmovements.

Typically, a HMM model is defined as λ = (A, B, π),
where A is the state transition probability matrix, B is
the emission probability matrix that relates hidden states
to observations from the wearable sensor and π is the
initial state probability. The HMM model was trained
using supervised learning from expert annotated video.
The authors reported that the model detected correctly
the phases 93.5% of the time in arm strokes and 94.4%
in leg strokes. See Dadashi et al. (2013) for a detailed
description.

A Poisson HMMmodel was used by Koulis et al. (2014)
for modelling batting performance in cricket. They used
a Bayesian approach with multiple states related to the
batsman’s performance,where the observedvariable is the
number of runs per game produced. A Bayesian HMMwas
also used by Franks et al. (2015) tomodel basketball defen-
sive placements, where the hidden states are the offensive
player being guarded by each defender.

Glickman and Stern (1998) suggested a Bayesian
state-space approach to predict American football teams
strengths using a first-order auto-regressive process. They
found that this model was able to predict the outcomes of
games outcomes slightly better than the Las Vegas Betting
Line oddsmaker. A nonlinear version of this model was
suggested by Glickman (2001) to evaluate paired compar-
isons in NFL football and chess.

Some other approaches accounting for time were sug-
gested by Stephenson and Tawn (2013) and Kovalchik and
Albert (2017). Stephenson and Tawn (2013) applied con-
cepts of extreme value theory to model annual best racing
times in athletics considering an exponentially decreas-
ing trend. This facilitates the comparison of athletes who
performed in different decades. In tennis, Kovalchik and
Albert (2017) fitted temporal data (time-to-serve) using
a Bayesian hierarchical model and the covariates point
importance and the length of the previous rally.
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3.1.3 Accounting for space and time

As discussed above, modern tracking technology is pro-
viding the location of players and the ball at regular
small intervals of time. This is opening the door to spatio-
temporal analysis, in which the court (basketball), the
course (golf) or the field (baseball) is often discretized
using a grid. This grid is often a square in the Cartesian
systems, e.g. one-square-foot quadrats (Miller et al. 2014)
or a slice in the polar coordinates system, e.g. Reich et al.
(2006); Yousefi and Swartz (2013).

In the case of basketball, a common task is to com-
pute theprobability of scoring as a functionof the location.
This generally yields a heat map of scoring probabilities.
For instance, Reich et al. (2006) used logit multinomial
Bayesian regression to assess the relationship between
the shot location in the court and some covariates such
as the presence of key players from the same team in
the court, defensive strength, playing home or away, etc.
They also assessed the significance of these predictors
on shooting frequency and efficiency in different regions
measured using polar coordinates (the distance to the
basket and the angle). They used conditionally autore-
gressive (CAR) and two neighbor relation CAR priors to
achieve a smoother surface borrowing information from
neighbors.

Shortridge, Goldsberry, and Adams (2014), for exam-
ple, extended this ideaby computing the spatial variability
in scoring within an empirical Bayesian framework. They
used a shrinkage approach to obtain a smoother scoring
probability surface. Spatial shooting patterns have been
also modelled using a log-Gaussian Cox process (LGCP)
(Miller et al. 2014; Franks et al. 2015). Also in basketball,
Cervone et al. (2016) suggested the use of a conditional
autoregressive model to compute the expected score as a
function of factors such as the player in possession of the
ball, defensive stance, etc. Here the CAR prior accounts for
spatial autocorrelation by adding a random effect for the
player. See Cervone et al. (2016) for more details.

In baseball, Jensen et al. (2009b) used a hierar-
chical model to estimate the probability of a defensive
player catching a ball considering among other parame-
ters the location of the player. Pitch horizontal and ver-
tical coordinates around the strike zone were considered
for estimating the probability of a strike Deshpande and
Wyner (2017). Yousefi and Swartz (2013) introduced a
metric for golf putting performance considering the dis-
tance to the pin and the angle. This approach splits the
“green” area into eight slices centred at the pin, where
the within slice probability of scoring is dependent on the
distance.

3.1.4 Other methods

Variations and extensions of the above general classes
of models have also been used in sports analytics. For
instance, Swartz, Gill, and Muthukumarana (2009) devel-
oped a simulator for predicting one-day cricket games
outcomes using a latent variable approach. Ofoghi et al.
(2013) considered the selection of racing athletes in the
multi-event cycling omnium using Bayesian Networks.

See also for example Stenling et al. (2015) for Bayesian
structural equation model (SEM) with application to sport
psychology settings. The authors estimated several latent
factors associated with the athlete’s behavioral regulation
measured with the Sport Motivation Scale. They found
a better fit to the data using a Bayesian approach com-
pared to the traditional method based on the maximum
likelihood.

Empirical Bayes is a very popular statistical technique
in which the prior distribution in Eq. (1) is obtained from
observed data e.g. obtained from previous games or from
players with similar characteristics or the same position.
This makes EBA to be considered as pseudo or not fully
Bayesian.

EBA models are generally hierarchical where the
parameter of interest is assumed to come from a com-
mon pooled distribution. EBA is particularly useful in part
because it leads to fast computation. For decades EBA
has enjoyed consistent use in baseball for modeling bat-
ting averages Efron and Morris (1973); Brown (2008); Neal
et al. (2010); Jiang et al. (2010). For instance, estimates
of baseball averages of players with a few at-bats can
be obtained using the league average as a prior distri-
bution. See an extended discussion in Robinson (2017).
In basketball, spatial models of shooting effectiveness
are commonly built using EBA because a smooth scoring
intensity surface can be obtained (e.g. Shortridge et al.,
2014). Another example can be found in Baker andMcHale
(2017) who recently suggested an approach for estimating
player strengths based on empirical Bayes.

Finally, another area that is of interest in sports ana-
lytics is experimental design. See, for example, Glickman
(2008) who developed a Bayesian locally optimal design
approach for knockout-based competitions.

3.2 Sports

Whereas the previous section focused on themethods and
gave examples of sports in which those methods had been
employed, it is also of interest to focus on the sports and
review themethods that have been employed. This section
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presents such a discussion for the three most common
sports in the literature review, namely basketball, football,
baseball and includes relevant issues like streakiness and
doping.

3.2.1 Basketball

Basketball is one of the most popular, dynamic and com-
petitive sports worldwide. In this game, two teams of play-
ers interact in different locations of the court according to
a given set of rules with the aim of scoring in the opponent
team’s basket.

An early paper by Reich et al. (2006) used logit multi-
nomial Bayesian regression to assess the relationship
between the shot location in the court and some covariates
such as the presence of key players from the same team in
the court, defensive strength, playing home or away, etc.
The inference in this work was limited to a one NBA player
(Sam Cassell) during the season 2003–2004.

The adoption of the SportVU player tracking technol-
ogy after 2010 in the NBA marks a milestone in basket-
ball analytics. It enhanced the individual statistics levels
by capturing (at 25 frames per second) the coordinates of
each player (x, y) and the ball (x, y, z). Detailed statistics
such as the players’ distance covered in a game and the
speed developed when approaching the basket, became
available as result.

The success of the paper by Goldsberry (2012) on spa-
tial modeling of shooting effectiveness motivated a large
number of publications in this area. See e.g. Shortridge
et al. (2014) who suggested metrics like the expected num-
ber of points per shot for a given location within the
offensive court and points above league average for each
player.

Other spatial models that explicitly incorporate spa-
tial information have also been proposed. For example,
Miller et al. (2014) employed a log-Gaussian Cox process as
a spatial prior and combined this with dimension reduc-
tion to obtain the players’ shooting intensities and the
identification of shooting habits.

Cervone et al. (2016) introduced a statistic called
expected possession value (EPV) plotted as the expected
number of points in a given offensive play that a team
might score versus time (from 0 to 25 seconds). This metric
depends on the player in possession of the ball, its loca-
tion, the defense placement, etc. The contribution of play-
ers to the team’s win probability was assessed by Desh-
pande and Jensen (2016) using Bayesian linear regres-
sion model. See also Lam (2018) who used a Bayesian

regression to predict the outcome of NBA basketball
games.

3.2.2 Football

Numerous studies have attempted to model the outcome
of football matches (Rue and Salvesen 2000; Karlis and
Ntzoufras 2008; Baio and Blangiardo 2010). For instance,
Karlis and Ntzoufras (2008) used a Poisson difference dis-
tribution tomodel the difference of goals in football games
using data from the English Premier League. Let Xi and Yi
be the score of the home and away teams in the ith game.
They defined a statistic Zi as follows

Zi = Xi − Yi ∼ PD(λ1i , λ2i) (12)

where PD is the Poisson difference distribution with rates
λ1i and λ2i, that are obtained using the following log-linear
link functions:

log(λ1i) = µ + H + AHTi + DATi (13)

log(λ2i) = µ + AATi + DHTi (14)

where µ is a constant parameter. H is the home team coef-
ficient.A andD are the parameters for the team attack and
defense.

Baio and Blangiardo (2010) suggested some improve-
ments on Karlis and Ntzoufras (2008) model to predict
football results in the Italian Serie A championship. They
obtained the number of goals from each teamusing a Pois-
son distribution rather than modeling the difference as
suggested by Karlis and Ntzoufras (2008). The model pro-
duces estimates of the posterior distributions of attack and
defense.

Suzuki et al. (2010) suggested a Bayesian model for
forecasting the results of the 2006 World Cup taking into
consideration the FIFA World Ranking. In this approach,
the number of goals on each team is fit using Poisson
distributions.

XAB|λA ∼ Pois
(︂
λA

RA
RB

)︂
(15)

XBA|λB ∼ Pois
(︂
λB

RB
RA

)︂
(16)

The values RA and RB are the ratings of the team A
and B, respectively. The prior distributions for λA and λB
were set as Gamma distributions, and expert knowledge
was incorporated via elicitation. This approach does not
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consider other relevant variables such as the offensive/
defensive skills.

Other papers used Bayesian methods for assessing
the importance of player skills (Thomas, Fellingham,
and Vehrs 2009), functional performance (Carvalho et al.
2017), optimumsubstitution times (Silva andSwartz 2016).

3.2.3 Baseball

A wide range of Bayesian techniques has been used
in baseball. Predicting batsmen averages has fascinated
researchers and statisticians for a long time and “several
authors recently have taken a swing at the subject” (Neal
et al. 2010). For instance, Efron and Morris (1973); Brown
(2008); Neal et al. (2010); Jiang et al. (2010) predicted
baseball averages within an empirical Bayes approach. In
another examples Albert (1993, 2008) used hiddenMarkov
models for assessing streakiness among batsmen.

Jensen et al. (2009a) used a log-linear hierarchical
model to predict player’s number of home runs per sea-
son. Age, player position and home ballpark are predic-
tors included in the model along with previous seasons
performance. A mixture model on the intercept term is
used to create groups of home run hitters (elite and non-
elite). The probability that a hitter is a member of the
elite group is determined using a hidden Markov model.
This model was shown to have better predictive accu-
racy than other competing methods. McShane et al. (2011)
used also a hierarchical Bayesian model for the selection
of performance variables that better describes offensive
abilities.

A good defense is critical for winning games. How-
ever, this aspect is difficult to quantify since the traditional
assessment is rather subjective, making it hard to com-
pare the contribution of the players. Jensen et al. (2009b)
addressed this issue using a Bayesian probit regression
model for assessing the fielder’s effectiveness. They com-
puted the player’s contribution to the defense in terms of
runs saved, compared to the rest of the players playing the
sameposition. Themodel predicts the catchingprobability
given the location of the defender in the field, the veloc-
ity of the ball and direction that the fielder has to move
to (forward or backward). It would be interesting to see
an extension of this analysis considering baseball park’s
constraints.

Healey (2017) suggested new statistics for players
performance based on batted-ball parameters (speeds,
vertical and horizontal angles) within the Bayesian philos-
ophy. Probability density estimates are obtained using a

non-parametric approach. In another example, Bendtsen
(2017) suggested Bayesian networks for modeling career
regimes.

3.2.4 Other team sports

In ice hockey, Thomas (2006) modeled the scoring proba-
bility as a continuous-time Markov process, and Gramacy,
Jensen, and Taddy (2013) introduced a Bayesian logistic
regression model for evaluating the impact of hockey
players on team’s scoring. This last model is an alternative
to the plus-minus approach and is based on a Laplace
prior for the regression coefficients to facilitate variable
selection, which is required in these high dimensional
regression problems characterized by a large number of
players. See also Thomas et al. (2013) who introduced a
method for determining players abilities by modelling the
team’s scoring rate as a semi-Markov process using hazard
functions.

Giles et al. (2017) used a Bayesian regression model
to assess the association between mental toughness and
behavioral perseverance accounting for physical fitness
in Australian rules footballers. They found association
between these variables except in presence of fatigue.
Multiple examples can also be found in cricket. See e.g.
Damodaran (2006); Brewer (2008); Swartz et al. (2009);
Boys and Philipson (2018).

3.2.5 Other related issues

Streakiness: Another cluster of publications addressed
the issue of streakiness (also known as the hot hand
phenomenon). Say, for example, when a baseball player
shows a pattern indicating a substantially larger (than
average) proportion of hits (successes) in a period of time.
This apocryphal phenomenon is supposed to be expe-
rienced by athletes during the season and it has been
largely studied among others by Gilovich, Vallone, and
Tversky (1985); Albright (1993); Bar-Eli, Avugos, and Raab
(2006).

Albert (1993), for example, inspired by the thesis of
Albright (1993), used two-state hidden Markov chains
while Albert (2008) employed the Bayes factor for detect-
ing non-random changes in the batting performance. A
similar approachwas followed byWetzels et al. (2016)who
analyzed the streakiness rates in basketball. Yang (2004)
suggested a Bayesian binary segmentation method for
analyzing consecutive successes or failures. This method
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relies on the Bayes factor to assess the change in the suc-
cess rates. The author analyzed several popular events
considered to be the result of a streaky performance in bas-
ketball, baseball and golf. Whether the player missed the
previous shot has been considered byReich et al. (2006) as
a predictor of the shooting frequency and location in the
court in basketball. However, they found no relationship
between them.

Doping: Antidoping studies on biological markers are
generally addressed using a longitudinal approach
within a Bayesian framework to account for within and
between athlete variation. Elements of Bayesian infer-
ence are particularly useful, ranging from the established
population-based reference antidoping approach to an
individual passport system.

Sottas et al. (2006), for example, suggested a method
for the detection of abnormal T/E (testosterone glu-
curonide/epitestosterone glucuronide) ratio values. This
approach compares the test results against a cutoff thresh-
old obtained using Bayesian inference and the estimated
population and intraindividual mean and coefficient of
variation. Robinson et al. (2007) extended this approach
for the detection of another illegal drug (recombinant
human erythropoietin) and Schulze et al. (2009) added
genotype (UGT2B17) as a predictor into a Bayesian frame-
work suggested by Sottas et al. (2006) to achieve an
increased test sensitivity. Bayesian inference is also used
by Van Renterghem et al. (2011) for the detection of testos-
terone based on new biomarkers.

Relative age effect: The Relative Age Effect (RAE) estab-
lishes that children/athletes who were born in the first
months after the school year cutoff have more chances of
success. Ishigami (2016) used a Poisson Bayesian regres-
sion model to investigate the impact of the RAE and birth-
place on the chances of becoming a professional athlete
in Japan. The author reported that those who were born in
the firstmonth after the cutoff were three timesmore likely
to become a professional athlete.

3.3 Software for Bayesian computation

Bayesian computational techniques are included in most
statistical software packages.Wepresent a summary of the
most popular software for conducting Bayesian analysis in
sports data science, according to the papers we reviewed
(Figure 2). For inclusion, the author(s) had to clearly state
the name of the software package employed.

In the papers we reviewed, R was by far the most
popular software, accounting for approximately half of
the total mentions. MATLAB (2017),WinBUGS (Lunn et al.
2000) and Stan (Stan Development Team 2017) completed
the top four. Curiously the Python language (Python Soft-
ware Foundation 2017) so far does not seem to be popular
among sports scientists. The most commonly mentioned
packages within the R environment wereMCMCpack (Mar-
tin, Quinn, and Park 2011) and rjags (Plummer 2016),
followed by depmixS4 (Visser and Speekenbrink 2010),
R2WinBUGS (Sturtz, Ligges, andGelman 2005), rstan (Stan
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Figure 2:Most popular software used for Bayesian analyzes in sports science.
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Table 1: Symbols and definitions.

Symbol Technique

BHM Bayesian hierarchical modeling
BR Bayesian regression (e.g. logistic, multiple, etc)
LS Longitudinal studies
EBA Empirical Bayesian approach
SASTA Spatial and/or spatio-temporal analysis
TS Time series
BN Bayesian networks
HMM Hidden Markov model
MC Markov chain
BNP Bayesian nonparametric, Bayesian survival models, etc
Other Other techniques, including Bayesian structural

equation modeling

Table 2: Cross-tabulation of the Bayesian technique vs. the
publication period.

AT AST BHM BR EBA Other Sum

(1985, 2005] 2 0 1 1 0 4 8
(2005, 2009] 4 5 8 5 2 1 25
(2009, 2013] 1 3 5 5 2 4 20
(2013, 2018] 4 8 12 13 3 9 49

Sum 11 16 26 24 7 18 102

AT, Accounting for time; AST, accounting for space and time;
BHM, Bayesian hierarchical models; BR, Bayesian regression;
EBA, empirical Bayesian approach

Development Team 2018),HiddenMarkov (Harte 2017) and
brms (Bürkner 2017).

3.4 Summary of methods and applications

The variety and complexity of Bayesian statistical tech-
niques applied to sports science problems have increased
substantially over the last 15 years. To gain a better insight,
we present a summary of the research articles in the
Appendix (Table 3). We grouped them by sport (baseket-
ball, football, etc) or category (doping, streaking, etc). We
present first team sports followed by individual ones.

The column method refers to a classification from
Table 1. We also include the statistical software/package
used for the computations. In the case of R packages, some
authors did not mention the version. Therefore, we cite
here the most recent. The last column refers to the sources
of the data specifying the competition, the season(s) and
the sample size if mentioned.

The contingency Table 2 contains the use of the sta-
tistical technique across time. The column Accounting for
time (AT) contains times series, longitudinal studies and
HMM. Accounting for space and time (AST) comprise the
articles considering spatial and temporal association. The
evolution per year is shown in Figure 3.

Bayesian hierarchical models (BHM) and Bayesian
regression (BR) are themost popular techniques, followed
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Figure 4: Number of papers on each sport including the doping category. The category others includes one mention of the following sports:
American football, athletics, Australian rules football, ball-games, decathlon, free-weight, frisbee, marathon, multiple sports, Paralympic
sports, rowing, rugby union, running, skiing, triathlon and wrestling.

by methods accounting for space and time. The frequen-
cies during the period 2013–2018 are approximately sim-
ilar to those from 1985 to 2013. This shows a tremendous
rise in the use of Bayesian methods. Note however that we
do not know the growth rate of scientific articles in sports
statistics (frequentists + Bayesians).

Figure 4 shows the number of publications in each
sports. Note that approximately 50% of the publications
where on three team sports (basketball, baseball and foot-
ball).

4 Discussion
In recent years a growing number of scientific publica-
tions have been showing the benefits, the potential and
the limitations of the Bayesian philosophy in sports statis-
tics (Ivarsson et al. 2015; Gucciardi and Zyphur 2016; Guc-
ciardi et al. 2016; Mengersen et al. 2016). These bene-
fits include the capacity to model complex sports prob-
lem and to make predictions taking into consideration
uncertainty. In conducting this review, we found a sub-
stantial number of publications in multiple areas and
applications ranging from golf, rugby, basketball, cricket,
etc.

This study was designed to provide an integral char-
acterization of the state of the art of Bayesian sports
statistics as a rapidly maturing discipline. To the best of
our knowledge, this is the most comprehensive review

undertaken on Bayesian methods in sports statistics. We
can group the majority of the reviewed articles according
to the problem they try to solve as follows. They focus
on the:
– identification of factors or covariates that contribute to

scoring, winning or to a better performance,
– forecasting and prediction,
– between and within-season spatial and temporal effec-

tiveness,
– players interaction and dynamics,
– unusual streaky outcomes (streakiness),
– developing of new metrics,
– homecourt advantage, ball possession, andbias assess-

ment of referees judgment, tournaments design,
– player’s abilities, rankings, player’s paired comparisons

and contributions to their teams in attack and defensive
settings,

– optimization of resources such as substitution, roster,
athlete selection, batting order, players placements on
the field,

– training regimes effectiveness, endurance, mental
toughness,

– visualizations and model comparison,
– wearable technology, activities identification and pat-

tern recognition,
– doping.

We found a tremendous development and a large pro-
portion of the papers dealing with data from major
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professional sports leagues in the United States (MLB
and NBA), in part because these have been generating
high-resolution data for many years.

Similarly, far more research was identified on team
sports than in individual ones, possibly because team
sports are more complex and statistically richer. Although
the articles considered represent almost every single con-
tinent, theyweremostly concentrated in theUnited States,
Australia, Canada, the United Kingdom, and Sweden. A
question in ourminds before conducting this researchwas
whether these contributions were by sports scientist or by
statisticians. We found that most of them have been con-
tributed by statisticians and data scientists. As pointed out
by Bernards et al. (2017) “most current sports scientists
are not trained in Bayesian methods” (yet). A large num-
ber of these publications fall within Swartz (2018) second
criteria for a good sports paper: “they address a real sport-
ing problem” and therefore they are considered applied
research.

We identified some well-established niches where
specific Bayesian models are intensively used. These
included Bayesian longitudinal models in anti-doping
studies and log-linear models for modelling football game
outcomes and EBA for baseball averages estimation. We
found great interest in the search for the greatest athletes
in multiple sports, e.g. athletics (Stephenson and Tawn
2013), golf (Baker and McHale 2015), tennis (Baker and
McHale 2017), chess (Glickman 1999).

Bayesian methods are not a panacea for every data
analysis problem. For instance, dealing with poor data
or poor models will have limited success in the Bayesian
context, despite some compensation can be made tak-
ing a Bayesian approach. Many of the methods based
on MCMC can be computationally intensive. However,
recent approaches like variational Bayes provide a sub-
stantial computational speed up (Ruiz and Perez-Cruz
2015; Blei, Kucukelbir, and McAuliffe 2017). Another lim-
itation is the scalability of the model to big data prob-
lems, although the latest statistical advances are making
possible to take advantages of modern parallel comput-
ing (Angelino, Johnson, and Adams 2016; Minsker et al.
2017).

Some challenges for future research are (1) dealing
with increasingly complex datasets while exposing the
methods/applications for an audience without a deep sta-
tistical background, (2) the creation of ready-to-use tools
e.g. shiny apps, allowing practitioners and sports enthusi-
asts easy implementations and analysis, and (3) possibly

embracing principles of open science e.g. open source
codes, data and methodology. Good examples of the third
point are Cervone et al. (2016) and Mengersen et al.
(2016).

As suggested by Figure 4 a large number of sports are
quite unexplored to date and the advent of high-resolution
data in the next future will attract without doubt multi-
ple research and collaborations. These high dimensional
and big datasets will both motivate and benefit from the
development of more efficient BayesianMCMCmethods in
this area.

5 Conclusion
The Bayesian revolution has arrived in sports analytics.
Since 2005 there has been a substantial increase in the
Bayesian modeling in sports. We found that the number
of papers between 2013 and 2018was similar to those pub-
lished in the previous three decades (1985–2013). Based on
the review, Bayesian regression and Bayesian hierarchical
models emerged as themost popular techniques, but other
methods such as HMM and Bayesian spatial analysis are
on the rise. More and more sports scientists are incorpo-
rating prior beliefs in the model and using posterior dis-
tributions to make inferences about parameters within a
Bayesian paradigm. Recent new data sources have moti-
vated the exploration of new methodologies and insights.
Similarly, recent research advances have enhanced the
way we summarize and make inference on sports by
introducing new metrics and methods. These advances
will continue to be complemented by the growing confi-
dence of sports scientists to look beyond the traditional
analytics boundaries and explore methods used in other
fields.
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Appendix

Summary of methods and applications

Table 3: Summary of publications included in the review.

Author(s) Method Description Software/package Sport Data

Reich et al.
(2006)

BR,
BHM,
SASTA

Logit multinomial regression to assess
the relationship between the shot
location and frequency (response
variables) and predictors such as
defensive blocks, home advantage, etc.
Conditionally autoregressive (CAR) and
two neighbor relation CAR (2NRCAR)
priors are used to achieve a smoother
surface

R Basketball shot chart data of the NBA
Season 2003–2004 of the
player Sam Cassell
(Minnesota Timberwolves)

Shortridge
et al.
(2014)

EBA,
SASTA

It computes the spatial effectiveness of
shooting using empirical Bayesian
smoothing rate estimates. It provides
estimates of the expected number of
points per shots per area in the court

R, ClassInt (Bivand
2017), sp (Bivand,
Pebesma, and
Gomez-Rubio
2013), weights
(Pasek et al. 2016)

Basketball ESPN data from NBA
(2011–2012) frommade and
missed field shots. They
used the locations in
Cartesian coordinates of the
field goals

Miller et al.
(2014)

BHM,
SASTA

Shooting intensity modeling and
players shooting habits identification
using a log Gaussian Cox process
(LGCP). They suggested a
dimensionality reduction approach via
non-negative matrix factorization

R, NMF (Gaujoux
and Seoighe 2018)

Basketball Made and failed shoots
obtained from the optical
player tracking data. NBA
season 2012–2013 regular
season

Franks
et al.
(2015)

SASTA,
BR,
HMM

Defensive effectiveness assessment
using spatial and spatio-temporal
analysis and HMM

Stan Basketball Optical player tracking data
from the NBA season
2013–2014. The locations
of the players are obtained
from cameras and recorded
at 25 frames per second

Lamas
et al.
(2015)

BHM Bayesian inference to compute the
outcome probabilities based on
offensive-defensive actions

R, MCMCpack
(Martin et al. 2011)

Basketball Data obtained using video
from six play-off games of
Liga ACB in Spain
(2010–2011). n = 1548
space creation dynamics
(SCD) and space protection
dynamics (SPD)

Deshpande
and Jensen
(2016)

BR Bayesian linear regression model for
assessing the contribution of players to
the team’s win probability

R, monomvn
(Gramacy 2017a)

Basketball Play-by-play ESPN data from
the NBA (2006–2014)

Cervone
et al.
(2016)

SASTA,
MC

Computation of the expected
possession value (EPV) using a Markov
model

R, R-INLA Basketball NBA season 2013–2014
Optical player tracking data
from the NBA season
2013–2014 from STATS LLC.
They provide a sample game
dataset (Miami Heat vs.
Brooklyn Nets)

Lam (2018) BR Bayesian regression to predict the
teams winning probabilities based on
past games and the players’
performance

Python Basketball NBA seasons 2013–2015.
Data from
Basketball-Reference
consisting of 17 metrics e.g.
field goals per minute,
3-point field goals per
minute, etc.
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Table 3 (continued)

Author(s) Method Description Software/package Sport Data

Bar-Eli and
Tenenbaum
(1988)

BF Psychological crisis assessment
using the Bayesian likelihood ratio

– Basketball Questionnaire from 28
basketball experts

Wetzels et al.
(2016)

HMM Hidden Markov model for analyzing
the streakiness rate

R and
HiddenMarkov
(Harte 2017)

Basketball
and
psychology

(1) basketball free-throw
shooting from the NBA seasons
2005–2010 and (2) a visual
discrimination task (4
participants)

Efron and
Morris (1973)

EBA Baseball batting averages
prediction to illustrate the use of
the James-Stein estimator

– Baseball Proportion of hits in the first 45
at bat from fourteen baseball
players in the MLB season 1970

Albert (1993) BHM,
MC

Hitting streaks probability
estimation using a two states
Markov model and a Bayesian
hierarchical model

– Baseball MLB 1988–1989 season.
n = 200 players, 100 from each
season (1988 and 1989), being
50 from each league per year

Albert (2008) BHM Assessment of the hitting
streakiness by means of Bayesian
inference

– Baseball Hits and outs from 287 players
from the MLB season 2005

Brown (2008) BHM,
EBA

Prediction of baseball batting
averages using empirical and
hierarchical Bayes approach

– Baseball First and second half of season
2005 in the MLB ( number of hits
and outs)

Jensen et al.
(2009b)

BR,
SASTA

Player’s defensive performance
assessment using empirical Bayes
approach and probit regression

– Baseball High-resolution data of locations
of batted balls (MLB seasons
2002–2005) from Baseball Info
Solutions. n ≈ 120,000

Jiang et al.
(2010)

EBA Baseball batting averages using
empirical Bayes approach and
linear models

– Baseball number of hits and at-bats from
the MLB season 2005. Players
with more than 11 at bats

Neal et al.
(2010)

EBA BR Empirical Bayes approach to predict
baseball averages in the second
half of the season based on the first
half

– Baseball MLB season 2004–2005. Hits
and at- bats data obtained from
https://www.retrosheet.org/

Jensen et al.
(2009a)

BHM
HMM

Home run hitting prediction using a
log-linear hierarchical model. They
used a hidden Markov model for
separating hitters into two
categories (elite and non-elite)

– Baseball MLB seasons 1990–2005 from
Lahman Baseball Database.
n = 10,280 player-years

McShane
et al. (2011)

BHM
HMM

They implemented a hierarchical
Bayesian variable selection model
for a better assessment of players’
abilities

– Baseball Appelman database MLB
1974–2008 seasons. A 50
offensive stats (singles, doubles,
home runs, etc) from n = 8596
player-seasons and 1575 players

Albert (2016) BR Random effects model for
estimating batting performance

R Baseball Lahman MLB Baseball Database
from the 2011 season.
Strikeouts, home runs,
hit-in-plays and out-in-plays

Ishigami
(2016)

BR; BHM Poisson Bayesian regression to
estimate the effect of Relative Age
Effect (RAE) and place where
athletes were born

R, rjags; Stan Baseball
and
football

Season 2012. 12 teams Nippon
Professional Baseball
Organization (NPB); and 198
players. Japan Professional
Football League (J. League); 277
players

https://www.retrosheet.org/
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Table 3 (continued)

Author(s) Method Description Software/package Sport Data

Bendtsen
(2017)

BN Bayesian networks for modeling
career regimes

R, depmixS4
(Visser and
Speekenbrink
2010)

Baseball A random sample of 30 players
that debuted during 2005 or
after obtained from
www.retrosheet.org

Deshpande
and Wyner
(2017)

BHM, BR Bayesian hierarchical model and
Bayesian logistic regression for
pitch framing

R, Stan (Stan
Development
Team 2017),
rstan (Stan
Development
Team 2018)

Baseball Horizontal and vertical
coordinates obtained from the
high-resolution pitch tracking
dataset MLB PITCHf/x (seasons
2011–2015)

Healey
(2017)

BR Suggested new statistics for
players performance based on
batted-ball parameters (speeds,
vertical and horizontal angles)
within the Bayesian philosophy.
Probability density estimates are
obtained using a nonparametric
approach

R Baseball MLB Sportvision’s HIT f/x
(Season 2014) comprising
measurements from more than
100,000 batted-balls

Rue and
Salvesen
(2000)

BR TS Dynamic log-linear Poisson model
to predict games outcomes. This
time dependent approach
considers the teams attack and
defense strengths and a
psychological effect

LAPACK library
(Anderson et al.
1999)

Football Premier League and division 1
during 1993–1995 and
1997–1998 seasons

Karlis and
Ntzoufras
(2008)

BHM Bayesian modelling of the match
differences using the Poisson
difference distribution

R, WinBUGS
(Lunn et al.
2000)

Football goals/game scored in the
English Premiership by the 20
teams in the season
2006–2007

Baio and
Blangiardo
(2010)

BHM Bayesian log-linear random effect
model to predict football results

R, WinBUGS Football goals/game scored in the
Italian Serie A championship.
1991–1992 and 2007–2008
seasons. 20 teams

Suzuki
et al.
(2010)

BR Bayesian log-linear Poisson model
for predicting match outcomes
based on expert’s opinions and
the team’s rankings

– Football goals scored by each of the 32
teams competing in the 2006
Soccer World Cup

Shahtahmassebi
and
Moyeed
(2016)

BHM Generalized Poisson difference
distribution (GPDD) for modeling
goal differences

R Football Goals scored in Italian Serie A
(2012–2013) obtained from
ESPN. 20 teams and 380
matches

Koopman
and Lit
(2015)

TS Time series analysis using
bivariate Poisson distribution for
modeling teams goal differences

Oxmetrics Football English football Premier League
(2003–2012 seasons). Goals
scored in the 3420 matches

Thomas
et al.
(2009)

BR Bayesian linear regression for
assessing the importance of skills

MATLAB (MATLAB
2017)

Football Video annotation data from
Women National Collegiate
Athletic Association Division I.
n = 10 games

Carvalho
et al.
(2017)

LS, BHM Bayesian multilevel model for
fitting functional performance and
growth curves for body mass and
stature

R, brms (Bürkner
2017), Stan
(Stan
Development
Team 2017)

Football Growth in body size and
functional capacities in n = 33
under-11 youth soccer players
from a Spanish first division
club

www.retrosheet.org
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Table 3 (continued)

Author(s) Method Description Software/package Sport Data

Silva and Swartz
(2016)

BR Bayesian logistic regression to
determine optimum substitution
times

WinBUGS Football English Premier League
(2009–2010), the German
Bundesliga (2009–2010), the
Spanish La Liga (2009–2010),
the Italian Serie A
(2009–2010), North America’s
Major League Soccer (2010)
and the 2010 World Cup

Razali et al.
(2017)

BN Bayesian networks for predicting
the matches’ results

Weka (Hall et al.
2009)

Football English Premier League (EPL)
(2010–2011, 2011–2012 and
2012–2013). The data from the
20 teams was obtained from
http://www.football-data.co.uk

Swartz et al.
(2009)

BHM Developed a simulator of the
game outcome based on a
Bayesian latent variable model

WinBUGS Cricket 472 games comprising
257,922 bowled balls of the
ICC from Jan 2001 to Jul 2006

Koulis et al.
(2014)

HMM Poisson HMM to model batting
performance in cricket. They used
a Bayesian approach with multiple
states related to the batsman’s
performance, where the observed
variable is the number of runs
produced per game

Cricket Historical data from the top 20
ODI batsmen ranked at July 7,
2013, obtained from
www.espncricinfo.com)

Stevenson and
Brewer (2017)

Other,
BHM

Using a Bayesian survival
approach they assessed the
hypothesis that batting is a more
diflcult task at the beginning of
the game. The constructed model
allows the estimation of batting
abilities during the batting stages

Nested sampling
implemented in
Julia (Bezanson
et al. 2012)

Cricket Test Match data (batsmen from
New Zealand during 1990s and
2000s) from Statsguru and
Cricinfo website

Boys and
Philipson (2018)

BR Additive log-linear model for
ranking cricketers, accounting for
factors such as the year, player’s
age, etc.

R, coda
(Plummer et al.
2006)

Cricket n = 2855 test match cricketers
from 1877-August 2017

Thomas (2006) MC Modeled the scoring probability
as a continuous time Markov
process

Ice hockey Manual annotation of 18 games
from the Harvard Menâ€™s
Varsity Hockey team
(2004–2005 season)

Gramacy et al.
(2013)

BR,
BHM

An approach for evaluating the
impact of players performance on
scoring using a logistic regression
model

R; reglogit
Gramacy (2017b)
textir (Taddy
2013)

Ice hockey Players on ice of the games
from 2007–2011 seasons
obtained from www.nhl.com. A
total of 1467 players and
18,154 goals recorded

Thomas et al.
(2013)

BHM Team’s scoring rate as a
semi-Markov process using
hazard functions

R and C++ Ice hockey
(NHL)

Shifts from season 2007–2008
until 2011–2012. 30 teams

Glickman and
Stern (1998)

TS A Bayesian state-space approach
for predicting games scores
differences based on first-order
auto-regressive process

– American
football

Outcomes of the 28 teams in
the National Football League
(NFL) seasons 1988–1993

http://www.football-data.co.uk
www.espncricinfo.com
www.nhl.com
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Table 3 (continued)

Author(s) Method Description Software/package Sport Data

Cafarelli
et al.
(2012)

BHM, BR Bayesian logistic models for
modeling the probability of
converting a third down play

WinBUGS American
football

yards to go, outcome of each
first down by team from
National Football League (NFL)
season 2007

Revie et al.
(2017)

BR, BHM Bayesian linear mixed model and
support vector machine (SVM) to
model players’ fitness as a
function of players’ perceptions
when direct fitness measurements
are not frequently possible

R Rugby union Questionnaire of 38
professional players from
Jan-Apr 2012 and data from
counter movement jump (CMJ)
tests

Miskin
et al.
(2010)

BR,MC Volleyball’s skill importance
assessment using Markov chains
and Bayesian logistic regression.
This allow obtaining importance
scores. In the Markov process the
transition probability matrix were
obtained using a Dirichlet prior

– Volleyball Serves, passes, digs, and
attacks during the 2006
competitive season of a
women’s division I

Mendes
et al.
(2018)

BHM,
LS, BR

Longitudinal hierarchical approach
for modeling accumulated hours of
structured volleyball and other
sports practice

R, brms, Stan Volleyball Questionnaire of n = 78 elite
male players from Brazilian
volleyball clubs

Bar-Eli
et al.
(1995)

BF Bayesian likelihood ratio for
assessing the referee’s behavior in
competitions

Ball-games Questionnaire by eighty
professional male athletes from
Israel

Yang
(2004)

BF Bayesian binary segmentation
method for analyzing streakiness
(consecutive successes or
failures). Bayes factor tests are
used to assess the change in the
success rate

RNBIN from the
International
Mathematics and
Statistics Library

Team and
individuals
sports:
basketball,
baseball and
golf

Sequence of Bernoulli trials
(win/loss) from Golden State
Warriors in the NBA
(2000–2001). Tiger Woods’
sequence of wins or loss major
PGA golf championships
(1996–2001). Barry Bonds
home run hitting pattern in the
MLB season 2001

Murray
(2017)

BHM Team’s score-augmented win-loss
Bayesian model

R Ultimate
(frisbee)

2016 USA Ultimate Club
Division results

Mengersen
et al.
(2016)

BR Bayesian inference approach for
small effects as alternative of the
traditional magnitude-based
inference suggested by Batterham
and Hopkins (2006)

R, BRugs
(Thomas et al.
2006),
R2WinBUGS
(Sturtz et al.
2005),
MCMCpack
(Martin et al.
2011)

Triathlon Three variables were measured
(hemoglobin mass,
submaximal running economy
and maximum blood lactate
concentration) in 24
participants in 3 groups (live
high-train low, and intermittent
hypoxic exposure and placebo

Wimmer
et al.
(2011)

BR It uses semi-parametric Latent
Variable Models to fit decathlon
performance outcomes using age
and month of the competition as
covariates

R MCMCpack Decathlon 3103 competitions from the
world’s best performance
records (1998–2009)

Pradier
et al.
(2016)

BNP Bayesian Nonparametric Models
(BNP) approach for modeling the
performance of marathon runners

MATLAB Marathon New York City (2006–2011,
249,899 runners), Boston and
London (2010–2011, 117,255
runners) marathons
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Table 3 (continued)

Author(s) Method Description Software/package Sport Data

Stephenson
and Tawn
(2013)

Other Bayesian inference based on extreme
value methods to identify best
athlete performance assuming a
exponential decreasing trend

Athletics Male/female annual best times
in Olympic distance track events
(100 m, 200 m, etc) from
1908–2010

Dadashi
et al.
(2013)

HMM Swimming temporal phases modeled
using HMM

– Swimming
(breast-
stroke)

7 well-trained swimmers (4
males and 3 females) equipped
with wearable inertial
measurement units

Dadashi,
Millet, and
Aminian
(2015)

BR Bayesian approach for estimating
cycles swimming velocity using data
from wearable technology

– Swimming
(breast-
stroke)

Eight professional and seven
recreational swimmers wearing
IMU

Kovalchik
and Albert
(2017)

BHM Bayesian hierarchical model of serve
routine (time-to-serve) considering
the covariates point importance and
the length of the previous rally. Point

R, rjags
(Plummer 2016)

Tennis 175 matches from the 2016
Australian Open using Hawk-Eye
multi-camera

Baker and
McHale
(2017)

EBA Empirical Bayes model extension for
estimating players’ strengths

– Tennis Grand Slams (1968–2016),
21,921 matches and 1123
players

Glickman
and
Hennessy
(2015)

BHM Multinomial logit model for rank
ordering of competitors based on the
extreme value distribution

R, rjags Skiing Women’s Alpine downhill
competitions (2002–2013)

Usami
(2017)

LS Bayesian longitudinal method for
paired comparisons based on the
Bradley-Terry model

– Sumo
wrestling

10 wrestlers from the Japan
Sumo Association (2005–2009)

Ofoghi
et al.
(2013)

BN Racing athletes selection using
machine learning techniques and
Bayesian networks in the multi-event
cycling omnium

Weka Cycling
(omnium)

Australian Championships 2009,
World Championships
2007–2010, the UCI World Cups
(2010–2011), and the Oceania
Championships 2010

Yousefi
and Swartz
(2013)

SASTA,
BHM

Bayesian spatial model for
estimating the expected number of
putts within the green area according
to the distance to the hole and the
angle. This approach, based on a
truncated-Poisson distribution,
allows assessing putting
performance accounting for the
diflculty of putts

– Golf ShotLink data from the PGA Tour
2012

Vetter, Yu,
and Foose
(2017)

BR,
BHM

Bayesian regression to assess the
impact of several predictors (age,
ability, training and intensity) on the
training outcomes in four exercise
types (muscular strength, speed,
power and cardiorespiratory)

R Various Combined data from 34 studies
between 1984 and 2015

Percy
(2013)

BHM Bayesian shrinkage method for class
handicapping (that allows athletes to
compete on equal terms). This
method would allow reducing the
actual large number of handicapping
classes (often with just a few
competitors) by grouping the
competitors in smaller number of
classes

Excel Paralympic
sports

Women’s 100m running finals
and men’s 100m freestyle
swimming. Paralympic Games
Beijing 2008
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Table 3 (continued)

Author(s) Method Description Software/package Sport Data

Glickman
(2008)

BR Bayesian model of paired
comparisons in knockout-based
competitions using the
Thurstone-Mosteller approach.
This method matches the
competitors with the aim of
maximizing the probability that
the best player advances in the
competition as much as possible.
Given the strength of each
competitor, the model computes
the probability of one defeating
the other, placing a multivariate
normal prior on the strength

C – Simulated data

Sottas
et al.
(2006)

LS Bayesian longitudinal analysis of
blood samples to detect abnormal
values of a biomarker

MATLAB (MATLAB
2017)

Doping Two longitudinal studies: (1)
double-blind study, 17 athletes
and 332 observations. (2) 188
samples from 11 male athletes

Robinson
et al.
(2007)

LS Bayesian inference of longitudinal
blood sample for doping detection

– Doping 135 blood profiles from 1039
samples from the three studies
(elite athletes, amateur
athletes and volunteers)

Schulze
et al.
(2009)

LS Longitudinal Bayesian model
considering genotype information
for derivation of doping cut-off
points

– Doping Urinary samples in 55 male
volunteers having one, two or
no allele of the UGT2B17 gene

Sottas,
Saugy, and
Saudan
(2010)

LS, BHM Longitudinal study of bio-markers
based on Bayesian inference

– Doping 432 urine samples from 28
participants

Van
Renterghem
et al.
(2011)

LS Adaptive model based on
Bayesian inference for finding new
bio-markers to be used in doping
detection

MATLAB Doping 42 urine samples from six
healthy male volunteers

Stenling
et al.
(2015)

Other Discusses the use of Bayesian
structural equation modeling in
sport psychology settings
illustrated using data from a Sport
Motivation Scale II. They reported
a better fit to the date using this
Bayesian approach compared to
the traditional maximum
likelihood

Mplus (Muthén
and Muthén
1998-2012)

Multiple
team and
individual
sports

380 subjects from high school
and sport teams in Sweden

Tamminen
et al.
(2016)

Other Emotion regulation assessment
using a multilevel Bayesian
structural equation modeling
approach. Emotion regulation at
personal and team levels were
found to be associated with
athletes’ enjoyment and
commitment

Mplus Multiple
team sports

n = 451 adolescent athletes
from 45 teams in Ontario and
British Columbia, Canada
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Table 3 (continued)

Author(s) Method Description Software/package Sport Data

Gucciardi
et al.
(2016)

Other Self-reported mental toughness
assessment accounting for cultural
differences using Bayesian structural
equation modeling and approximate
measurement invariance

Mplus Multiple
individual
and team
sports

Male and female athletes from
Australia (n = 353), China
(n = 254) and Malaysia
(n = 341)

Josefsson
et al.
(2017)

Other Bayesian cross-sectional and
longitudinal design for modeling
mindfulness on rumination and
emotion regulation

Mplus Multiple
sports

172 male and 69 female elite
athletes from Sweden

Giles et al.
(2017)

BR Bayesian regression to assess the
association between mental
toughness and behavioral
perseverance accounting for physical
fitness. Although they found
association between these variables,
mental toughness was not a good
predictor of behavioral perseverance
in presence of fatigue

Mplus Australian
rules
football

38 male footballers from the
West Australian Football
League and Western Australian
Amateur Football League
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