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Abstract: The NKG2015 geoid model covers the Nordic and
Baltic countries and has been computed based on the
least-squares modification of Stokes’ formula with addi-
tive corrections method. New and precise terrestrial, air-
borne and shipborne gravimetric measurements, the re-
cent global gravity model of the gravity field and steady-
state ocean circulation explorer (GOCE) and detailed dig-
ital terrain models over each territory have been used for
computing this new geoid model. Some estimates for the
error of this model have been roughly presented by com-
paring it with the global navigation satellite system (GNSS)
data over each country. In this paper, our goal is to have a
closer look at the relative error of this model by perform-
ing some statistical tests and finding the proper correc-
tive surface for absorbing the systematic errors over each
country. Our main assumption is realisticity of the errors
of GNSS/levelling data and we will investigate its conse-
quences in estimating the error of the geoid model. Our re-
sults show that the 4-parameter corrective surface is suit-
able for modelling the systematic trends of the differences
between the gravimetric and GNSS geoid heights in Swe-
den, Denmark and Finland, but a filtered discrepancies by
a confidence interval of 95% should be used for Sweden. A
7-aparameter model is suitable for the filtered discrepan-
cies with the confidence interval of 95% in Norway. Based
onthe selected corrective surface and our newly developed
regional iterative variance estimator, the confidence inter-
val for the error of NKG2015 geoid model in Sweden, Den-
mark and Norway yielded 0-6.5 mm, 1.8-5.2 mm, 14.8-17.7
mm, respectively with a confidence level of 95%. We could
not estimate the geoid error in Finland because the given
error of the GNSS/levelling heights is significantly larger
than the size of residuals. Based on the selected correc-
tive surfaces and our presented local variance estimator,
the average error of geoid becomes 3.6, 2.4, 8.8 and 5.8 mm
with a confidence interval of 68%, respectively, over Swe-
den, Denmark, Norway and Finland.
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1 Introduction

The geoid is an equipotential surface, which has the best
fit to mean sea level and continues beneath the continents.
It is a reference for heights and called vertical datum in
geodetic literature as well. Lateral variation of this sur-
face represents changes in the Earth’s gravity field due
to mountains, valleys, oceans as well as the Earth’s inte-
rior structure and density. Therefore, the Earth’s gravity
field and information about the density and height of topo-
graphic masses can be used for computing a geoid model.
Today, according to advances in technology, the gravimet-
ric measurements are collected with high qualities and
spatial resolution. This makes the role of geoid even more
important than before, and it is necessary to compute new
geoid models whenever new data become available. Defi-
nitely, the qualities of the new models increase, and it is
important to check such qualities prior to using the mod-
els.

The geoid can be used for solving the levelling prob-
lems. We know that levelling is a very time consuming and
costly work. However, measuring the geodetic/ellipsoidal
height by a global navigation satellite system (GNSS) re-
ceiver is much easier in practice, but the measured height
is referred to the reference ellipsoid and not the geoid. We
already know the relation between the geodetic, orthome-
tric and geoid heights:

N=h-H (€]

where N is the geoid height, H the orthometric height and
h the ellipsoidal/geodetic height, which is measured by a
GNSS receiver. If two of these heights are known, the other
one can be computed. For example, if N has already been
determined and h is measured by GNSS receivers, H can
be determined, then, there will not be any need for per-
forming the time consuming and costly sprit levelling. This
method of height determination is called GNSS/levelling
(GL).

The newest geoid model developed by the Nordic
Geodetic Commission (NKG) was named NKG2015 geoid
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model (Agren et al. 2016). It is of importance to see how
close this model is to the geoid heights computed from
GL data. The NKG2015 geoid model is the most recent
official geoid model, which has been developed specifi-
cally for the Nordic countries Sweden, Norway, Finland
and Denmark and some Baltic countries. It has been com-
puted based on inland terrestrial gravimetric data, air-
borne/shipborne gravity data for the seas. The satellite
gravity model GO_CONS_GCF_2_DIR_R5 (Bruinsma et al.
2013) to degree and order 300, has been used to present the
long wavelength portion of the geoid model. This model is
a satellite-only model based on a full combination of the
gravity field and steady-state ocean circulation explorer
(GOCE) (ESA 1999). The combined national topographic
heights with those of Satellite Radar Topography Mission
(SRTM3) (Farr et al. 2007) with the resolution 3 second and
GTOPO30 as well as some ice models over Norway have
been considered in geoid modelling. Amongst different
methods of geoid determination, which were tested and
applied, the unbiased type of least-squares modification
of Stokes’ formula with additive corrections was selected
as the best method. This method has been developed at
the Royal Institute of Technology (KTH) during years by
Lars E. Sjoberg, and practically developed by Agren (2004)
and Ellmann (2004, 2005) and applied by Kiamehr (2006),
Daras (2009), Abdalla (2009), Ulotou (2009) and Ssegendo
(2016) successfully over different regions and countries.
Some aspect about gravity survey in the geoid modelling
process can be found in Mirdla et al. (2017). The National
Land Survey of Sweden has adopted this method for geoid
determination.

Quality of a geoid model is usually tested by com-
paring it with the GL data. Fotopoulos (2003 and 2005)
used variance component estimation to calibrate the er-
ror of geoid models and GL data. She considered differ-
ent corrective surfaces to model the discrepancies between
geoid models and the geoid computed from the GL data.
Full variance-covariance matrices of geoidal, orthomet-
ric and ellipsoidal heights were considered in her analy-
ses. Such matrices can be obtained in different ways; for
more details see Fotopoulos (2003 and 2005). Other simi-
lar works were carried out by Kiamehr and Eshagh (2008)
and Eshagh and Sjoberg (2008) for calibrating the error
of the gravimetric geoid of Iran. They did not use the full
variance—covariance matrices of the heights and used the
as initial values of variance components, but they empir-
ically estimated the error of the geoid, orthometric and
ellipsoidal heights and used variance component estima-
tion. Eshagh (2010) calibrated the error of the KTHOS8 geoid
model (Agren et al., 2009) using this method over Sweden.
Another way for estimation of variance is to use the a pos-
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teriori variance factor directly, instead of variance compo-
nent, if the error of some measurements are trustful. Wag-
ner and McAdoo (2012) used this process to calibrate the
gravity models and Eshagh (2013) used a similar method
to calibrate the errors of the recent gravity field models
based on their differences with respect to EGM08 (Pavlis
et al. 2012).

There are, however, previous quality analysis research
on other geoid models, e.g. Eshagh (2010) performed a
similar study in Sweden based on the KTHO8 geoid model
(Agren et al. 2009). Zoghi (2015) and Eshagh and Zoghi
(2016) analysed the quality of the geoid model, computed
from the global gravity model EGMO08 over the Nordic
countries. In addition, the working group on geoid and
height system determination of the NKG has specified new
sets of GL heights for evaluation of the geoid models over
the Nordic countries. Varbla et al. (2017) evaluated differ-
ent marine geoid models including the NKG2015 model,
by ship-borne Global Navigation Satellite Systems (GNSS)
profiles. Ellmann et al. (2019) has also determined a geoid
model over Estonia and evaluated it by an innovative two-
stage stochastic fit based on least-squares collocation us-
ing these GL heights and estimated an accuracy of 5 mm for
their geoid model. Here, our goal is to use these GL heights
for evaluation of the NKG2015 geoid model in a different
way by using corrector surfaces and variance estimation.

2 Error of geoid based on
GNSS/levelling heights and
discrepancies

Equation (1) shows the ideal relation between the ellip-
soidal, orthometric and geoid heights. This equation is
theoretically valid, but due to the presence of different er-
rors and biases in the heights this is not so. To be more
realistic we should write Eq. (1) in the following form:

h+€h—(H+€H)—(N+€N)=W, (2)

where €, and ey are the random error of the ellipsoidal
and normal heights with the property E {e,} = E{eg} = 0,
with E{} denoting the statistical expectation operator. In
addition, E {e,e,} = 07 and E {egey} = o as variances
of the heights. The symbol w stands for discrepancies of
the equation with E{w}=0.

Eqg. (2) is a condition adjustment model, in such a
model the a posteriori variance factor can be estimated by:

2
w
07 g+ 0%

6 =
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After solving Eq. (3) for 0% we obtain:

Vs ol (5)

This means that the ratio of squared of a discrepancy
and a posteriori variance factor should be larger than the
variance of the subtraction of the normal (orthometric)
and ellipsoidal heights. However, the value of the a pos-
terior variance factor is not given so that Eq. (5) can be ap-
plied for finding the error of the geoid height. In addition,
we know that in an ideal case it should be equal to 1, when
the mathematical model is suitable for modelling the data,
no gross error exists on the data and the considered error
for the data is in agreement with discrepancies.

As Eq. (5) shows w plays a significant role in estima-
tion of the error of the geoid heights. Therefore, perform-
ing some statistical tests on it is of vital importance for a
realistic estimation of the geoid height error.

3 Test of discrepancies

Discrepancies should be checked to see if they are nor-
mally distributed or contain any systematic trend. In the
following, we will present filtering of the discrepancies
based on confidence intervals (CIs) of 95% and 99%, chi-
square goodness-of-fit (GOF) test, and test of skewness and
kurtosis of distribution of w.

3.1 Filtering of discrepancies based on 95%
and 99% confidence intervals

Here, values of w are computed for all points and their
mean w and standard deviation s, are used for filtering
the data with ClIs of 95% and 99%. Generally, this CI can
be written in the following form:

W—Zg2Sw < W< W+ Zg/5Sw (6)

where for a CI of 95%, the significant level will be 5%
and according to the normal standard distribution we have
Zo.025 = 1.96 and for 99% and 1%, we have Zj go5 = 3.
This means that each value of w should be inside the inter-
val (6), otherwise, itis recognised as an outlier, and should
be removed from the set of w.
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3.2 Chi-square goodness-of-fit test

Histogram of w can give us some idea about the normal-
ity visually. Histogram of normally distributed data should
be bell-shaped and symmetric. However, if the goal is to
check the normality of w by their histogram in a more
complete way, the chi-square GOF should be applied. The
statistic, which is used for such a test, is:

nb 2
0;-E;
y= Z % SXﬁ,nb—l @)
i=1 !

where i stands for counter of histogram classes or bins
and nb is the total number of bins, and O; the measured
frequency of the measurement in each bin and E; the ex-
pected frequency, which is estimated from a normal dis-
tribution function, computed based the sample mean and
standard deviation. x ,,,_; is the number that we find from
the chi-square distribution function with significant level
of a and nb — 1 degree of freedom. The computed statistic y
should be smaller than this value, if this is the case, w has
probably normal distribution.

3.3 Test of skewness and kurtosis of
histogram

Generally, skewness is a factor showing lack of symmetry.
A symmetric dataset looks the same to the left and right of
the centre point. However, it can be skewed to the left and
right of this point depending on the sign of skewness. Kur-
tosisis a factor showing if the data are heavy-tailed or light-
tailed. That is, data sets with high kurtosis tend to have
heavy tails, or outliers. Data sets with low kurtosis tend to
have light tails, or lack of outliers. Normal distribution has
zero skewness and kurtosis.

The skewness S and kurtosis K of univariate data w;,
i=1,2,..,n, where n is total number of the GL points are, re-
spectively,

S= 5 > (wi-w) ®)
Woi=1
K=s£42(wi—ﬂ/)4—3. 9)
Woi=1

The variance of skewness and kurtosis are, respec-
tively, approximated by 6/n and 24/n. The Cls for the stan-

dardised skewness and kurtosis are:
S
_ZD(/Z < O_—S < Za/z (10)

11

K
—Zgp S — < Zyj.
D(/2< ok < al2
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If the standardised skewness and kurtosis are inside the CI, then w has probably normal distribution.

4 Least-squares detrending of discrepancies and statistical tests

The discrepancies w may contain a pattern due to errors in the measured heights or gravity data and many other types of
information, which are used in geoid modelling process. In any case, when we discuss about error, we mean uncertainty
or random error rather than any systematic bias. Therefore, it is important to model any systematic trend and remove it
from w. Here, we present how this process is done theoretically. Let the following Gauss-Helmert adjustment model

Ax+Be=0-BL=w,
with
E {eeT} = 0°Q+05Qy (12)

where B = [ I -1 } with I as an identity matrix with size of n the total number of data, L = [ h-H N }T is the
observation vector containing vector of the differences between ellipsoidal and orthometric heights, h - H and the geoid
height N, € is the random error in the data with E {€} = 0. The matrix A is related to the mathematical model, which
is used for modelling the biases or systematic behaviour of w. There are well-known 4-, 5- and 7-parameter models for
absorbing the shift and tilts of w (e.g. Fotopoulos 2005, Eshagh 2010):

fu (@, A) =x0 + X1 €OS P CcOSA+ x,cospsinA +x3sin g (13)

f5 (@, A) =Xo + X1 COS ( COS A + X5 COS @ Sin A + X3 Sin @ + x4sin’ (14)

f7 (@, A) =Xo + X1 COS  COS A + X, COS @ SN A + X3 sin @ + x4k L cos ¢ sin p cos A + + x5k~ cos @ sin @ sin A + xgk Lsin ¢

(15)

where ¢ and A are, respectively, the latitude and longitude of each point having the GL and geoid heights, x;, i =0, 1,...
1

stands for the regression coefficients of each model absorbing the shifts and tilts of w, and k = (1 - ezsinz(p) ? ,etis
the reference ellipsoid’s eccentricity. The first term of Eq. (12) can be written in matrix forms, based on the number of

parameters which are used to model the trends. For 4-, 5- and 7-parameter corrective surfaces, they are, respectively

1 cos@icosd; cosgqsind; sing; Xo
1 cos@ycosdy, cosg,sind, sing; X1
AXx = . . . (16)
: X2
1 cos@ncosdn cos@nsind, sin@y X3
1 cosgicosA; cosgisind; sing; sinz(pl Xo
1 cos@,cosd, cos@,sind, sing; sinz(pz X1
Ax=| | . . . ) X2 (17)
: : : : : .

1 cos@ncosd, cos@nsind, sing, sin’@n

[

cos(@1cosA; cos@psinA; sing; cos@ising;cosdi/k; cos@;sing;sindg/k; sinz(pl/kl

1 cos@ycosd, cos@,sind, sing, cos@;sing;cosAy/ky cos@;sin @, sinAy/ks sinz(pz/kz
Ax =

1 cos@ncosAn cos@nsind, sin@n €os@nsin @y cosAn/kn COS @n Sin @n sinAn/kn sin2<pn/kn

(18)

Xo
X1
X2
X3
Xy
X5
Xe
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The least-squares solution of Eq. (12) is:

-1 \1 -1
X= (AT (02Q + UIZVQN) A) AT (020 + olQON) w
(19)
with the variance-covariance matrix of the estimates:

PO -1 \71
C; = 0(2) (AT (O‘ZQ + O'IZVQN) A)

where 63 is the a posteriori variance factor with the follow-
ing formula:

(20)

éT(on + GIZVQN)_lé
n-m

with

€=w-AX (21)

and m is the number of unknown parameters. The esti-
mated a posteriori variance factor should be in the follow-
ing CI:
U(z)th/Z,n—m G(ZJX%—a/Z,n—m
n-m n-m

where 0(2, is a priori variance factor, which we assumed that
it is equal t0 1. X3/ n_m and X3_4/2 o are the values, se-
lected from chi-square distribution based on the signifi-
cant level of a and the degree of freedom n — m. 63 will be
in the interval (22) if there is no gross error on the data, the
mathematical model presents the data properly and the
a priori error of the data is in agreement with the size of
residuals.

To test significance of the estimated parameters, the
following interval should be constructed for each esti-
mated coefficient of the model:

<65 < (22)

T < Ai
“ta/2,n-m = A
0%,

(23)

< Ta/z,n—m;xi; l = O’ 1’ seee

where T4/, n-m is the value, which is selected from 7-
distribution with the significance level of a and the degree
of freedom n — m. T-distribution has the following relation
with t-distribution (Pope 1976):

_ ta/Z,n—m—l vin—m
Ta/2,n—m = .
\/n -m+ t2

(24)

a/2,n-m-1

If the ratio of value estimated parameter and its error fall
in this interval, then that parameter is not significantly dif-
ferent from 0 and can be removed from the model.

5 Regional estimation of variance
of the geoid model

Under the assumption that errors of GL data are realis-
tic, and the mathematical model of the corrective surface
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presents the systematic trends and removes them properly,
we can, according to Eq. (21) and Eq. (22), write:

-1

2 22 AT( 2/ 2 A_ 2 22

ONOOXa/2,n-m < € (U /UNQ + QN) € < ONOOX1-a/2,n-m"
(25)

For solving Eq. (25), the upper and lower bounds of the
interval are considered separately. When the lower bound
is consider we obtain the following iterative estimators of
variance for the geoid model:

-1

1 & (02/(0%1)’(Q+QN) €

o3 < (26)
( N> U(Z)Xzi/z,n—m
and when the upper bound
AT 2 2 k _1,.
kw1 € (0 /(oy) Q+Qy) €
(012\,) s ( / (o) ) @

2.2
OOXI—a/Z,n—m
where k stands for the iteration number.
In this case, two values are obtained based on the de-
gree of freedom and the selected significant level for the
lower and upper bound of the geoid height variance.

6 Local estimation of variance of
the geoid model

The iterative variance estimators (26) and (27) are of re-
gional type, meaning that they give estimates of variance
over a region, in this study, each country. Therefore, it
is somehow an average estimate of the upper and lower
bounds for the geoid error. Another way for estimating the
variance for the geoid heights is to consider w at each point
separately after detrending. In this case, we can estimate
the variance for each point individually. To do so, we use
the standardised residuals, meaning that the ratio of each
residual after detredning and its estimated error should
have normal distribution with a significant level a:

~

filcz,. 28)
gl 7
As shown in Eq. (21), the residuals are:
€ =w-AX=Rw (29)

where

(1 - <AT (az/o%VQ ; QN)_1A> AT (oz/a,zvq + QN) _1) .

(30)
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By applying the error propagation law to Eq. (29), the
variance-covariance matrix of the estimated residuals is
obtained:

C: = RCyR" (1)

where

Cw = 02Q+ 012\,QN. 32)

Now, we square both hand sides of Eq. (28) and ignore
the absolute value as a squared value is always positive:
22

g.

L <72,

0? 2
£.

(33)

After simplification of Eq. (29)-(31) and substituting
the results into Eq. (32) we obtain:

I Wr;w < Z%

A (07/3Q Q)

(34)

where r; is the i-th row of the matrix R. Eq. (33) can be writ-
ten as:

() w(ry)w

(()'IZV> k+1 s i .
230 (0 (03)" @+ Q) ()

(35)

which is in fact an iterative estimator of the variance for
the geoid height. This estimator is local meaning that it is
applied to each point. The iteration process is repeated un-
til the estimate converges and does not change by further
iteration.

7 Application

In this section, the data over the Nordic countries are pre-
sented. Later different statistical tests as well as detrend-
ing model will be applied on w. A CI will be estimated for
the geoid error over each country and the local variance
estimator will be applied at the GL points.

7.1 The NKG2015 geoid model and
GNSS/levelling data

The NKG2015 geoid model has a limited coverage between
the latitudes 53°N and 73°N the longitudes O°E and 34 ° E
containing Sweden, Norway, Denmark and Finland. Since
the GL data are collected only over lands, our study area
will be limited to lands as well. The NKG2015 geoid model
is shown in the background of the GL points over the study
area in Fig. 1a. The lowest value of the geoid heights is seen
in the southern of Finland and reaches to 15 metres and
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the highest value in the mountainous area of Norway to 50
metres.

The GL data contain ellipsoidal heights measured by
GNSS receivers and orthometric heights. As was men-
tioned before, the difference between these two heights
gives us the geoid height theoretically. In other words, the
GL data can be used as check points for quality test of the
NKG2015 geoid model. Note that not all the GL data are
approved for this purpose by the national responsible au-
thorities of the Nordic country, even if they are rather good.
197 GL points amongst all have been selected for Sweden,
and 697, 923 and 50, respectively, for Denmark, Norway
and Finland. The estimated precisions for these data are
11 mm for 25 points and 14 mm for the rest of the points in
Sweden, 10, 15 and 25, respectively, for Denmark, Norway
and Finland.

According to Fig. 1a the GL points over Finland have a
rather sparse distribution and the geoid model is smooth
there. The densest distribution of the GL points is seen in
Denmark, a flat and smaller area comparing to the rest of
the countries. In this area the geoid cannot fluctuate signif-
icantly. The GL points have evenly covered Sweden, but in
mountainous Norway establishing these points with such
a uniform distribution is not possible.

The map of differences between the NKG2015 geoid
model and the GL data, or discrepancies w, are presented
in Fig. 1b. These differences is gridded for a better visuali-
sation purpose in this figure. As seen, they are almost posi-
tive meaning that there should be a shift between the geoid
model and the GL data and smaller in the southern parts
of Sweden and Norway, and rather constant over Denmark
and Finland. Large differences, reaching to 20 cm, are ob-
served along the Norwegian coastal line, north of Sweden
and Finland.

7.1.1 Test of discrepancies

As Eq. (4) shows, the discrepancies play an important
role for determining the quality of the geoid heights. They
should be normally distributed, but this is not the case in
practice, as there may exist blunders amongst them and/or
they may contain some systematic patterns or trends.
Here, our goal is to test normality of them by filtering based
on the confidence intervals (CIs) of 95% and 99.7%, the chi-
square goodness-of-fit (GOF) test and test of skewness and
kurtosis of the histograms of w.
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Fig. 1. a) Distribution of GL points over the Nordic countries on the
background of NKG2015 geoid model, b) differences between the
geoid heights and GL data (discrepancies) [m]

7.1.2 Filtering the discrepancies based on confidence
intervals of 95% and 99.7%

Here, we filter w according to the CIs of 95% and 99.7% and
after that we check to see possible improvements of their
distribution according to the normal standard distribution
for the significant level a« = 0.01. Therefore, it is rather
simple to construct the CIs according to Eq. (6), from the
mean value and standard deviation of the discrepancies.
Figure 2a shows the removed GL points after filtering
the discrepancies based on the CI of 95% and Fig. 2b a
similar map based on 99.7%. The deleted points are lo-
cated close to coastal lines and over the mountainous ar-
eas. In the case of considering the CI of 99.7% one point in
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72°N

68°N

64°N
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56°N :

0E
(b)

Fig. 2. a) GL outliers from filtering with a confidence interval of a)
95% and b) 99.7%.

Denmark and one in Finland were deleted and two in the
northern and mountainous part of Sweden and few points
close to the coastal lines in Norway. Heterogeneous quality
of the topographic heights and gravimetry measurements
in geoid computation on the one hand and other errors in
measuring the normal and geodetic heights by GNSS re-
ceivers on the other hand are the probable reasons causing
that some of the discrepancies fall outside the Cls.
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7.1.3 Chi-square goodness-of-test

As described in Section 3.2, the chi-square GOF test is
passed if the y value is smaller than x3 ,;,_;, this would in-
dicate a good fit to the normal distribution curve. This test
has been applied to the unfiltered and filtered discrepan-
cies and its results are summarised in Table 1. As observed,
only Sweden and Finland discrepancies pass this test be-
fore and after filtering them, therefore probably they have
normal distributions. Norway and Denmark’s discrepan-
cies clearly fail the test, and it cannot be said that they are
normally distributed. What we can conclude here is that
the filtering process does not necessarily improve the dis-
tribution of the discrepancies.

Table 1. Chi-square goodness-of-fit test of normality before and
after filtering based on two confidence intervals of 95% and 99.7%,
P and F stand for pass and fail, respectively [unitless]

Region Before filtering Filtering 95% ClI Filtering 99.7% CI
y Ko | Test| vy Komps | Test |y |zl Test
Sweden 2.3177 | 2.7955 P 2.7565 | 3.5485 P 3.1471(3.3272 P
Denmark | 6.4827 | 3.5485 F |[5.6961| 3.7506 F  |5.7536|3.7506 F
INorway 8.1113 | 3.3272 F 8.1400 | 3.7506 F |7.6237|3.5485 F
Finland 2.1696 | 3.0802 P 2.7350 | 2.7955 P |2.16963.0802 P

7.1.4 Test of skewness and kurtosis

A complementary way to test the normality of the dis-
crepancies is to check skewness and kurtosis of their his-
togram. Table 2 shows the standardised skewness and kur-
tosis, which can be derived by dividing each one by re-
spective error; see Section 3.3. Based on a significant level
of 0.05 of the normal standard distribution these ratios
should have a value between —-1.96 and 1.96. Table 2 that
the kurtosis before filtering is 3.98, significantly different
from O, meaning that the histogram is tailed significantly.
After filtering, this ratio will be 2.08 for CI of 95% and
1.44 for 99.7%, which works rather fine but makes the his-
togram slightly skewed. In Denmark, the histogram of the
filtered discrepancies by 95% CI is closer to normal dis-
tribution. In Norway, this histogram is far from a normal
distribution even after filtering by 95% and 99.7% Cls, the
standardised kurtosis will be smaller than 1.96, but the
distribution is still skewed. However, as the table shows
the standardised skewness is smaller for filtering based on
95% CI and probability will be smaller than 1.96 if they dis-
crepancies are filtered by smaller percentage of CI. The his-
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togram is very close to the normal distribution in Finland
even without applying filters.

Table 2. The standardised skewness and kurtosis values before and
after filtering of the discrepancies based on Cls of 95% and 99.7%
[unitless]

No filtering
S/os |K/oy

Filtering 95% ClI
S/os | K/ok

Filtering 99% CI
Sfos | K/oyg

Region

Sweden | 1.54 | 3.98 0.38 2.08 2.29 1.44

Denmark | -3.56 | -1.38 | -2.45 -2.81 [ +3.33 +1.63
Norway | 9.08 | 6.13 4.74 -1.87 5.93 1.98
Finland | -1.18 | -1.28 -1.04 -1.27 -1.18 +1.28

7.1.5 Least-squares detrending by the corrective
surfaces

Now, the presented 4-, 5- and 7-parameters corrective sur-
faces in Egs. (13)-(15), are applied for detrending the dis-
crepancies. However, the main question is which one of
these three models has the best fit to the discrepancies of
which country? To answer this question, we perform some
statistical tests on the results of detrending process. The
first test is to check the significance of each estimated pa-
rameter to find how many of the selected parameters in
the corrective surface models have significant role in de-
trending. The test statistic has been already presented in
Eqg. (26). This means that the ratio of the estimated parame-
ter and its estimated error should have 1-distribution with
significant level of and degree of freedom of n — m. Note
that 7-, t- and normal distribution will be very close to each
other when the degree of freedom is large, like this study.
Proper selection of the corrective surface is important as
by underestimating the number of the parameters, some
parts of the trends, which are, in fact, systematic patterns
will contribute to the random errors and by overestimating
the parameters some parts of the random noise will be ab-
sorbed in the trend. Therefore, checking the normality of
the residuals after detrending will be very helpful. If they
have normal distribution, probably the selected model has
the best fit to that area.

For selecting the best corrective surface, no error is
considered for the geoid and GL data, as their improper
weights can influence the fitting. This means that in the
mathematical model for the least-squares estimation of
the parameters and their variance-covariance matrix, we
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consider 6> = 0% = 1 and Q = Qy = L, in Egs. (19), (20)
and (21).

The detrending will be performed in three different
scenarios for each model, detrending the discrepancies
without any filtering, filtered by CIs of 95% and 99.7%. In
fact, by considering the filtered discrepancies, we have re-
duced the risk of presence of outliers in the least-squares
detrending procedure.

Table 3 summarises the ratio of the estimated param-
eters and their errors for each corrective surface model be-
fore and after filtering of discrepancies with CIs of 95% and
99.7%. The significant ratios are highlighted in the table.

As we observe, in Sweden the least-squares detrend-
ing of the nonfiltered discrepancies with 4-parameter
model leads to significant values for the estimated pa-
rameters, whilst when the 5-parameter model is chosen,
only one parameter comes out significant, and when 7-
parameter model is selected two will be statistically signif-
icant. In the case where the filtered discrepancies are used,
the 4-parameter model has still significant parameters. In
Denmark, the results of the significant test of the estimated
parameters from detrended discrepancies before and after
filtering with CI of 99.7% are similar, but when the filter-
ing is done with a CI of 95% some parameters of 5- and
7-parameter models comes out significant. In Norway, the
test shows that the 4-parameter model has some insignifi-
cant parameters, but when 5- and 7-parameter models are
applied the estimated parameters will be significant before
or after filtering of discrepancies. Filtering has no signifi-
cant impact on the result of the significant test of the es-
timated parameters and in all cases of using the 4- and 7-
parameter models in Finland.

Looking at the significance of the estimated parame-
ter can somehow give us some idea about the quality of
the fitting or detrending process. However, it is not easy
to conclude about the results rigorously. Therefore, more
statistical tests are required for doing so. One method for
testing the fit of a mathematical model to data is to test
the normality of residuals. If the residuals after detrend-
ing are normality distributed, we may conclude that the
fitting and detrending process have been successful. Here,
a chi-square GOF test of the residuals to the normal dis-
tribution with the same mean and standard deviation of
them is needed.

Table 4 represents the results of the chi-square GOF
test of the residuals estimated from least-squares detrend-
ing using 4-, 5- and 7-parameter models. It shows that this
test is passed only in the case of detrending the filtered dis-
crepancies with a CI of 95% in Sweden. The importance of
filtering discrepancies over this area is clear. All three mod-
els passed the test when the filtered discrepancies with a
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Table 3. Standardised estimated parameters from least-squares
detrending process with discrepancies, before and after filtering
the discrepancies by Cls of 95% and 99.7%, column 4, 5 and 7 rep-
resents the number of parameters in each corrective surface model
[unitless]

Region No filtering Filtering 95% CI Filtering 99.7% CI
« [ s [ 7 « [ s ] 7 « s [ 7
7.8042 2.4988 -0.2906 2.2921

-1.0437  -3.0213 -1.1011

5.7222 1.6996 -3.0560 7.3781 -1.2274

-8.1859
-8.2632

-5.9264
-6.0110

-0.9919  -4.8387 | -7.7442 -3.4870

-1.7550  -1.2674 -1.5227  -3.8083 -7.6515 -1.7357 -2.0918

1.3699
3.5192
2.3391
1.8551

-7.5115 -1.1156 0.4457 -5.4909 -0.6371 3.2151 -7.0944 -0.9654

0.5716

Sweden

0.7039 3.2343 0.3245 4.6896

3.9570
3.6213

1.5990
0.9785

-6.7438
6.9390
3.7567
6.7275

-6.2453  -1.3205 | -6.5838
6.7766
3.7794

6.5670

-6.4575
2.6910
0.8613

-1.4712 | -6.7380

6.9323

-6.3720
3.2658

-1.3666

3.4510 -1.8351 -2.1807 -1.9184

1.4148 -1.3021 -1.4164 3.7589

6.7221

1.2445 -1.3398
2.9153

-1.4673

1.3424 3.3978 14726

2.1623

3.1220
-1.6859

1.3840

Denmark

1.8337 -2.0544 1.9132
1.2991

1.2976

1.3980 1.3334

1.4289 1.3391

-1.6173 -2.5840 -5.4335 | -1.9726

0.3860

-4.1905 -5.3001 | -2.04696
0.29016

-4.67080

-3.0131 -5.2428

-0.1883  -2.1983 4.6887 -3.4355

-6.2238

2.2192 -2.3421 3.9081

-5.0293  -5.2702  -4.3155 -4.8489 -4.3529 -5.2454 -4.2117

2.4018 2.4662  5.0856 2.7233 4.0528 5.0609 2.82515 2.8489 4.9411

Norway

-2.3266  -5.2035 -3.9029  -2.7724 -2.6873  -4.4223

3.9040 4.0114 3.8345

4.6978 4.6588 4.5581

-3.4636  -2.4163 4.2145 | -3.0100 -2.18458  4.3613 -3.4636 -2.4163 4.2145

3.6530 -1.0278 4.1686 3.1675 -0.95731  4.3093 3.6530 -1.0278 4.1686

2.6167 -1.3050 4.7270 2.3292 -1.19963 4.8317 2.6167 -1.3050 4.7270

3.4980 2.0371 -4.3214 3.0460 1.85356  -4.4623 3.4980 2.0371 -4.3214

Finland

-1.8761  -4.3168 -1.71154  -4.4490

-4.8623

-1.8761 -4.3168

-4.7693 -4.7693

-4.6595

-4.6595 -4.7746

CI of 99.7% is applied in detrending for Denmark. In Nor-
way, the test is passed only when a 7-paramter model is
applied for the filtered data with CI of 95%. In Finland, it
seems that that filtering of discrepancies has no role.

Table 4. Chi-square GOF test of the estimated residuals before and
after least-squares detrending of filtered and nonfiltered discrepan-
cies [unitless]

3 Before filtering Filtering 95% CI Filtering 99.7% CI
Y X Test Y X Test Y X Test
4 4 3.4956 2.7955 F 1.8522 2.7955 P 3.3494 2.7955 F
§ 5 3.4659 2.7955 F 1.5545 2.7955 P 3.5051 2.7955 F
4 7 3.4659 2.7955 F 2.0391 2.7955 P 3.2553 3.0802 F
o 4 2.2803 3.3272 P 1.4384 3.3272 P 2.3299 3.3272 P
E 5 2.2776 3.3272 P 12419 3.3272 P 2.2042 3.3272 P
g 7 4.7151 3.3272 F 3.8108 3.3272 F 2.8612 3.0802 P
4 5.6198 3.3272 F 5.1856 3.5485 F 5.8192 3.5485 F
; 5 5.4074 3.0802 F 4.8741 3.5485 F 5.7213 3.5485 F
4 7 5.2334 3.3272 F 3.1235 3.5485 P 5.2534 3.5485 F
4 2.1996 3.0802 P 17919 2.7955 P 2.1996 3.0802 P
é 5 2.8365 3.0802 P 2.0866 2.7955 P 2.8365 3.0802 P
n 7 1.7144 3.0802 P 1.6809 3.0802 P 1.7144 3.0802 P

In Table 5, we present the results of the skewness
and kurtosis significant test of the estimated residuals af-
ter detrending of the nonfiltered and filtered discrepan-
cies by the three corrective surface models. From this ta-
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ble, we can conclude that the best fit is achieved in Swe-
den when the 4-parameter corrective surface is chosen for
the detrending the discrepancies with CI of 95%. The 4-
parameter surface in Denmark and Finland for unfiltered
discrepancies and finally the 7-parameter corrective sur-
face model for detrending of filtered discrepancies by a CI
of 95%.

Figure 3 is the map of residuals after detrending the fil-
tered or non-filtered discrepancies of each country based
on the selected corrective surface models. The map shows
that the residuals range from — 5 cm to 6.3 cm, the extreme
values are seen mostly in Norway over its mountains and
close to coast. However, we should admit that the topog-
raphy of Norway is rather rough and complicated, even if
we could select a 7-parameter model for detrending the fil-
tered discrepancies, there is still risk that this model can-
not present the trends well. These residuals and the priori
errors of the GL data can be used for estimating the uncer-
tainty of the geoid model in each country. The estimated
error from these residuals are, 13, 11, 22 and 17 mm, respec-
tively, in Sweden, Denmark, Norway and Finland. These
values are close to the claimed error for the GL heights ex-
cept of Norway, which the claim is 15 mm and Finland 25
mm. Simply by assuming that these claims are correct, the
error of geoid will be very small. For example, in Norway,
the geoid error should be 16 mm to match the residuals.
The geoid error is not estimable based on the claimed error
the GL data of Finland. In Denmark, the geoid error should
be about 5 mm.

Table 5. Values of test statistic for skewness and kurtosis of the
estimated residuals based on 4-, 5- and 7-parameter trend models
of discrepancies before and after filtering, significant level of the
significant test is 0.05. The column P shows number of parameters
in each corrective surface model [unitless]

No filtering Filtering 95% CI | Filtering 99.7% Cl
P| S/os | K/oy |S/os |K/o | S/os | K/oy
- | 4 -3.99 7.28 -2.12 3.61 -2.73 5.67
g 5 -3.95 7.48 -2.13 3.77 -2.74 5.91
N7 -1.22 4.73 -0.43 4.33 -0.57 4.21
x 4 0.77 1.99 0.53 1.98 0.81 2.00
g 5 0.76 1.94 0.83 1.96 0.82 1.92
8 7 0.89 3.27 1.41 3.16 1.05 3.23
- 4 5.10 6.34 3.22 1.32 2.65 2.82
g 5 5.19 6.39 3.0 1.03 2.63 2.72
=17 4.58 6.55 2.89 1.10 2.31 2.90
- 4 -1.64 0.20 -2.01 0.56 -1.64 0.20
<
_2 5 -1.52 0.28 -1.93 0.64 -1.52 0.28
=7 -0.87 -0.75 -1.19 -0.36 -0.87 -0.75

DE GRUYTER
70N 0.06
¥ 0.04
68°N
0.02
64°N | 0
60"N| -0.02
.. |
— -0.04
ol

6°E 12°E 18°E 24°E 30°E

Fig. 3. Residuals after least-squares detrending in each country,
based on the selected corrective surface models and the filtered
discrepancies with Cls of 95% in Sweden and Norway and nonfil-
tered one in Denmark and Finland[m]

7.1.6 Confidence interval for the geoid error in each
country

The discrepancies are also dependent on the errors of the
GL data and the geoid model. The estimated errors for the
GL heights and, some rough estimates of the geoid height
errors are given by the developers (Agren et al. 2016). Here,
we apply our new method; see Egs. (26) and (27) to esti-
mate a CI for the error of the geoid model based on the
estimated residuals and the priori errors of the GL heights
with assumption that their errors are realistic. Our method
is of iterative nature and the estimates are iterated 60 times
until the estimated variance converges for the upper and
lower bounds of the CIs with a significant level of 0.05.

The estimated CIs for the errors of the geoid model is
presented Table 7. The CIs are compared to the estimated
errors of the geoid to analyse whether the given errors are
within the CIs.

The given geoid error for Sweden is within the er-
ror interval before filtering and after filtering with 99.7%
CI, except the case where the 7-parameter model is used.
This could be expected as in the estimation of this given
error no filtering has been applied to the discrepancies.
When the filtered discrepancies are used, the CI becomes
smaller, but the lower bound will be zero, which is not very
realistic, but we can say that the geoid error over Sweden
is less than 7 mm.

The given geoid error for Denmark is larger than the
upper bounds of the CIs, but as we can see for the case of
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detrening non-filtered discrepancies with the 4-parameter
model, the geoid error will range between 1.8 mm to 5.2
mm in Denmark. This seems to be realistic as the area is
considerably small and flat, the geoid does not vary sig-
nificantly over the data. The situation will be different in
Norway, the given error is smaller than the lower bounds
of the CIs, if the discrepancies are not filtered, but after fil-
tering and detredning with the 7-parameter model, it will
be between 14.8-17.7 mm. However, as the table shows, the
error of geoid comes out zero, which is not realistic. This
is because of the pessimistic error of the GL heights in Fin-
land, which are not in agreement with the size residuals.
In other words, the residuals are too small that the geoid
error can contribute to them.

Table 6. Confidence intervals based on the confidence of 95%

for the error of the NKG2015 geoid model. NOP means number of
points, P is the number of parameters in the used corrective surface
model [mm]

i Before filtering Filtering 95% Cl Filtering 99.7% CI
g
5 P NOP |Lower Uprpe NOP | Lower | Upper | NOP | Lower Uprpe
4 1197 | 53 | 11.4 | 183 | 0.0 6.5 195 | 3.1 | 10.1
§ 5197 | 54 | 11.5 | 183 | 0.0 6.6 | 195 | 3.1 | 10.2
? 7 | 197 | 4.4 | 10.8 | 183 | 0.0 4.6 | 195 | 17 9.4
. 4 | 675| 1.8 5.2 | 647 | 0.0 3.9 | 674 | 17 5.2
E 5 |675| 1.8 5.2 | 647 | 0.0 3.8 | 674 | 17 5.1
. 7 | 675 | 1.2 4.9 | 647 | 0.0 3.0 | 674 | 1.0 4.7
4 1902 20.2 | 23.2 | 858 | 15.6 | 18.5 | 893 | 18.6 | 21.4
g 5 1902| 20.1 | 23.1 | 858 | 15.4 | 18.2 | 893 | 18.6 | 21.3
= 7 | 902 | 19.3 | 22.2 | 858 | 14.8 | 17.7 | 893 | 17.7 | 20.6
4 |50 | 0.0 | 0.0 | 48 | 0.0 0.0 50 | 0.0 | 0.0
E 5| 50 0.0 0.0 48 0.0 0.0 50 0.0 0.0
- 7 | 50 0.0 0.0 48 0.0 0.0 50 0.0 0.0

In order to give a general idea about the error of the
NKG2015 geoid model, the CIs for the error of the geoid
model are determined by varying the error the GL heights
from 1 mm to 25 mm. In Figs. 4a-4d the graphical relations
between the error of the GL heights and the error of the
NKG2015 geoid model with a CI of 95% for each country are
plotted based on the best corrective surface for detrending
of discrepancies in each country, and applying the method
presented in Section 5. Figure 4a shows that a GL height er-
ror of 13.6 mm and a geoid error of 10 mm has a relation to
the residuals that is close to the upper limit. When the er-
ror of the GL heights becomes larger than 13.6 mm, then
the error of the geoid model will come out zero, which is
not logical.
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Figure 4b shows a similar plot but in Denmark. The
CI is slimmer, the a priori errors of the GL and the geoid
heights are 10 mm, which are both outside of the interval,
meaning that either the error of the geoid is smaller than
the estimated value or the GL error is smaller than its esti-
mated value. The plot indicates that both a priori errors in
Denmark are large and they both contribute to the result.
The plot says, for example, if the error of the GL heights is
10 mm, the error of the NKG2015 geoid model is between 2
mm and 5 mm within CI of 95%.

The CIs of the error of the NKG2015 geoid model in
Norway are presented in Fig. 4c. However, the interval
stretches further towards a greater value of the GL. This is
reasonable as the topography of Norway is rough. The plot
of Norway reveals a GL height error of 15 mm and a geoid
error of 22 mm it is outside the upper limit of the interval.
However, it is relatively close to the upper limit, which in-
dicates that the estimated errors are somewhat reasonable.

Fig. 4d is another similar plot but for Finland. The Cls
are larger than those in the rest of countries because of the
small number of the GL points. Finland is rather a flat re-
gion, which logically indicates that the error of the GL data
should be relatively small so as the residuals. If we con-
sider that the error of the GL height is 15 mm, then the plot
says that the error of NKG geoid model should be between
1 and 16 mm, which is rather large.

One issue regarding the plots presented in Fig. 4 is the
size of the ClIs of the geoid error. For example, CI is larger
in Finland comparing to those of Norway and Finland. This
is logical as there are fewer points GL points over Finland,
this causes that the degree of freedom decreases consider-
ably. In Denmark we have about 600 GL points with very
dense distribution, in addition to the flatness of the area
causes that the discrepancies are all small and in the same
order. The high degree of freedom on one hand and the
close values of the residuals, causing a small value for the
variance, on the other hand make the CI smaller. The de-
gree of freedom is high in Norway but the values of the dis-
crepancies are not close to each other. The CI for the geoid
error is larger in Sweden than these two countries due to
smaller amount of GL points.

Here, the method presented in Section 6, Eq. (34) for
local estimation of the error of the geoid model based on
each individual residual is presented in a CI of 95%. This
method is also of iterative nature and the solution has
been repeated up to 50 times until it converges. The er-
ror of the geoid model reaches to about 30 mm in some
places, mostly in Norway, and northern parts of Sweden
and Finland. Small errors are observed over Denmark,
south of Sweden and Finland. However, we emphasise that
detrending of discrepancies plays a significant role in es-
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Fig. 4. The graphical relation between the Cls of the error of the NKG2015 geoid model, based on different values of error for the GL heights

in @) Sweden, b) Denmark, c) Norway and d) Finland.

timation of error, and if another corrective surface model
is selected other estimates will be obtained for the geoid
error. Generally, a corrective surface with a limited num-
ber of parameters may be enough for detrending even if
we have tested the residuals and their normalities. How-
ever, the presence of extreme values around 30 mm and
close to zero is rather critical for the geoid model errors.
The reason is that by assuming the error of GL heights to
be realistic, therefore, in the estimation process the only
parameter which can change is the error of geoid model to
match the size of residuals and the GL height errors. Our
local estimator presents small values for the geoid error
in a confidence interval of 95%. This is because in many
places the size of discrepancies is smaller than the a priori

error of the GNSS/levelling heights. However, the average
value of these locally estimated errors in Sweden in about
1.8 mm, and inside the interval presented in Table 7 show-
ing that the error of the geoid is between 0 and 6.5 mm.
For Denmark it will be 1.3 mm, close to the lower bound
of the mentioned intervals, 1.8 and 5.2 mm, For Norway, it
is 4.4 mm, which is quite unrealistic for such a mountain-
ous environment. Finally, we could find an estimate for the
geoid in Finland, based on the mean value of 2.8 mm. Since
the residual value at each GL point has been in applied in
this approach and this value is different from one point to
another there is high risk that the size of the residuals at
many points are smaller than the size of the claimed error.
In this case, the estimator gives a small value to the error
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of the geoid to balance it with the claimed error for the GL
data and the estimated residual. This is the reason of ob-
taining a small average value of 4.4 mm for the geoid error
in Norway, but we have already estimated that the error of
the geoid model should be about 16 mm and inside the in-
terval 14.8 and 17.7 mm. However, we should note that the
regional and the local estimators of the variance are differ-
ent in their nature as well. In addition, we have considered
a CI of 95% for presenting the upper bound of the local
geoid errors. In the case of using a CI of 68% (one sigma),
the values of the mean values derived from the local error
will be larger by 2. This means that the average geoid error
in Sweden, Denmark, Norway and Finland will be, 3.6, 2.4,
8.8 and 5.8 mm, respectively. Fig. 5 shows the map of the
local geoid error based on the CI of 68%. The map has been
smoothed by a Gaussian filter for a better visualisation.

—1 30
72°N
25
68°N m
64°N 15
60°N 10
5
56°N

6°E  12°E 18°E 24°E  30°E

Fig. 5. The local estimates of the error of the NKG2015 geoid model
with a confidence interval of 68% [mm]

8 Conclusions and
recommendations

In this study, the quality of NKG2015 geoid model has been
investigated by statistical methods. A regional and a local
method have been presented for estimation of variance of
the geoid model and applied successfully. Two important
factors for achieving proper and realistic results from
these methods are to select a proper detrender or the
corrective surface model for absorbing the systematic
trends of the differences between the GNSS/levelling
and geoid heights (discrepancies); and a priori error of
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the GNSS/levelling heights. If these factors are chosen
improperly unrealistic estimates will be obtained for
the geoid error. Here, the a priori error of the Finnish
GNSS/levelling heights is 25 mm, which significantly
larger than the size of the discrepancies. In this case, the
geoid error comes out 0 and unrealistic. We concluded
that in case of a 4-parameter detrender, which is applied
to model the systematic trends of the differences between
the gravimetric and GNSS geoid heights, is suitable over
Denmark and Finland, but a filtered discrepancies by
a confidence interval of 95% should be used with this
detrender in Sweden. A 7-parameter detrending model is
suitable for the filtered discrepancies with the confidence
interval of 95% in Norway. Based on the selected detren-
der, the confidence interval for the error of NKG2015 geoid
model in Sweden, Denmark and Norway came out 0-6.5
mm, 1.8-5.2 mm, 14.8-177 mm, respectively with a confi-
dence level of 95%. In addition, we estimated and plotted
confidence intervals for the error of the NKG2015 geoid
model based on different assumed values for the error
of the GNSS/levelling height ranging from 1 to 25 mm.
The confidence interval in Finland is larger than those of
other due to limited number of the GNSS/levelling points
but is small for Denmark having a dense distribution of
these points over a small area. Therefore, by applying
the plots, the users can visually estimate the error of
the NKG2015 geoid model based on the a priori value of
the GNSS/heights. This is quite normal as these given
errors are regional but the geoid error that we estimate
is local. Our local estimator of variance for the geoid
is sensitive to the size of residuals if they are smaller
than the claimed error for the GNSS/levelling heights,
a value of zero will be estimated for the geoid error.
We found that in the case of applying this estimator to
estimate a confidence interval of 68% for the local errors,
the average errors of the geoid model will be inside the
estimated intervals by the regional variance estimator
except for Norway. Generally, this local estimator de-
livers average errors of 3.6, 2.4, 8.8 and 5.8 mm for the
geoid model over Sweden, Denmark, Norway and Finland.
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