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Abstract: Due to insufficient information and feature extraction in existing face-detection methods, as well as
limited computing power, designing high-precision and efficient face-detection algorithms is an open chal-
lenge. Based on this, we propose an improved face detection algorithm. First, through 1 × 1’s common con-
volution block (CBL) expands the channel for feature extraction, introduces a depthwise separable residual
network into the YOLO-v4 network to further reduce the amount of model computation, and uses CBL to
reduce the dimension, so as to improve the efficiency of the subsequent network. Second, the improved
attention mechanism is used to splice the high-level features, and the high-level features and the shallow
features are fused to obtain the feature vectors containing more information, so as to improve the richness
and representativeness of the feature vectors. Finally, the experimental results show that compared with other
comparative methods, our method achieves the best results on public face datasets, and our performance in
personal face detection is significantly better than other methods.

Keywords: YOLO-v4, big data, deep learning, face detection, deep separable residual network, attention
mechanism

1 Introduction

Text, photos, videos, and other types of information are becoming increasingly common in everyday life [1,2].
As the main research object of computer vision, pictures, videos, and other information forms are everywhere
in our lives, such as movies, animations, face brushing, and sign-in, making our lives more rich and convenient
[3–6]. Computer vision uses modern artificial intelligence technology to detect, recognize, and track the video
and pictures collected by the monitoring equipment. Face recognition, as an important component of com-
puter vision, is the main method of identity recognition in daily life. Because of its convenience and speed, it is
widely used in public places where identity recognition is required, bringing great convenience to staff,
consumers, and other personnel [7–10]. Face detection is one of the important applications in the field of
computer vision, which involves automatic recognition and verification of individual identity information.
The research objects are mainly objects that are mainly divided into static pictures and video streams [11–13].
Among them, video streams are more real-time, rich, and contain more information than static pictures, which
increases the difficulty of face detection technology research for dynamic video [14–17].

At present, most of the images used in research are in standard format. However, images in real life do not
necessarily have standard faces, and existing face detection technologies have robustness problems [18–21].
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This is currently also a challenge in face detection. Deep learning is a branch of machine learning that is based
on neural networks and automatically extracts features through training large amounts of data, thereby
achieving recognition and understanding of complex patterns [22]. The current deep learning-based face
detection algorithms have drawbacks such as sensitivity to environmental factors [23]. Deep learning face
detection algorithms may fail under the influence of factors such as lighting, shadows, angles, occlusion, etc.,
resulting in the algorithm being unable to accurately detect faces [24]. Deep learning algorithms heavily rely
on training data, so collecting and processing a large amount of high-quality facial image data is a huge
challenge [25]. In addition, deep learning algorithms require a large amount of computing resources and
time for training and inference, which limits their promotion in practical applications. Nevertheless, deep
learning algorithms still have broad development prospects in the field of facial detection [26]. In the future,
deep learning-based facial detection algorithms will develop towards a more intelligent, real-time, and effi-
cient direction, and more innovative application scenarios will also emerge [27]. Based on this, the model
proposed in this article includes modifications to the model and the introduction of attention mechanisms. The
improved depthwise (DW) separable residual network is introduced in the YOLO-v4 network, and the atten-
tion mechanism is introduced.

In this article, the YOLO-v4 backbone network is improved to improve the efficiency of model detection.
The advanced features are spliced with the improved attention mechanism, and then the advanced features
are fused with the shallow features. In this way, feature vectors containing more information can be obtained,
thus improving the richness and representativeness of feature vectors.

This article first introduces the definition of face detection, the research status at home and abroad, and
the development process of CNN, then analyzes the difficulties of face detection technology, and finally
introduces the innovation work of this article. Second, the DW separable residual network structure and
attention mechanism are introduced, and experiments are carried out on the WiderFace dataset and MAFA
occluded face dataset. Finally, the article summarizes the full text and points out the shortcomings of this work
and the research prospects based on this method.

2 Related research

The purpose of face detection is to detect images, determine whether there are faces in the image, and locate
the faces in the image. Face detection algorithms mainly include knowledge-based methods, statistic-based
methods, and deep learning methods. Farfade et al. [28] proposed a deep-learning network model based on the
Deep Sense Face Detector. This model does not need posture or key point annotation and can capture faces in
all directions with a single model. It has strong resistance to various poses. However, the greater the deflection
angle and posture change, the lower the accuracy will be. Li et al. [29] construct a cascade structure to detect
facial features from rough to fine based on the implementation of a deep convolution network of Cascade CNN.
Jiang and Learned-Miller [30] add the center loss function to the original R-CNN structure, which can better
detect small-size images. Yu et al. [31] proposed a new intersection over union loss function to replace the
commonly used L2 loss function and improve the accuracy of face detection. Woo et al. [32] propose a light-
weight convolution block attention module for object recognition. Peng et al. [33] proposed an object partial
attention model for fine-grained image classification. This model combines attention mechanism and residual
network module and has been successfully applied to fine-grained image classification with good perfor-
mance. Zeng et al. [34] used the Mish function to improve the original residual network to obtain the improved
residual network and introduced the attention mechanism to obtain the final network model to make the
extracted facial features more discriminative. Yan et al. [35] designed a method of combining L2 loss and triplet
loss to form a loss function and improved the face residual network by using deep separable convolution to
reduce the number of network parameters.

However, the above methods can only mine shallow information. The extracted features are weak in the
expression of human faces, often resulting in low accuracy of face recognition. To overcome the above
problems, the innovation of the proposed method lies in the following:
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(1) An improved DW separable residual network is introduced to improve YOLO-v4, and a 1 × 1 common
convolution block (CBL) is used to expand the channel for feature extraction. The DW separable convolution
is introduced to further reduce the model computation, and CBL is used for dimensionality reduction to
improve the computational efficiency of subsequent networks.

(2) The improved attention mechanism is used to fuse advanced features and shallow features to obtain feature
vectors containing more information.

3 Proposed method

3.1 Network framework

The complex network structure often makes the detection model slow to run, difficult to train, and difficult to
achieve real-time detection speed on equipment with low computing costs. The detection speed based on the
lightweight face detection method is fast, which can well meet the requirements of fast face detection in
practical applications. However, the precision of face detection does not meet standards, and face position is
not accurate, especially for complex faces. Therefore, we propose a lightweight and efficient face-detection
algorithm. The backbone network introduces a more balanced and efficient DW separable residual network
based on a lightweight network. In addition, our method integrates an attention mechanism. The method is
mainly composed of three parts, namely, a lightweight feature extraction network, an improved attention
module, and an output layer. Figure 1 depicts the entire network framework.

3.2 Depthwise separable residual network

YOLO-v4 backbone network adopts residual network structure. The specific process is as follows: The input
data first passes through the 2 × 2 basic volume layer and then is divided into two parts. One part is used as the
main part (Resblock) to iterate in the loop to obtain the operational relationship between the weight and the
input data. The other part is used to establish an independent residual edge, and the input data are directly
output after a small amount of processing. Finally, the output data of the two parts are added across layers,
and the sum result is used as the output of this layer. This structure is used to make gradient flow spread in
different paths by separating gradient flow, so that the network can learn more correlation differences of
gradient flow. At the same time, it can reduce computational power consumption and improve the computing
speed and network learning ability by reducing the amount of cyclic stacking computation. In this article, the
remaining network structure in the YOLO-v4 backbone network is improved to a deeply separable remaining
network. Figure 2 depicts the specific structure. This structure continues the idea of YOLO-v4 separating

Figure 1: Network framework.
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gradient flow and continues to iterate some input data while the other part jumps to the end. Then, the
ordinary convolution residual block of the original cyclic iteration is replaced with the deep separable residual
block. First, pass 1 × 1’s CBL expands the channel for feature extraction, then introduces DW to further reduce
the amount of model computation, and finally uses 1 × 1 CBL to reduce dimension to improve the efficiency of
the subsequent network.

In the DW separable residual network structure of this article, the process of convolution is as follows:
assuming that the number of input image channels is Cin and the output channel is Cout; first, the input image is
multiplied by Cin different channels through the ×N N deep convolution, and the result of the first step is
obtained. The width and height of the image vary here, but the number of channels remains unchanged. Then,
use × × C1 1 in common convolution to check the result of the first step for the convolution operation. Then, the
calculation formula for the parameter amount of a convolution point of a deep separable convolution is [36]

= × × + × × ×M C N N C C 1 1.in out in (1)

To sum up, the number of output channels of DW separable residual network modules used in the
backbone network can be controlled. It is composed of 1 CBL and 17 DW separable residual network structures
(I-Resblock) with different steps. This design can reduce the overall computational load of the model in this
article, thus improving the speed of face detection in the natural environment, and is conducive to rapid real-
time face detection.

3.3 Improved attention module

Attention map focusing on visual interpretation is an important field in image recognition. In the unsupervised
learning mode, the previous attention model only uses the response value of the convolution layer to extract the
weight of the attention mechanism in the feedforward propagation process. The attention mechanism in this
article is shown in Figure 3, including the feature extractor, enhanced attention module, and perception module.

The construction of an enhanced attention module and perception module further extracts the deep
features of the picture. The enhanced attention module pays attention to important features, strengthens
training on important features, and extracts deep features. The enhanced attention module has a × ×K 3 3

convolution layer, a global average pooling (GAP) layer, and a full connection (FC) layer. In convolutional
neural networks, K represents the size of the convolutional kernel. In feedforward processing, the × ×K 1 1

convolution layer is simulated on the last FC layer of the attention branch. After the × ×K 1 1 convolution
layer, note that the branch uses the response of GAP and softmax functions to output the class probability.
Finally, the attention branch generates an attention graph from a feature graph. In order to aggregate K

characteristic graphs, these characteristic graphs are convolved by × ×1 1 1 convolution.

Basic convolution

CBL

DW

CBL

Output

Figure 2: Depthwise separable residual structure.
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The perception branch structure is the same as that of traditional image classification models such as
VGGNet and Res-Net. Attention mapping is applied to feature mapping through the attention mechanism [32].
The specific calculations are as follows:

( ) ( ) ( )′ = ×g X M X g X ,i i i (2)

( ) ( ( )) ( )′ = + ×g x M X g X1 ,i i i (3)

where ( )g Xi is the feature map extracted during feature extraction, ( )M Xi # is an attention map, and ( )′g Xi is
the output of the attention mechanism.

In general, the parameters in the fully connected layer will be quite large, so directly adding multiple fully
connected layers will increase parameter quantity and complexity, making model training slow and prone to
over-fitting. Generally, Mirror and Crop are selected for data conversion; that is, large images are cut into small
images according to a fixed scale and input into the convolution network. However, this kind of method has the
problem of too much parameter calculation and is easy to over-fit. Other methods, such as the dropout method,
can reduce the over-fitting phenomenon, but the parameter of this method is the problem of too much calcula-
tion and is not easy to implement. Therefore, replace the FC layer in the network with ×1 1 convolution.

4 Experiment and analysis

4.1 Experimental environment and evaluation index

The designed system involves a lot of calculations during operation, so it has certain requirements for the
hardware environment. Table 1 shows the detailed configuration of our system.

Figure 3: Improved attention mechanism structure chart.

Table 1: Experimental configuration

Project Specific information

Operating system Windows
Raphics card GTX 1080Ti
Memory 64GB
Language Python3.5
Development platform Pytorch
Tensorflow 2.12
Video camera 720p HD
Solid state drive 1T
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To verify the precision of our method, the face detection methods in the studies of Zeng et al. [34] and Yan
et al. [35] are selected for comparative experiments. During training, random initialization is used for all
convolution layer parameters. The model optimization method uses random gradient descent. The batch size
is set to 32, and the weight attenuation is set to 0.0005. The momentum is set to 0.9, and the maximum number
of iterations is set to 12 × 104. The first 9 × 104 iterations and learning rate is set to 10−3. The last 3 × 104 iterations
and learning rate is set to 10−4.

The method’s performance metrics were evaluated using accuracy, recall, and average accuracy (AP) [37]:

=
+

Precision
TP

TP FP
, (4)

=
+

Recall
TP

TP FN
, (5)

( )∑=
=

JAP Precision, Recall .

k

n

1

(6)

Here, TP denotes the tally of positive samples correctly identified as positive by the classifier, TN repre-
sents the count of negative samples correctly identified as negative by the classifier, FP signifies the count of
negative samples misclassified as positive by the classifier, and FN signifies the count of positive samples
misclassified as negative by the classifier.

4.2 Training process

Figure 4 shows the training and validation loss curves for different improved networks. The final fluctuation
of the training and validation loss curves of each network is small, which indicates that the network
stability is good. It can be seen from Figure 4(a) that the original YOLO-v4 algorithm has a small
degree of loss reduction and a slow speed during the training process. As can be seen from Figure 4(b),
the proposed algorithm has a large degree of loss reduction and a fast speed during the training process.
The loss curve of this method no longer decreases at the 80th iteration, and the model convergence is
completed. Therefore, the attention mechanism can improve the overall accuracy and convergence rate of
our model.

4.3 WiderFace dataset

The WiderFace dataset was first released as a benchmark dataset for human face detection in 2015. It includes
32,203 images and 393,703 labeled faces. Each subset contains three detection difficulty levels: easy, medium,
and difficult.

To prove the effectiveness of our method, this section compares the studies of Zeng et al. [34] and Yan et al.
[35] with the face detection method. Table 2 shows that average precision values of 0.953, 0.928, and 0.910 for
the three difficulty subsets of WiderFace are higher than those of the reference literature. The methods in the
studies of Zeng et al. [34] and Yan et al. [35] have weak feature extraction ability and can use limited facial
features, resulting in the detection accuracy of only 0.923 and 0.926 in simple subsets. The proposed method
improves the deep separable residual network and introduces DW to further reduce the computational load of
the model. An improved attention mechanism is used to concatenate advanced features, and advanced
features are fused with shallow features to obtain feature vectors that contain more information. Therefore,
the proposed method has high detection performance (Figure 5).
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Figure 4: Training and validation loss curve: (a) YOLO-v4 and (b) proposed method.

Table 2: Comparison between this method and the comparison method under WiderFace

Model Easy (AP) Medium (AP) Hard (AP)

Zeng et al. [34] 0.923 0.912 0.886
Yan et al. [35] 0.926 0.906 0.872
Proposed method 0.953 0.928 0.910
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4.4 MAFA occluded face dataset

The MAFA dataset labeled 35,806 rectangular frames of faces in 30,811 face images containing multiple blocked
scenes and mask types. To verify the effectiveness of our method in detecting occluded faces, we conducted
experimental comparisons on the MAFA dataset under the same evaluation criteria.

To prove the effectiveness of our method, this section compares the studies of Zeng et al. [34] and Yan et al.
[35] with the face detection method. From Table 3, it can be seen that our method has the highest average
accuracy on the MAFA dataset. In Table 3, the first five attributes correspond to the five specific directions of
the face. As the face deflection angle increases, the detection accuracy in five directions decreases, but our

Figure 5: Test results of different difficulty subsets: (a) easy, (b) medium, and (c) hard.
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method achieves the highest detection accuracy. Taking into account the detection results under various
attributes, the average precision of this method is 0.891 (Figure 6).

To further demonstrate the accuracy and effectiveness of our method, self-comparison experiments were
conducted on the MAFA dataset. The experiment takes YOLO-v4 as the baseline method. YOLO-v4 + Idsrn
means that the improved DW separable residual network (Idsrn) is added on the basis of YOLO-v4. YOLO-v4 +
Idsrn + Am indicates that the improved DW separable residual network and attention mechanism are added
on the basis of YOLO-v4. The results of the self-comparison experiment of the above methods in the MAFA test
set are described in Table 4. It can be seen that introducing attention networks can significantly improve the
detection accuracy of multi-scale occluded faces.

Table 3: Comparison between this method and the comparison method under MAFA data

Model Zeng et al. [34] Yan et al. [35] Proposed method

Left 0.886 0.912 0.923
Left‑front 0.872 0906 0.926
Front 0.910 0.928 0.953
Right‑front 0.802 0.821 0.834
Right 0.785 0.876 0.883
Simple 0.615 0.714 0.897
Complex 0.602 0.703 0.881
Body 0.596 0.698 0.864
Hybrid 0.587 0.676 0.856

Figure 6: Some test results of the MAFA test set.
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4.5 Limitation and discussion

To more intuitively verify the effectiveness of our method, visual analysis was conducted using the GradCAM
tool. Figure 7 shows the visualization of SeNet and our method. The redder the color, the higher the attention
of the model. From Figure 7, it can be seen that the red area range of our method is more concentrated, with
darker colors around the eyes and nose, which will pay more attention to the facial area, verifying that our
method is more effective in focusing on important facial regions.

Although the model proposed in this article has improved the detection accuracy, we also noticed some
areas that need to be improved. First, the number of parameters in the newmodel has increased compared to the
original model, resulting in an increase in the size of the model, increasing the complexity of the calculation and
the need for storage. The next step is to usemodel compression andmodel pruningmethods to reduce the number
of parameters, so as to better balance model size and detection accuracy. Second, there is room for improvement
in the detection speed of our model. Compared with other methods, our model does not achieve the fastest
detection speed. In order to improve the real-time performance of the model, we will investigate the use of more
efficient feature extraction and matching methods or adopt more optimized hardware acceleration techniques.
The experimental test in this article only verifies the generalized complex face detection. Although we have
achieved some results in the experiment, our next step is to investigate the specific challenges in harsh conditions.

5 Conclusion

This article proposes a face detection method based on improved DW separable residual network and atten-
tion mechanism. The improved DW separable residual network is introduced to improve YOLO-v4, and an
improved attention mechanism is introduced to obtain a feature vector containing more information. Our
model has average accuracy values of 0.953, 0.928, and 0.910 for the three difficulty subsets of WiderFace, all of
which are higher than the comparison algorithm. Our method also has the highest average accuracy on the
MAFA dataset. Experiments have shown that our method can achieve higher accuracy in face detection and
outperform the comparison method in performance.

Table 4: Self-comparison experiment results%

Method AP

YOLO-v4 0.814
YOLO-v4 + Idsrn 0.853
YOLO-v4 + Idsrn + Am 0.902

Figure 7: Different attention visualization results: (a) original image, (b) SeNet, and (c) proposed method.
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However, this article does not consider that there may be data imbalance in the dataset, which may also
affect the detection accuracy of the face detection algorithm. In addition, this article does not consider the
influence of the algorithm on shadow, angle, occlusion, and other factors, which will also affect the detection
accuracy. The essence of face detection research at this stage is to first extract features related to faces from
images and then classify the features to detect faces. Therefore, whether we can design and summarize a more
novel network structure different from classification is worth further study. Our face detection method can
also be applied to CPUs and embedded devices. However, due to time and device limitations, relevant testing
has not yet been conducted on mobile terminals and embedded devices. The next step can be further studied
in embedded devices and mobile terminals.
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