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Abstract: In traditional psychological counseling, limitations of patients’ subjective feelings and expressive
abilities, as well as the varying levels of professional skills and conversation skills of counselors, make it
difficult to properly solve psychological problems. Emotional recognition technology can help psychological
counselors better understand the inner world of patients, thereby providing more targeted psychological
counseling services for college students. 2D convolutional neural network-long short-term memory (2DCNN-
LSTM) and 1D convolutional neural network-long short-term memory network (IDCNN-LSTM) were used for
emotion recognition. Wavelet packet coefficient sequences were utilized to analyze multimodal data; multi-
core convolutional neural network models were applied for multimodal feature layer fusion, and LSTM
recurrent neural networks were used to effectively identify valence and college student emotions. The experi-
mental results showed that under multimodal recognition, the average recognition accuracy of 2DCNN-LSTM
for fourth-year university students was 18.7% higher than that of 1IDCNN-LSTM for fourth-year university
students. Compared with IDCNN-LSTM, 2DCNN-LSTM can achieve better recognition accuracy. The research
results can help psychological counselors better understand the emotional state and needs of students and
provide more personalized and targeted counseling services.

Keywords: emotion recognition, convolutional neural network, psychological counseling, long short-term
memory, multimodal identification

1 Introduction

Over the past few years, anxiety, depression, low self-esteem, interpersonal sensitivity, and other psycholo-
gical health problems have occurred frequently among college students, and some of them even have suicidal
thoughts, which has a very severe negative impact on individuals, families, and society. As a result, it is
valuable to find an effective way to identify mental health issues in students. Emotion recognition technology
is a technology that can automatically detect and recognize human emotional states. Its principle is to analyze
and process various information such as dialogue speech, text, and physiological data to obtain the emotional
state of the person. In psychological counseling for college students, emotion recognition technology can
provide effective auxiliary tools for counselors, further improving the effectiveness and quality of counseling.

The increase in mental health issues among college students has attracted widespread attention from both
academia and society. Learning about the mental health needs of students of color is a growing priority for
colleges and universities across the country. Lipson Sarah Ketchen aimed to learn about the mental health of
students of color, including the prevalence of mental health problems and treatment use. Samples consisted of
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43,375 undergraduate and graduate students from 60 institutions, and data were analyzed at the individual
level using bivariate and multivariate models, which showed that only 20% of students with significant mental
health problems received treatment, and attitudes related to mental health treatment varied widely [1].
Schwitzer Alan et al. investigated the psychological counseling situation of college students and found that
approximately 10% of college students seek psychological health counseling, with many students unable to
persist without support. Students who went to counseling centers and continued to receive advice were more
likely to improve their mental health. Although the proportion of university psychological counseling centers
reporting service to students has increased, those with marginalized identities still have not received sufficient
attention [2]. Banks Brea reviewed a university’s response to the call for student psychological counseling and
specifically explored how the program was implemented, as well as the associated costs and benefits [3].
Novella Jocelyn et al. compared the effects of online synchronous video counseling and face-to-face psycho-
logical counseling and used a solution-centered short therapy to consult college students with mild to mod-
erate anxiety. The findings revealed significant changes in participants’ scores on the generalized and social
anxiety subscales in both study conditions, with no significant difference in validity between the two mod-
alities [4]. Psychological counseling services have become increasingly important on university campuses, but
students are often unwilling or hesitant to express their inner emotions. Therefore, how to better identify the
psychological state of college students has become an important issue.

Emotional recognition technology can be used to monitor and analyze the emotional state of college
students, helping to identify potential mental health issues. Khare Smith and Bajaj proposed using convolu-
tional neural networks (CNNs) to automatically extract and classify emotional features. He used time-fre-
quency representation to convert the filtered electroencephalogram (EEG) signal into an image and evaluated
its performance by measuring accuracy and precision. The accuracy of CNN was 93.01% [5]. New human-
computer interaction research attempts to consider emotional states to provide better human-computer
interfaces. Abdullah et al. reviewed multimodal signal emotion recognition techniques based on deep learning
and compared their applications on the basis of existing research. Multimodal emotional computing systems
and single-modal solutions were studied together because they provide higher classification accuracy, which
encourages research to better understand the physiological signals and emotional awareness issues of the
scientific status quo [6]. EEG signals can be utilized to record ongoing neuronal activity in the brain to obtain
information about human emotional states. Gupta et al.’s aim was to study the channel specificity of EEG
signals comprehensively and to provide an effective way of recognizing emotions based on the flexible
resolved wavelet transform, which decomposed EEG signals into different subband signals. Compared with
the existing ways, this way exhibited better performance in human emotion classification [7]. Neuroscience
research has revealed the differences in emotional expression between the left and right brains of humans.
Inspired by this, Li et al. proposed a new bi-hemisphere difference model to learn the difference information
between two hemispheres, to enhance the emotion recognition of EEG. He adversarially induced the entire
feature learning module to generate emotion related but domain invariant feature representations, thereby
further promoting the effectiveness and superiority of the bi-hemisphere difference model in solving EEG
emotion recognition problems [8]. The application of emotion recognition technology in psychological coun-
seling for college students is expected to provide better support, intervene in mental health issues in advance,
and help college students better cope with challenges.

The 2DCNN-LSTM model is a deep learning model that combines CNN and LSTM to analyze and recognize
the physiological signals and emotions of college students. Among them, 2DCNN was utilized to extract spatial
and temporal features of physiological signals; LSTM was used to establish temporal dependencies of signal
sequences, and 2DCNN was used to extract spatial features of texts, which can help models understand the
relationships between words. For speech data, 2DCNN was used to extract features of the sound spectrum,
which was input into the LSTM layer. The features of text or speech data were input into the 2DCNN layer, and
then the output of the 2DCNN was connected to the LSTM layer. LSTM considers temporal dependencies in text
or speech data and learns emotional expression patterns in text or speech data. Through reasonable data
processing, feature extraction, and model training, it can help identify and understand the emotional expres-
sions of college students, which can be applied in schools, social media, or mental health fields.
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2 Current status of mental health among college students

2.1 Data collection

In this article, the data collection of 2,000 college students in a certain city is implemented through the survey
on the status of mental health, with a total of 1,995 questionnaires recovered and 1,977 valid questionnaires.
The data from the valid questionnaires are summarized, generalized, and analyzed to provide a more com-
prehensive understanding of the college students’ psychological status.

Basic information about the survey respondents is displayed in Table 1.

Table 1: Basic information of survey subjects

Category Number of students Percentage
Gender Male 1,082 547

Female 895 45.3
Grade Grade 1 621 31.4

Grade 2 431 21.8

Grade 3 524 26.5

Grade 4 401 20.3

As shown in Table 1, among the survey subjects, the proportion of males is relatively high, at 54.7%, and
the proportion of females is 45.3%.

College students are the successors of the great rejuvenation of the Chinese nation and an important group
in promoting social development. The mental health status of college students directly affects their personal
growth, success, and family happiness, as well as the safety, stability, and harmony of the campus. At the same
time, it is closely related to the fate of the nation and the development of society. Adverse events caused by
psychological abnormalities among college students are often seen in the media. Most unsafe issues on campus
occur due to psychological abnormalities among students, and their mental health is not optimistic, seriously
affecting campus safety, family harmony, and social stability [9,10].

Students with psychological issues are depicted in Table 2.

Table 2: Situation of students with psychological problems

Category Number of students Percentage
Psychological issues No psychological issues 1,422 71.9
Have psychological issues 555 281
Gender Male 221 39.8
Female 334 60.2
Grade Grade 1 129 23.24
Grade 2 102 18.38
Grade 3 19 21.44
Grade 4 205 36.94

As shown in Table 2, the count of students with psychological issues is 555 with 28.1%; the count of female
students with psychological issues is higher with 60.2%; the count of students with psychological issues in the
4th year of the university is the highest out of the 4 years with 36.94%.

The 4 years of university are a crucial period for the growth of college students, as well as an important
process for their psychological development. Contemporary college students bear important responsibilities
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for national construction and development, and healthy psychological qualities and mental state are key
factors in pursuing personal development [11,12]. However, the country is in a stage of social transformation,
with social problems such as fierce competition and difficult employment emerging. At the same time, the
amount of college students is constantly increasing, and the pressure they face in terms of learning, inter-
personal relationships, economy, and employment is also increasing. The psychological pressure of college
students is also increasing accordingly [13,14]. The conditions caused by psychological disorders are commonly
seen in the media. Some students are isolated, introverted, and silent, while others have emotional disorders,
anxiety, and depression. Some even seek liberation by ending their own or others’ lives [15,16].

2.2 Data filtering

In addition to focusing on teaching quality, the psychological health of students cannot be ignored in various
universities. To provide psychological assistance to students, many schools not only offer psychological
courses but also set up psychological counseling institutions and assign professional staff. However, due to
widespread discrimination against mental illness, many students with mental health problems do not actively
seek help. Every year when new students enter the school, psychological tests are conducted, and some
students conceal their answers. Even when there are many questionnaire questions, there is a phenomenon
of random answers, which cannot reflect the true mental health status of students [17,18]. Therefore, both
counselors and teachers pay close attention to the behavior of students. Counselors promptly report students
with mental health issues through the Student Worker Online System, based on feedback from their class-
mates, parents, teachers, and school hospitals. Experts at the psychological center assess the severity level of
students based on reported events and observations of their micro expressions [19,20].

The psychological level includes three levels: mild, moderate, and heavy. The psychological level of
students is illustrated in Figure 1 (the horizontal axis indicates mild, moderate, and heavy, and the vertical
axis indicates the number of students).

80
69 7 6 Ea Grade 1
7} ] ~ 1
5 60- B Grade 2
'g el - =3 Grade 3
172}
s 40| 36 37 40 39 38 37 B3 Grade 4
_qg 27
g 20-
Z
e S T ——
Mild Moderate Heavy
Degree

Figure 1: Student’s psychological level.

As shown in Figure 1, the number of people with heavy psychological problems in grades 1, 2, 3, and 4 is 38,
27, 37, and 65, respectively.

College students’ mental health has a key role to play in their own growth and success. Having a healthy
psychology is an effective guarantee for college students to pursue education, communicate with others, and
work in the future. The down-to-earth progress in learning and the pursuit of truth and pragmatism in life
cannot be separated from a healthy and positive psychological state [21,22]. A good psychological state can not
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only guide college students not to lose heart and not be discouraged when facing setbacks and challenges but
also actively adapt to adversity. It can promote the cultivation of various abilities of college students, which is a
solid foundation for their growth and success. On the contrary, unhealthy psychology leads to college students
neglecting their studies and even going astray, causing serious harm to their personal growth and success.

2.3 Data analysis

The academic pressure of college students is directly proportional to their mental health. When their learning tasks
increase, their psychological problems such as irritability and depression worsen, leading to various psychological
disorders and serious harm to their mental health [23,24]. For individuals, mental health issues can have negative
impacts, weaken their adaptability in society, and even pose a serious threat to their physical health. For families,
mental health issues can cause psychological burden and also increase their financial burden.

The situation of students who need psychological counseling is described in Table 3.

Table 3: Situation of students who need psychological counseling

Degree of need Grade 1 Grade 2 Grade 3 Grade 4
Very need 51 43 50 99
Comparative need 40 32 42 73
Indifferent 36 15 17 20
Not need 2 12 10 13

As shown in Table 3, it can be seen that the majority of students are in great need of psychological
counseling. The number of students in grades 1, 2, 3, and 4 who are in very need of psychological counseling
is 51, 43, 50, and 99, respectively.

Overall, college students’ mental health is becoming more serious, which may be related to the increas-
ingly fierce competition and increased pressure on their learning and employment. This also indicates that
although universities are currently placing increasing emphasis on college students’ mental health, it is not yet
in-depth enough and falls far short of the needs of college students. The focus of the mental health work for
college students should not be on how to diagnose and treat mental illnesses, but on preventive and devel-
opmental research. The psychological intervention model should be constructed from the perspective of
adaptation and development and should be carried out through multiple aspects, levels, channels, and means
to truly play a greater role in school mental health education in higher education [25].

3 Psychological analysis based on emotion recognition technology

3.1 Text emotion recognition

Textual emotion recognition is based on natural language processing, whose main task is to take feature
extraction, analysis, induction, and deduction operations on social media comments, especially textual com-
ments containing emotional states [26,27]. Text emotion recognition is shown in Figure 2.

As illustrated in Figure 2, the primary operation of text emotion recognition is to preprocess the text, then
extract features, and finally perform emotion recognition.

The specific ways to preprocess text include word segmentation, part of speech tagging, syntactic and
semantic analysis, etc., followed by text feature extraction and fed into a classifier for emotion classification
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Figure 2: Text emotion recognition.

[28,29]. Text feature extraction and representation is the process of quantifying word vectors extracted from
text to make it easy for computers to recognize. There are many popular algorithms for extracting statistical
features at this stage. For instance, one-hot coding, which is also one bit effective coding, encodes the catego-
rical values as a binary representation. Although it is said to be able to handle discrete values and expand the
features for the purpose of handling words well, there are some prominent drawbacks such as not considering
the order between words, and so on.

Term frequency-inverse document frequency is a technique used in text analysis and information
retrieval to evaluate the importance of a word in a document set. Term frequency-inverse document fre-
quency (TF-IDF) is a simple and fast text representation method that considers word frequency. TF-IDF is
essentially a weighted technique for suppressing noise, which calculates the importance of a character or
word in the entire corpus by the number of times it appears in the text and the frequency of documents
appearing in the entire corpus. The TF-IDF calculation formula is presented in formula (1):
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Among them, I is the inverse document frequency of the weight parameter and T; is the word frequency.

3.2 Speech emotion recognition

Speech emotion recognition is a technology used to analyze and understand the speaker’s speech signal to
determine the emotional state or content it expresses. The information conveyed by speech includes semantic
information and acoustic information, and acoustic features contain a lot of key information that can be used
as auxiliary semantic information. Different data in the audio modality include different emotional informa-
tion, which has a certain impact on the findings of the final classification of emotion recognition [30,31]. The
Mel spectrum is a feature proposed based on human auditory perception, and the Mel cepstral coefficient is
nonlinearly related to frequency. The Mel spectrum in speech recognition is chosen to be borrowed for the
purpose of better characterizing the energy distribution laws.

To standardize data, the purpose of standardization is to standardize each dimension of features to a
specific interval range, so that the data distribution is not too scattered, and to transform dimensional
expressions into dimensionless expressions. Standard deviation normalization is a data preprocessing method
used to convert data into a standard normal distribution with a mean of 0 and a standard deviation of 1.
Standard deviation standardization is the standardization method, and the standardized data conform to the
standard normal distribution. The standardized calculation method is shown in formula (2):

a-u

a 1= , )
norma. a
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a is the standard deviation of all data samples and p is the mean of all sample data. The standardized data
are more conducive to accelerating speed and improving recognition accuracy.

Power spectral density (PSD) is the distribution of signal power at each frequency point expressed in terms
of the concept of density, a measure of the mean square value of a random variable, and the average power
measure per unit frequency. The PSD is a real number and nonnegative. The PSD of a signal can be used to
describe the energy characteristics of the signal as a function of frequency, while also normalizing data at
different frequency resolutions, eliminating the influence of resolution.

If function x; represents the autocorrelation function of the signal, its PSD X can be written as follows:

+00

X-= Ixte_idt. (3)

In the process of collecting speech signals, they are generally stored in a discrete form, so when extracting

features from speech signals, only discrete data can be analyzed and processed. Formula (3) is for correlation

processing of continuous signals and is not applicable to discrete signals. Therefore, formula (4) is used to
process discrete signals:

N-1
Xn = 2 xe. @
n=0

Among them, X, is a discrete value. Extracting the PSD characteristics of a signal can analyze the patterns and
structures of the signal in the frequency domain and thus identify the signal. To solve the problem of some signal
features not being obvious in the time domain, PSD can be utilized to extract the frequency domain features of the signal.

3.3 1DCNN-LSTM model

When processing longer signals, CNN cannot recognize longer physiological signals. When the sequence is
long, using CNN makes it difficult for the gradients behind the sequence to propagate back to the previous
sequence, resulting in the problem of vanishing gradients and sometimes even exploding gradients. To solve
this problem, 1DCNN-LSTM emerged. The IDCNN-LSTM model combines these two types of neural networks,
typically on the input of text sequences. IDCNN is used to extract local features, and LSTM is used to integrate
sequence information, allowing the model to simultaneously consider both local features and contextual
information in the text, which helps with more accurate emotion recognition.

Convolutional
layer 1

Pooling layer

Input layer

Output data

Convolutional
layer 2

Figure 3: Schematic diagram of TDCNN-LSTM.
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1DCNN-LSTM is a deep learning model used for emotion recognition, typically used to process text, speech,
or time series data. The schematic diagram of 1IDCNN-LSTM is illustrated in Figure 3.

As shown in Figure 3, IDCNN-LSTM includes input layers, convolutional layers, pooling layers, LSTM,
output layers, and output data.

LSTM has a memory unit that can store and access previous information, allowing the model to handle
tasks that require memory and reference of historical information. LSTM is a special type of neural network
primarily designed to address related issues that arise during training and effectively model the context of
physiological signals. LSTM can enable the network to automatically learn and adjust the attention to the input
of extended contextual features. This method can improve data quality, optimize feature vectors, and effec-
tively highlight key emotional information. By calculating input gates, forget gates, cell states, and output
gates, high-level emotional-related features are obtained.

The main inputs in the input gate are x; and h;—;. Among them, x; represents the current input of the cell,
and h,_, represents the previous cell state. These parameters form a weight matrix that determines how much
new information is added:

i[ = UW * ht—l X X + bi. (5)

The forgetting gate mainly determines how much old information new cells need to be discarded and
unwanted information.

The output gate contains the current input, the previous hidden layer state, and the current cell state.
These parameters form a weight matrix that determines which information is output, as shown in formula (6):

ht = 0¢ X Ct' (6)

LSTM is also unable to correctly learn and process certain very long or continuous time series, which are
not prepartitioned into appropriate training subsequences with clearly defined starting and ending points. The
problem is that a continuous input stream may ultimately lead to an unlimited increase in the internal values
of the unit, even if the repetitive nature of the problem indicates that they should be reset occasionally.

3.4 2DCNN-LSTM model

Different modalities of data, such as text and speech, contain different representation information. Research
on multimodal emotion recognition requires the fusion of information from different modalities to achieve the
synergistic effect of information from each modality [32,33]. The core idea behind the LSTM architecture is the
storage unit that can maintain its state over time, and the nonlinear gating unit can adjust the speed of
information flow into and out of the unit. LSTM is now applied to many learning problems, whose scale
and properties are completely different from the original problems.

2DCNN-LSTM is a combination of 2DCNN and LSTM. Its core idea is to use two-dimensional CNNs to extract
local features of text and speech and use short-term memory learning methods to obtain the temporal and
contextual relationships of text and speech.

2DCNN is a deep neural network primarily used for processing high-dimensional data. In the field of
emotion recognition, text data are generally represented as vectors. 2DCNN extracts local features from
vocabulary information, such as phrases and sentence structures, through convolutional operations. Due to
the diverse manifestations of emotions, these local features are crucial for emotion classification, as different
emotions are often associated with different expressions. The convolutional layer formula is expressed as
follows:

F@i,j, k) = f[% x k] +b. (7)

Among them, f represents the activation function; (i, j, k) represents input data; and b represents

I
— X
w <k

the bias term. Convolutional layers are utilized to extract features of input signals.
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LSTM is suitable for processing time series data. In terms of emotion recognition, LSTM can assist models
in better understanding the tense of text, such as the order of words, contextual relationships, etc. This is the
key to distinguishing different types of emotions, as the same word has different emotional meanings in
different contexts.

2DCNN-LSTM generally includes a complete connected layer, which effectively fuses the features of
2DCNN-LSTM to obtain emotion recognition results based on deep neural networks. Activation functions
are often utilized to output a probability distribution for each emotion type. The output layer formula is
expressed as follows:

Y=fx Wiy +b. ®)

The 2DCNN-LSTM model can be applied to emotional analysis of social media, public opinion monitoring,
emotional analysis of customer service, and mental health. It can help businesses understand the level of
customer satisfaction or help healthcare workers determine the emotions of patients.

4 Emotional recognition effect
Given the fast growth in the fields of big data and machine learning, emotion recognition is being accepted by
more and more people. Among them, deep learning is a relatively mature emotion recognition method. The

experiment compared the application effects of IDCNN-LSTM and 2DCNN-LSTM deep neural networks in
college student emotion recognition.

4.1 Single modal recognition accuracy
4.1.1 Comparison of text emotion recognition
The experimental data used data from students with psychological problems mentioned earlier. The actual

psychological problems of students are presented in Table 4.

Table 4: Actual psychological problems of students (multiple choice)

Psychological issues and average Grade 1 Grade 2 Grade 3 Grade 4
Depressed 47 62 50 83
Anxiety 50 47 64 57
Anger 54 55 47 60
Fear 55 75 51 72
Lonely 41 63 67 61
Disappointed 60 55 61 75
Average 51 60 57 68

As displayed in Table 4, the average number of actual psychological problems among students in grades 1,
2, 3, and 4 was 51, 60, 57, and 68, respectively.

Only text emotion recognition was performed on students, and they were asked to write down their
emotions. The emotion recognition results of IDCNN-LSTM and 2DCNN-LSTM are illustrated in Figure 4 (the
horizontal axis shows different psychological states, and the vertical axis shows the number of errors).
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Figure 4: Emotion recognition performance of 1DCNN-LSTM and 2DCNN-LSTM.

As illustrated in Figure 4, the recognition error of 2DCNN-LSTM for the number of students with different
psychological states was within 4, while the recognition error of IDCNN-LSTM for the number of students with
different psychological states was mostly above 4.

The recognition error of 2DCNN-LSTM for the number of students with different psychological states was
smaller than that of IDCNN-LSTM for the number of students with different psychological states. 2DCNN-LSTM
can extract more features, better capture text, and improve recognition accuracy.

2DCNN-LSTM can process multiple types of data simultaneously, but IDCNN-LSTM can only handle local
data, so it requires a high amount of data. When the sample size is insufficient, the role of the 1DCNN-LSTM
model cannot be demonstrated.

4.1.2 Comparison of speech emotion recognition

The average recognition accuracy of IDCNN-LSTM and 2DCNN-LSTM for speech emotion recognition of stu-
dents is illustrated in Figure 5 (where the horizontal axis is different grades and the vertical axis is accuracy).
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Figure 5: Accuracy of speech emotion recognition using different methods.
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As presented in Figure 5, the left side of Figure 5 shows that the average recognition accuracy of IDCNN-
LSTM for different psychological states was 65.7, 68.8, 66.2, and 64.3%, respectively; the right side of Figure 5
shows that the average recognition accuracy of 2DCNN-LSTM for different psychological states was 85.3, 83.9,
84.6, and 88.0%, respectively.

It can be seen that in speech emotion recognition, the average recognition rate of 2DCNN-LSTM was
relatively high, while the average recognition rate of IDCNN-LSTM was relatively low.

4.2 Multimodal recognition accuracy

1DCNN-LSTM was used to simultaneously recognize students’ text and speech, that is, to perform multimodal
recognition. The situation is shown in Table 5.

Table 5: Recognition accuracy of 1DCNN-LSTM under multimodal conditions (%)

Psychological issues and average Grade 1 Grade 2 Grade 3 Grade 4
Depressed 84.12 77.43 78.21 75.72
Anxiety 74.24 76.18 83.50 72.90
Anger 71.54 77.06 76.81 82.61
Fear 80.30 83.00 72.77 80.42
Lonely 75.40 83.18 79.88 78.58
Disappointed n 76.92 77.53 77.09
Average 76.12 78.96 78.12 77.89

As presented in Table 5, the average recognition accuracy of IDCNN-LSTM for first-, second-, third-, and
fourth-grade students under multimodal conditions was 76.12, 78.96, 78.12, and 77.89%, respectively.
The recognition accuracy of 2DCNN-LSTM under multimodal conditions is presented in Table 6.

Table 6: Recognition accuracy of 2DCNN-LSTM under multimodal conditions (%)

Psychological issues and average Grade 1 Grade 2 Grade 3 Grade 4
Depressed 88.06 90.56 90.22 85.73
Anxiety 90.20 99.39 94.72 91.42
Anger 89.34 93.33 93.21 98.01
Fear 97.73 97.34 91.86 98.56
Lonely 88.82 98.06 88.85 85.27
Disappointed 85.46 99.22 98.00 95.86
Average 89.94 96.32 92.81 92.48

In multimodal conditions, the average recognition accuracy of 1DCNN-LSTM and 2DCNN-LSTM for fourth-
year university students was 77.89% (data in Table 5) and 92.48%, respectively. The average recognition

92.48 - 77.89

accuracy of 2DCNN-LSTM for fourth-year university students was 18.7% 778

= 18.7%| higher than

that of IDCNN-LSTM for the fourth-year university students.
Combining Tables 5 and 6, it can be seen that the recognition accuracy of 2DCNN-LSTM was generally
higher than that of IDCNN-LSTM.
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For the emotion recognition task of college students, the 2DCNN-LSTM model can more accurately capture
multimodal information compared to the 1DCNN-LSTM model and therefore performs better in processing
multimodal data [34,35]. However, it should be noted that in practical applications, it is necessary to choose a
suitable model structure based on the characteristics of the scene and data and undergo strict testing and
verification to ensure the performance of the model. The psychological counseling model based on 2DCNN-
LSTM usually combines multimodal data (such as speech and text) for emotional analysis and counseling
support. This model can more comprehensively capture the emotional state of the counselor, thereby pro-
viding more accurate counseling support. By analyzing the voice emotions of the counselor, their emotional
state can be better understood, and personalized and targeted counseling advice can be provided.

4.3 Psychological counseling effectiveness

Traditional psychological counseling often relies on manual evaluation and is easily influenced by personal
cognition and experience. Emotion recognition technology utilizes objective calculation methods to analyze
and identify the emotions of consultants, reducing the influence of subjective factors and achieving more
objective and less biased emotional evaluations. Emotional recognition can provide real-time analysis of the
emotional state of college students and provide information to psychological counseling institutions. Through
this approach, psychological counselors can timely understand the psychological changes of students and
develop corresponding psychological counseling strategies based on this, providing personalized psychological
support for students.

After 2 months of traditional psychological counseling (subjective judgment by psychological counselors)
and psychological counseling based on emotion recognition technology, the improvement of students’ psy-
chological problems is presented in Figure 6 (the horizontal axis depicts grade, and the vertical axis depicts the
number of students).

Number of students

Grade

Figure 6: Improvement of psychological problems among students under different psychological counseling.

As illustrated in Figure 6, the left side of Figure 6 shows the improvement of psychological problems
among students after traditional psychological counseling, which has decreased compared to the number of
students who did not receive psychological counseling at the beginning. However, there are still situations
where students in their fourth year of university still rank above 30. The right side of Figure 6 shows the
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improvement of psychological problems among students after psychological counseling based on emotion
recognition technology. The number of students with psychological problems is within 20.

It indicates that the improvement effect of psychological counseling based on emotion recognition tech-
nology on students’ psychological problems is better than that of traditional psychological counseling.

5 Discussion

Figure 4 shows that the recognition error of 2DCNN-LSTM is smaller. 2DCNN-LSTM uses 2DCNN, which can
effectively perform spatial analysis on speech signals. It can fully utilize the multiple time-domain character-
istics of speech signals, reflecting both the local characteristics of speech signals and the overall characteristics.
This helps people better understand the emotional expression in speech, especially when emotional charac-
teristics are associated with the spectral pattern of speech. LSTM can capture temporal dependencies when
processing sequence data.

In 2DCNN-LSTM, LSTM can extract richer speech information from the features of 2DCNN, thereby helping
people better understand emotional changes. 2DCNN-LSTM has shown good fitting performance in certain
emotion recognition problems due to its multiple parameters and high complexity. This also means that it is
easier to discover hidden patterns from the data, thereby improving the accuracy of recognition.

Figure 6 shows that psychological counseling based on emotion recognition technology has a better effect.
Psychological counseling based on emotion recognition technology may have better effects in emotional
analysis and counseling support compared to traditional psychological counseling. This is because emotion
recognition technology can provide richer and more comprehensive emotional information, enabling a deeper
understanding of the emotional state of the counselor. However, the specific choice of richness still needs to be
comprehensively considered in practical application scenarios. In addition, any form of psychological coun-
seling requires the cooperation and guidance of professional psychological counselors, and deep learning
models are only auxiliary tools and do not replace human professional judgment and intervention.

Emotion recognition technology can analyze the emotional state of students through language, speech,
and other information. In this way, psychological counselors can understand the emotional needs and troubles
of the counselor and provide appropriate support and advice for each case. Traditional psychological coun-
seling cannot accurately capture subtle emotional changes and contextual information. Emotional recognition
technology can provide certain protection for the privacy of consultants. Compared with traditional psycho-
logical counseling, this method does not require much background information or face-to-face communica-
tion, allowing counselors to conduct counseling in a relatively anonymous environment, thereby reducing
potential awkwardness, privacy leaks, and other issues that may arise during the counseling process.

6 Conclusions

As society develops and people’s awareness of mental health increases, college students’ mental health
problems are gradually receiving attention. As a special group, college students often have mental health
issues that involve their learning, life, career planning, and other aspects, which often require psychological
counseling to solve. However, traditional psychological counseling methods have many problems, such as the
professional ability and communication skills of counselors and the language expression ability of patients
themselves. Therefore, using technological means to assist psychological counseling can effectively improve
the effectiveness of counseling, and the application of emotion recognition technology in college student
psychological counseling has broad prospects for application. In future research, continuous optimization
of the algorithm, expansion of the data collection range, and systematic application evaluation are needed to
further enhance the application effect and applicability of the technology. Meanwhile, the cross research
between technology and psychology needs to be strengthened to explore more applications of emotion
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recognition technology in the field of psychology, so as to make a greater contribution to the health and
happiness of human beings.
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