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Abstract: In recent years, the field of data analytics has witnessed a surge in innovative techniques to handle
the ever-increasing volume and complexity of data. Among these, nature-inspired algorithms have gained
significant attention due to their ability to efficiently mimic natural processes and solve intricate problems.
One such algorithm, the symbiotic organisms search (SOS) Algorithm, has emerged as a promising approach
for clustering and predictive analytics tasks, drawing inspiration from the symbiotic relationships observed in
biological ecosystems. Metaheuristics such as the SOS have been frequently employed in clustering to discover
suitable solutions for complicated issues. Despite the numerous research works on clustering and SOS-based
predictive techniques, there have been minimal secondary investigations in the field. The aim of this study is
to fill this gap by performing a systematic literature review (SLR) on SOS-based clustering models focusing on
various aspects, including the adopted clustering approach, feature selection approach, and hybridized algo-
rithms combining K-means algorithm with different SOS algorithms. This review aims to guide researchers to
better understand the issues and challenges in this area. The study assesses the unique articles published in
journals and conferences over the last ten years (2014–2023). After the abstract and full-text eligibility analysis,
a limited number of articles were considered for this SLR. The findings show that various SOS methods were
adapted as clustering and feature selection methods in which CSOS, discrete SOS, and multiagent SOS are
mostly used for the clustering applications, and binary SOS, binary SOS with S-shaped transfer functions, and
BSOSVT are used for feature selection problems. The findings also revealed that, of all the selected studies for
this review, only a few studies specifically focused on hybridizing SOS with K-means algorithm for automatic
data clustering application. Finally, the study analyzes the study gaps and the research prospects for SOS-based
clustering methods.
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1 Introduction

In recent times, data mining techniques have been prominently utilized for analyzing big data and decision-
making in various areas, especially document clustering and classification [1], networking sensor problems [2],
parameter tuning problems in artificial neural network (ANN) models [3], and maximization problem in
renewable energy production [4,5].

Clustering is an important data mining task for grouping data points based on similarity [6]. Clustering
methods require multiple parameters and are commonly used in big spaces. They exploit noisy, incomplete,
and sampled data for this purpose; this significantly impacts their efficacy, which varies considerably across
applications and data types. Numerous studies have been conducted, and a range of clustering strategies have
been proposed, including Kernel Methods like support vector machine (SVM) [7], self-organizing maps [8], and
the K-means [9]. This strategy was very effective but had drawbacks, such as initializations as well as speedy
convergence to the local optimum. These limitations are addressed with an automated data clustering algo-
rithm, known as metaheuristics, motivated by natural or physical events that occur [10]. The metaheuristic
algorithm for optimization is a stochastic method for solving optimization issues; similar to a searching
algorithm, it seeks the most optimal solution [11–13]. One of the methods proposed based on metaheuristics
includes swarm intelligence algorithms such as ant colony optimization (ACO) [14,15] and particle swarm
optimization (PSO) [16,17]. These algorithms were efficient and robust in handling various optimization issues.
However, these algorithms frequently become trapped in local minima, are computationally demanding and
complex, converge slowly, and are incompatible with classes of functions.

SOS is a stochastic metaheuristic method that uses randomization to determine a set of solutions, which
has been proposed by Cheng and Prayogo [18]. This method was motivated by the shared behavior of organ-
isms for survivability. This is called a symbiotic relationship when each organism relies interactively on each
other in the ecosystem. According to [19,20], the SOS metaheuristic algorithm has made significant achieve-
ments in handling complex engineering applications and optimization problems for some reasons, such as: (1)
the algorithms are easy to implement (2) do not require any tuning parameters to train, (3) they find better
local optimal compared to other algorithms, and (4) they can be applied to solve various issues in different
areas.

Subsequently, SOS algorithms have been prominently used, especially in engineering [21]. Despite their
potential to increase retrieval recall and computational efficiency, only a few research in the literature have
focused on clustering and classification, particularly the clustering issues and feature selection [21,22]. Prior
studies focused on clustering and classification for optimal feature selection in brain–computer interfaces
(BCIs) [23] and satellite image classification problems [24]. Among the literature, [25,26] were on track with text
clustering based on the SOS algorithm.

In their empirical studies, Mohammadzadeh and Gharehchopogh [26] proposed an SOS-based method for
feature extraction problems, while Cheng et al. [27] addressed text classification problems. Currently, no single
review study has solely addressed methodologies for clustering and unsupervised feature selection. Although
Gharehchopogh et al. [21] presented a solid review of the subject, the author did not focus explicitly on the
clustering and classification approaches and included only a small number of publications that have been
published concerning clustering and classification. Then, Abdullahi et al. [28] presented a comprehensive
survey of SOS algorithms and their implementation. Regardless, no specific justification was provided based
on the standard SLR approach for the selected articles to avoid biased reviews [29]. Hence, this research
provides an SLR approach to enhance the efficacy of reviewing, summarizing, and analyzing the patterns
observed in published articles. This research focuses on proferring the answers to the designed research
questions (RQs) to determine the most widely used variations of the SOS-based method for both the feature
selection and clustering problems, what are the reported hybridizations of the SOS algorithm with the K-
means clustering algorithms in dealing with clustering problems, and importantly, what are the open issues
and the prospect of SOS-based methods in the clustering and feature selection problems. Consequently, this
study offers researchers and practitioners valuable insights and future directions. This study is conducted
following the principles outlined by Kitchenham et al. [30]. These SLR contributions are as follows:
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• Present an SLR of the existing SOS algorithms for clustering and feature selection tasks. This may be
considered as a guide for other researchers in this domain to better understand the emergent trends and
as well identify the issues that need to be resolved.

• Present quantitative analyses on state-of-the-arts hybridization of the SOS algorithms and K-means clus-
tering methods that address the clustering issues, including the datasets and various performance evalua-
tion metrics that can be utilized to evaluate the SOS algorithms performances.

• Present detailed explanations of the challenges and open issues in the field, and identify further issues that
require urgent attention in clustering and feature selection problems.

The remainder of the study is outlined as follows: Section 2 discusses the study’s context, including an
explanation of the SOS algorithms and several applications of the SOS algorithms; Section 3 outlines the SLR
method; Section 4 discusses the SLR results; and finally, Sections 5 and 6 describe the work limitations and
conclusion, respectively.

2 Related work

Several works on the SOS algorithm have been published recently, and researchers have become increasingly
interested in this field since its inception [18]. However, there were limited studies that provided a rigorous
SLR to examine the implementation of the SOS algorithm in diverse scenarios. Specifically, Ezugwu and
Prayogo [31] proposed an overview of SOS algorithms from its inception that included various applications
using different variants and hybrid implementations. In addition, they recommended the algorithm be applied
in extended applications as individual or hybrid. The exponential growth in research publications respective
to the SOS algorithm acts as a significant signal of rapid expansion.

Subsequent work by Dokeroglu et al. [32] presented a review of metaheuristic algorithms based on a
decade of application compared to classical algorithms. In this context, the metaheuristic algorithm was
justified as efficient, prominently cited, interactive mechanisms between individuals, evolutionary operators,
stagnation prevention methods, and parameter tuning/handling concepts. The study discusses significant
challenges associated with metaheuristics and future directions. In addition, Abdullahi et al. [28] provided
an in-depth examination of SOS advancements and applications focused on several existing symbiotic
organism search methods. They comprehensively investigated relevant SOS development and its application
in dealing with optimization challenges in various domains. Hybridization, discrete optimization, and limited
and multiobjective optimization are some SOS algorithm study types.

A similar work by Gharehchopogh et al. [21] investigated the initial concept of symbiosis and SOS algo-
rithms in parallel with its formulation and implementation. They illustrated their findings as a flowchart and
pseudocode for each of the three processes involved in the algorithm. In addition, they discussed the variations
of algorithms available. Subsequently, Hemeida et al. [33] reviewed basic theories and algorithms for optimi-
zation based on nature-inspired algorithms. Notably, they discuss variations of nature-inspired metaheuristic
algorithms in terms of their concepts and mechanisms involved in an attempt to search for compatibility in
real-world applications. They mainly focused on neural networks and feed-forward neural networks. Recently,
Darvishpoor et al. [34] reviewed the application of heuristic and metaheuristic optimization algorithms in
drones.

In addition to the SOS algorithm, there are many other machine learning algorithms that can be used for
clustering and predictive problems. Some of the popular ones include K-means [35], fuzzy clustering algorithm
[36], density-based clustering algorithm (DBSCAN) [37], hierarchical clustering [38], and Gaussian mixture
models [39]. However, it was found that the SOS algorithm has several benefits over other clustering algo-
rithms in different aspects. One of the benefits is that in all the reviewed articles, SOS algorithms have
demonstrated improved performances and speedy convergences compared to other algorithms despite their
simplicity and lesser nature of parameters [40]. Furthermore, unlike some clustering methods such as DBSCAN
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and K-means, the SOS algorithm can identify clusters of varying shapes and sizes, which do not require any
tuning parameters to train [40].

Due to their robust performance and faster convergence, various studies employed the SOS algorithms in
different applications to address specific problems. However, this research aims to provide a comprehensive
survey of SOS algorithms related to clustering and classification processes. This is expected to fill the research
gap and facilitate researchers with the necessary knowledge regarding SOS algorithms and their implementa-
tion using supervised and unsupervised feature selection problems. In addition, this review provided a
microscopic perspective based on existing literature by dissecting the benefits and limitations of the current
SOS methods regarding the feature selection and clustering problems. This will highlight current challenges
and provide future recommendations.

3 Theoretical background

This section will discuss SOS algorithm variations and their application to clustering and feature selection.

3.1 Overview of the SOS algorithms

The SOS algorithms were pioneered by Cheng and Prayogo [18] and were inspired by the interactive perfor-
mance of organisms to struggle for survival, known as symbiosis in biology. In order to find global optimal
solutions to a particular objective function, this simple and efficient method guides a population of candidate
solutions in iterative searches for possible optimum regions. It has, however, undergone various modifications
that have strengthened and improved its adaptability to other problem spaces. This was initially built to
handle the optimization issues in a continuous solution space. Since its evolution and adaptation, it has
been more efficient in dealing with various problem spaces.

The major symbiotic relationship types found among organisms include mutualism, commensalism, and
parasitism. Mutualism is a tripartite classification of interdependent relationships between two living crea-
tures that mutually benefit from one another. One illustrative instance of such a phenomenon can be observed
in the symbiotic relationship between Oxpecker birds and Rhinoceros. The Oxpecker species sustains itself by
consuming insects and parasites on the Rhinoceros, an effective form of biological pest management. A
commensalism symbiosis is a relationship in which one organism benefits completely from the other, while
the other is unaffected by the interaction taking place instantaneously. An example of commensalism is the
relationship between cattle egrets and insects that are disrupted by the cattle searching for food is an
illustration of commensalism. However, when one creature derives benefits from another organism at the
expense of the latter, this type of connection is known as parasitic symbiosis. Mosquitoes depend on human
blood as a source of egg production. Figure 1 depicts the three types of symbiotic interactions that motivated
the SOS algorithm.

Figure 1: Three types of symbiosis in the ecosystem [31].
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The standard SOS algorithm is presented as Algorithm 1. It iteratively performs the steps beginning with the
ecosystem initialization that can be denoted as { }=X X X X X, , , …,

1 2 3 ecosize
. The organisms’ population size can be set

from 25 (moderate), 50 (average), and 100 (large) [41]. Subsequently, the algorithm computes and compares respective
objective function values to generate new organisms’ positions with the best objective value selected as X

best
. The

algorithmic procedure involves iterative updating of the current optimal solution until the organism with the globally
optimal answer is identified. In addition, the algorithm proceeds to assess alternative solution search spaces by
engaging in both exploration and exploitation. Conversely, extending the execution period may also increase the
computing expense of the algorithm. The subsequent sections, namely sections 2.2.1–2.2.3, comprehensively explain
the steps involved in the SOS algorithm [31].

Algorithm 1 SOS algorithm

Input: Set ecosize, create a population of organisms ==X i ecosize1, 2, 3,…,i , initialize X ,i Set stopping
criteria.
Output: Optimal solution.
1 Identify the best organism Xbest

2 while the stopping criterion is not met do
3 for ==i 1 to ecosize do
4 Mutualism Phase

5 ( )== ≠≠
++

MV j i

X X

2

i j

6 ( ( ))== ++B round r1 0, 1F 1 1

7 ( ( ))== ++B round r1 0, 1F 2 2

8 ( ) ( )== ++X X r X MV B* 0, 1 * *
i i F1 best 1

9 ( ) ( )== ++X X r X MV B* 0, 1 * *
j j F2 best 2

10 Evaluate X *
i

11 if X *
i
then is better than Xi

12 ←←X X *
i i

13 end if
14 Evaluate X *

j

15 if X *
j
then is better than Xj

16 ←←X X *
j j

17 end if
18 Commensalism Phase
19 ( ) ( ) ( )== ++ ≠≠X X r X X j i* 1, 1 *

i i jbest

20 Evaluate X *
i

21 if X *
i
then is better than Xi

22 ←←X X *
i i

23 end if
24 Parasitism Phase
25 Create parasite vector_

26 Evaluate parasite vector_

27 if parasite vector_ then is better than Xj

28 ←←X parasite vector_j

29 end if
30 Identify the best organism Xbest

31 end for
32 end while
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3.1.1 Mutualism phase

In this phase, one organism Xi engages in interactions with another organism Xj, at random. It is important to
note that Xi and Xj are distinct entities, where ≠X Xi j. These interactions are established to form a mutually
beneficial connection between the two organisms. The correlation between Xi and Xj aims to enhance the
reciprocal survival rate of the two creatures within the environment. The candidate solutions Xinew

and
Xjnew

are derived using equations (1) and (2), respectively.

( ) ( ( ))= + × −X X X X Brand 0, 1 ,i i Fnew best mutual 1
(1)

( ) ( ( ))= + × −X X X X Brand 0, 1 ,j j Fnew best mutual 2
(2)

where X
mutual

is represented in equation (3).

=
+

X
X X

2

,

i j

mutual

(3)

( ( ( )) | [ ])= + ∈B 1 round rand 0, 1 , rand 0, 1 ,F1
(4)

( ( ( )) | [ ])= + ∈B 1 round rand 0, 1 , rand 0, 1 .F2
(5)

The ( )rand 0,1 function generates a vector of random numbers that follow a uniform distribution within
the range of 0–1. The organism that demonstrates the highest objective or fitness function value to its level of
adaptability within the ecosystem is denoted as X

best
[42]. On the other hand, X

mutual
implies the mutualistic

characteristics demonstrated between the two organisms to advance the benefit of their survival. The values of
the benefit factors BF1

and BF2
are selected by a random selection process, as specified by equations (4) and (5).

These parameters indicate the degree of the advantage derived from the interaction with each organism. Then,
the newly calculated fitness function value is represented as ( )f Xinew

and ( )f Xjnew
. They demonstrate superior

performance compared to the earlier fitness functions, f (Xi) and f (Xj) [43]. Hence, the pair of equations (1) and
(2) can be further transformed subsequently as follows:

( ) ( ( )) ( ) ( )= + × − >X X X X B f X f Xrand 0, 1 if ,i i F i inew best mutual 1 new
(6)

( ) ( ( )) ( ) ( )= + × − >X X X X B f X f Xrand 0, 1 if .j j F j jnew best mutual 2 new
(7)

3.1.2 Commensalism phase

In this phase, the organisms Xj are randomly chosen from the environment to interrelate with other organisms
Xi. However, organisms Xi actively seek to maximize the advantages gained from the link with the organisms
Xj, but Xj remain unaffected by this interaction, neither benefiting nor experiencing any negative conse-
quences. In this form of interaction, the organism Xi occupies a favorable position relative to Xj, whereas
the organism Xj does not experience any detrimental effects [44]. The emergence of a novel solution resulting
from this symbiotic interaction is expressed in equation (8) [44].

( ) ( ) ( ) ( )= + − × − >X X X X f X f Xrand 1, 1 , if .i i j i inew best new
(8)

The ( )−rand 1, 1 function generates a vector with random numbers that are uniformly distributed throughout
the range of −1 to 1. Organism Xinew

can replace organism Xi if it exhibits a higher fitness value. In this context, the term
( )−X Xjbest

represents the benefits offered by the organisms Xj to aid organisms Xi in maximizing their survival
within the ecosystem population, with X

best
referring to the most recent or updated organism.

3.1.3 Parasitism phase

A symbiotic relationship between two species, wherein one organism obtains exclusive benefits while causing
harm to the other creature. An instance of parasitism can be observed in the symbiotic relationship involving

6  Abbas Fadhil Jasim AL-Gburi et al.



three organisms: the Plasmodium parasite, the Anopheles mosquito, and the human host. In this form of
symbiotic association, the human host has detrimental effects, yet the Anopheles mosquito, serving as the
vector for the parasite, remains unaffected. Meanwhile, the Plasmodium parasite undergoes reproductive
processes within the human organism [43]. Hence, to emulate the parasitic behaviors described above,
organism Xi assume a role similar to the Anopheles mosquito by generating an artificial vector X

parasite
within

the solution search space. This is achieved by adjusting the randomly chosen dimension of organism Xi

through a process of refinement [43]. Following this, a random selection is made from the ecosystem to identify
the organism Xj , which then acts as the host for X

parasite
. Subsequently, the X

parasite
will endeavor to supplant Xj

inside the ecosystem. If X
parasite

demonstrates a superior level of fitness compared to Xj , then Xj will be
substituted with X

parasite
. According to Ezugwu et al. [44], Xj acquires immunity to X

parasite
, leading to the

eventual extinction of X
parasite

within the ecosystem. This can be expressed as follows:

( ) ( )= × − +X rand 0, 1 UB LB LB,
parasite

(9)

where LB (lower bound) and UB (upper bound) are the boundary limits that should be addressed.
It is important to note that modifications to either the mutualism phase, the commensalism phase, or both

have accomplished most enhancements to the conventional SOS algorithm. Introducing an additional phase to
the existing three phases is a phenomenon that occurs only in exceptionally unusual instances. This study
comprehensively analyses several current advancements and hybridization techniques employed in SOS
algorithms as discussed in the literature.

3.2 Variations of the SOS algorithm

This section presents variations of the recent advances of the SOS algorithms, which have been classified into
three main categories: modified or enhanced SOS, hybrid SOS (HSOS), and multiobjective SOS. Each of these
concepts will be elaborated further in the subsequent subsections.

3.2.1 Modified SOS (MSOS) algorithm

The SOS algorithm has undergone multiple revisions since its inception to offer an optimal and efficient
solution for various optimization challenges. One of the examples is the MSOS algorithm, which was presented
to improve the rate of convergence and the SOS algorithm performance [45]. An updated work by Chakraborty
et al. [46] presented a novel variant of the SOS algorithm, known as nwSOS, to address higher dimensional
optimization challenges in the context of segmenting COVID-19 chest X-ray images. Furthermore, Rodrigues
et al. [47] introduced a novel approach known as the MSOS algorithm to address the challenges associated with
workflow-scheduling problems. The suggested method involves selecting three phases of the SOS algorithm,
where there is no pre-established symbiotic interaction among the population. Once solutions have been
identified, a particular process is employed to allocate each solution to corresponding symbiotic relationship.
Therefore, 20 samples of work scheduling problems have been used for evaluating the performance of the
method. Subsequently, a comparative analysis was carried out between the proposed method and the original
SOS method, revealing the superiority of the proposed model over a number of SOS versions. Abdullahi et al.
[28] developed a novel approach called modified symbiotic organisms search with inertia weight to update the
phases of SOS, aiming to enhance the solution quality.

Additionally, Secui [48] utilized a chaotic sequence created by the logistic map to boost the explorative
abilities of SOS methods. A modification aimed at enhancing the advantageous aspects of SOS algorithms was
discussed by Tejani et al. [49] referred to as symbiotic organisms search and artificial fish and bees algorithms.
The selection of components was chosen adaptively in consideration of the organism optimization.

The work by Nama et al. [50] presents yet another attempt to enhance the standard SOS algorithm known
as the improved symbiotic organism search algorithm by integrating random weighted reflective parameters
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and predations. Including a fourth symbiotic phase in the predation update category in the fundamental SOS
framework was motivated by observing creatures within the ecosystem that frequently employ predation as a
strategic approach. The author described that predation is a biological interaction that has a resemblance to
the parasitism relationship, wherein a predator, actively seeking sustenance, consumes its prey, the organism
being targeted. The commonality observed in both systems is a relationship in which one organism experi-
ences harm while the other obtains advantages. However, it is important to note that the distinction between
predation and parasitism is that the predator organism often kills and consumes its prey. However, not all
parasites result in the death of their hosts.

Furthermore, Do et al. [51] designed a novel combination of deep ANN and an enhanced SOS algorithm.
This approach was applied to the problem of material distribution optimization in functionally graded plates
as a computational tool for the analysis of the ultimate component. Indeed, using deep ANNs enables the direct
prediction of solutions through optimal mapping. In addition, a refined SOS (Sequential Optimisation Strategy)
method has been employed to address two distinct challenges related to optimization buckling and unrest-
ricted vibrations, each with different volume constraints.

3.2.2 Multiobjective SOS algorithms

The multiobjective optimization problem is commonly categorized as multiple criteria decision-making, where
multiple objective functions are simultaneously optimized [52,53]. Major advances have been made in the SOS
algorithms, for instance, the SOS method that was formulated to handle multiobjective problems (termed as
multi-objective symbiotic organisms search [MOSOS]) [52]. This method is integrated with adaptive penalty
functions to enable the effective handling of equality and inequality constraints associated with various
problem types. The proposed approach demonstrates superior performance compared to other existing multi-
objective optimization algorithms, including multi-objective cuckoo search with binary optimization, multi-
objective particle swarm optimization, and non-dominated sorting genetic algorithm II (NSGA-II), as well as
two gradient-based multiobjective algorithms, multi-objective genetic algorithm with elitism and multi-objec-
tive genetic programming. Ayala et al. [54] introduced an enhanced novel MOSOS approach that incorporates
both nondominance and crowding distance criteria referred to as improved multi-objective symbiotic organ-
isms search. It includes a normal (Gaussian) probability distribution function, which makes it perform better
compared to other methods. In another study, Baysal et al. [23] investigated a multiobjective problem to define
the tradeoff between the number of selected features and classification accuracy for the BCI system. This is
called the nondominated sorting multiobjective symbiotic organism search (NSMOSOS) algorithm.

3.2.3 HSOS algorithms

As mentioned earlier, the fundamental SOS algorithm and its diverse adaptations have been used to effectively
handle many problems relating to continuous and discrete optimizations. However, certain instances exist
where these sets of algorithms have exhibited suboptimal performance or failed to achieve the desired
answers. Consequently, researchers frequently find integrating multiple algorithms necessary to tackle this
obstacle effectively [55,56]. Research has also indicated that hybrid algorithms were more likely to exhibit
robustness and yield better performance than traditional techniques. In a recent study, Ikotun and Ezugwu
[57] introduced a novel hybrid clustering approach of SOS and K-means. The findings derived from the
comprehensive computational analysis demonstrate that the hybrid SOSK-means algorithm has enhanced
efficacy in addressing automatic clustering tasks.

Furthermore, the SOS technique has been employed in hybrid image fusion techniques to achieve the
highest possible level of image quality in the resulting fused images [58]. In another study, Rajah and Ezugwu
[55] worked on various HSOS algorithms for automated clustering. The proposed approach was evaluated
based on the quality of their solutions using the Davies–Bouldin Clustering Validity Index. In their recent
study, Cheng et al. [25] introduced a novel approach named SOS-NN-LSTM to predict cash flow during the
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implementation of construction projects. Nama et al. [50] introduced a unique HSOS approach that combines
the strengths of SOS and simple quadratic interpolation (SQI) to achieve a balanced implementation of the new
algorithm in addressing the physical world and higher dimensional optimization challenges. Including the SQI
in the newmethod has increased complexity compared to the standard SOS (second-order statistics) approach.

Wang et al. [59] have introduced a HSOS approach that integrates the global optimization capabilities of
SOS with the local optimization capabilities of ACO to optimize assembly sequences. The computational
complexity of the resultant method was heightened because of the integration of two optimization procedures.
In their study, Ezugwu et al. [60] introduced two HSOS algorithms that integrate simulated annealing and
genetic algorithm (GA) techniques. These algorithms were named SOSSA and self-organizing systems genetic
algorithm [41].

In addition, Cheng et al. [61] worked on a novel artificial intelligence system known as self-organizing
systems least squares support vector regression, which combines elements of artificial intelligence with the
least squares support vector regression (SVR) to estimate the permanent deformation potential of asphalt
pavement mixtures effectively. Zhang et al. [62] introduced an innovative data classification method that
combines machine learning techniques with the SOS algorithm. In their recent study, Noureddine et al. [6]
introduced a novel clustering technique known as self-organizing systems grey wolf optimization with tabu
search based on the SOS approach. This hybrid approach integrates the grey wolf optimizer (GWO) and the
Tabu Search algorithm as proposed by Aljarah et al. [63].

Recently, Goldanloo and Gharehchopogh [64] introduced two HSOS algorithms, namely the IOFA-SOS
variant to enhance both the exploration and exploitation capabilities of the initial technique. This method
aims to leverage the IOFA technique within the SOS algorithm, where the entire population is utilized to
effectively identify solutions during the initial phases of implementation. As the algorithm progresses through
each iteration, the number of solutions impacted within the population gradually decreases. The study
involved conducting experiments on a set of 24 typical benchmark functions. The initial proposed approach
demonstrated superior performance in smaller and medium dimensions while displaying moderately satis-
factory performance in higher dimensions. On the other hand, the second proposed technique shows out-
standing performance in increasing dimensions. The experimental findings demonstrated that the proposed
methods yielded high-quality solutions in a reasonable computing time (Table 1).

4 Systematic literature review (SLR) methodology

The standard criteria used for this SLR are preferred reporting items for systematic reviews andmeta-analyses
(PRISMA) [72]. As depicted in Figure 2, the PRISMA framework offers a systematic and standardized approach
for the identification, selection, and critical evaluation of relevant existing studies. In addition, it guides the
process of selecting, identifying, and assessing research projects. A comprehensive description of the review
procedure is provided in the subsequent subsection.

4.1 Data source and search strategies

This study uses eight different bibliographic digital databases for searching processes, which includes Scopus,
Google Scholar, ScienceDirect, SpringerLink, IEEE Xplore Library, ACM Digital Library, PubMed, and Web of
Science. To get the most up-to-date and thorough review, the time frame of 2014–2023 was considered. As
depicted in Figure 3, the search string encompasses various combinations, including “Symbiotic Organisms
Search,” “Symbiotic Organisms Search Algorithm” combined with “Clustering,” “Symbiotic Organisms Search
Algorithm” combined with “Classification,” “Symbiotic Organism Search” combined with “K-Means Clus-
tering,” “Symbiotic Organisms Search” combined with “Feature Selection,” and “Hybrid SOS-Based” combined
with “Clustering” and “Feature Selection.”
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4.2 Selection criteria

In conjunction with the automated search query, a manual search is performed to ensure a comprehensive
identification of relevant articles and acquire a total of 760 studies. During the screening phase, 465 published
articles were selected after eliminating duplicate and irrelevant studies. Upon reviewing the abstract, intro-
duction, and title, a total of 295 published articles were excluded. The removal criteria were subsequently
applied to the remaining 170 articles, resulting in the exclusion of 105 articles. A total of 65 research publica-
tions were later advanced to the subsequent step. After conducting a comprehensive assessment of all the
articles during the eligibility phase, a total of 37 research publications were excluded. A total of 25 scholarly

Figure 2: The SLR PRISMA method.

Search strategy

"Symbiotic Organisms Search"

“Symbiotic Organisms Search 
Algorithm” AND “Clustering”

“Symbiotic Organisms Search” AND 
“Classification” 

“Symbiotic Organism Search” AND 
“K-Means Clustering”

“Symbiotic Organisms Search” AND 
“Feature Selection”

“Hybrid SOS-Based” AND 
“Clustering” AND “Feature Selection” 

Figure 3: Search strategy.
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research publications were selected to conduct a comprehensive review of prediction techniques that utilize
clustering techniques and symbiotic organisms search algorithms.

We included only articles that specifically addressed the topics of unsupervised clustering and feature
selection. Through a rigorous selection process, we limited the number of publications to 25 articles, focusing
exclusively on journal and conference articles. In addition to other SOS-based approaches for addressing
clustering and feature selection challenges, our focus was directed on articles that specifically discuss hybrid
methods that tackle both clustering and feature selection tasks. All these steps taken were based on Table 2
guidelines.

4.3 Quality assessment

The data analysis and the quality assessment of the evidence in an SLR are of equal importance. The presence
of biases stemming from the chosen research methods has the potential impact on the results of a study that is
inadequately executed, thus necessitating careful interpretation. Studies of this nature must either be expli-
citly rejected or, at the very least, clearly highlighted within SLR and carefully select appropriate criteria for
evaluating the quality assessment and identifying any intrinsic biases present in any distinct study.

Standard quality checklist questions (SCQ) developed by Kitchenham and Charters [73] are utilized to
guarantee the kind of the chosen publications for this study. For this reason, the studies that answered “yes” to
at least seven questions that were selected, following the method proposed by Genc-Nayebi and Abran [74].
The quality assessment and data extraction will be conducted simultaneously to guarantee that the results
make a substantial contribution to the review [30] (Table 3).

Table 2: Criteria for inclusion and exclusion

Inclusion Exclusion

Studies that solely included experimental findings Studies that excluded empirical findings were omitted
Studies that have been published in the year 2014–2023 Studies that were published earlier than 2014 were omitted
Studies solely related to SOS-based method Studies related to other than metaheuristic algorithms were

omitted
Articles discussing related unsupervised clustering and feature
selection

Articles discussing other techniques for clustering and feature
selection

Studies solely reported in English language Studies not reported in English language
Only considered journals and conferences Documents like books, thesis, and magazines are not considered

Table 3: Statistical Quality Control Questionnaire (SQCQ) [73]

No. Quality questions

SCQ1 Is the report clear and coherent?
SCQ2 Is the aim of the study clearly specified?
SCQ3 Is data collection process designated properly?
SCQ4 Is the contexts of diversity been well investigated?
SCQ5 Are the research findings reliable?
SCQ6 Does the link between the data, interpretation, and conclusion exist?
SCQ7 Is there a clear method and process for experiments?
SCQ8 Is the research process adequately documented?
SCQ9 Are they important, if credible?
SCQ10 Could the findings of this research be replicated?
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4.4 Data extraction and synthesis

Initially, we documented the necessary details, such as the article’s title, year of publication, a list of authors,
and publisher. Subsequently, we incorporated more data to facilitate the execution of the SLR model. This
included the inclusion of SOS-based methods for unsupervised clustering and feature selection, hybrid meth-
odologies, accuracy values, and evaluation metrics. The phase of data synthesis involves a thorough examina-
tion of the relevant and comparative findings obtained via the process of data extraction. These findings can
then be presented to address the research issues at hand. Upon completion of data collection, the gathered data
was subjected to analysis and subsequently visualized using a range of data visualization tools and techniques,
including histograms, pie charts, and other relevant methods.

4.5 RQs

The selection of RQs holds significant importance in outlining the main goals and anticipated results of a study
to fulfill the primary objective of our SLR. Hence, the RQs listed such the:

RQ1: What are the various SOS methods that have been adapted as clustering methods in the clustering
application problems?

RQ2: What are the various SOS methods that have been adapted and utilized for feature selection
problems?

RQ3: What are the reported hybridizations of the SOS algorithm with the K-means clustering algorithm
that handled clustering problems?

RQ4: What is the rate of publication of the various SOS variants algorithms for clustering and feature
selection?

RQ5: What are the challenges and prospects of SOS-based clustering algorithms?

5 Results

The findings described in Section 4 are provided. This section is subdivided into four different subsections: in
Section 5.1, the analysis of the searched articles on various SOS methods adapted as clustering methods in the
clustering application problems is shown; in Section 5.2, the various SOS methods adapted and utilized for
feature selection problems are discussed; in Section 5.3, the reported hybridizations of the SOS algorithms with
the K-means clustering algorithm that handled clustering problems are discussed; and in Section 5.4, the rate
of publication of the various SOS variants algorithms for clustering and feature selection is discussed.

5.1 RQ1: What are the various SOS methods that have been adapted as clustering
methods in the clustering application problems?

According to [23,66,69], the use of the SOS algorithm has been extensively utilized for classification, clustering,
and unsupervised feature selection. Clustering is an unsupervised data analysis methodology employed to
locate groups of items that exhibit homogeneity, determined by the values of their attributes. There are two
main groups of clustering: (1) hierarchical clustering and (2) partitional clustering methods. The hierarchical
clustering approach involves the iterative grouping of data objects in a hierarchical manner. Meanwhile, the
partitional clustering technique is employed to produce a solitary partition of a dataset, to identify the
inherent groupings within the data. This technique does not involve any hierarchical structure and relies
on the utilization of a designated objective function. An example of this is K-means.
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Furthermore, Yang and Sutrisno [67] suggested an automatic K-means clustering-based SOS (CSOS) to
address the issues with automatic data clustering. In essence, the CSOS algorithm conducts a hybrid search
approach by combining local and global search strategies inside a sub-ecosystem context that is established
using the automated k-means clustering technique. The local search covers two distinct phases, namely
mutualism and commensalism. Meanwhile, the global search in CSOS is characterized by the parasitism phase,
when only the best solution inside a cluster can communicate with the best solutions in other clusters.
Furthermore, Zhang et al. [62] introduced a data categorization methodology that combines a regularized
extreme learning machine and an SOS algorithm. The newly developed method is referred to as SOS-RELM,
which consists of two distinct phases of SVM, least squares SVMs, and backpropagation. Therefore, the SOS
method is an optimization approach that is both efficient and effective. It optimizes the input weights, invisible
biases, and regularization parameters in the second phase. In a separate work conducted by Liao and Kuo [69],
they introduced DSOS algorithms for the optimization of feature subsets and neighborhood size.

In addition, Zhou et al. [66] introduced an approach for automatic data clustering utilizing the SOS
algorithm. The k-means clustering algorithm’s heavy dependence on the starting solution and ease of trapping
in a local optimum have been discussed in this article. The SOS framework employed an automated k-means
clustering technique to generate clusters. Within each cluster, the most optimal solutions engage in commu-
nication, integrating both local and global search strategies [65]. However, it leads to an increase in its
computational cost.

Similarly, Acharya and Mishra [75] developed a multiagent SOS (MASOS) by integrating a multiagent
system and self-adaptive benefit factors into the SOS algorithm. In this approach, each organism functions
as an agent that engages in local interactions to identify the optimal solution. The execution of the SOS
algorithm involved three distinct steps when an agent would select another agent from its nearby neighbor-
hood. Regardless, the proposed work also suffered high computational complexity. Table 4 lists the adopted
clustering approaches discussed.

5.2 RQ2: What are the various SOS methods that have been adapted and utilized
for feature selection problems?

Feature selection aims to discern the pertinent characteristics and eliminate the extraneous features from the
dataset to achieve advantages such as reduction in data dimensionality, improvement in the performance of

Table 4: The clustering approach adopted

Authors Adopted clustering approach

[67] The initial number of clusters is set to be half of the ecosize, which is formed as sub-ecosystems. This is then subjected to
optimization using CSOS

[55] The optimization of the Bayesian information criterion (BIC) and Bayesian deviance information (BDI)
[65] The Compact Separated Index and the Davies–Boulding Index are presented as optimization issues where the cuckoo

virus infection serves as the objective function and must be minimized
[66] The cluster is randomly initialized within the ecosystem to which the SOS algorithm is applied to optimize the clustering

problem
[46] To efficiently explore and exploit the search region, the benefit factors are determined using a nonlinear approach, and

their weights are used
[68] The determination of the initial number of clusters is based on the ecosize, which represents the sub-ecosystems formed

by the self-organizing system (SOS) and subsequently optimized
[23] To locate the ideal feature subset in the BCI data, an initial population is generated in the same way as using the

standard SOS algorithm
[69] The utilization of DSOS is initially observed in the optimization of cluster quantity for the hybrid approach between DSOS

and discrete particle swarm optimization (DPSO), referred to as DSOSPSO
[70] SVR is considered significant in a forecasting algorithm. The SOSO algorithm is incorporated in the SVR for optimization
[71] SVM is optimized with SOS for the classification of spyware
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classification algorithms, and facilitation of the learning process [23]. Nevertheless, it is notable that feature
extraction methods could be categorized into two, namely filter-based methods and coating-based/wrapper
methods [76]. Filter-based approaches are algorithmically agnostic and exhibit reasonably high computational
efficiency. On the other hand, coating-based approaches employ classification algorithms as assessment cri-
teria for optimal solutions.

It has been argued by researchers that coating-based approaches outperform filter-based methods due to
their use of classification algorithms in the assessment criteria [77,78]. Based on this context, the authors [76]
present three wrapper-based binary approaches using the SOS method to address feature selection problems.
The first was binary SOS with S-shaped transfer functions (BSOSST), and the second was BSOSVT. These two
coating-based methods are employed to develop the binary SOS (BSOS). In the third approach, enhanced
elephant behavior cuckoo search optimization system has proven performance in terms of effectiveness
and exploration capabilities.

In their study, Du et al. [79] introduced a novel approach known as the improved binary symbiotic
organism search (IBSOS) that utilizes the wrapper method for addressing the issue of feature selection.
Furthermore, the authors employed identical biological symbiosis tactics as those utilized in the continuous
SOS method within the suggested IBSOS approach to maintain the balance between exploration and exploita-
tion. Baysal et al. [23] presented a wrapper-based multiobjective algorithm, namely, the NSMOSOS algorithm,
to produce the optimal feature subset in a BCI system. The investigation focused on evaluating the efficacy and
resilience of the proposed algorithm in two datasets centered around motor imagery for feature selection,
which achieved maximum accuracy results for both datasets used.

In their recent study, Mohammadzadeh and Gharehchopogh [26] introduced a novel feature selection
method that utilizes the BSOS metaheuristic to enhance email spam detection using a feature selection
technique to identify the most pertinent attributes from a vast array of input data. In a study conducted by
Han et al. [80], it was proven that the BSOS algorithm demonstrates a propensity for identifying the minimal
set of features across various datasets while concurrently attaining a notable level of accuracy in classification.
Nonetheless, the BSOS approach exhibits limitations when dealing with datasets of low dimensionality and
demonstrates reduced sensitivity in datasets with a high number of dimensions. In addition, Miao et al. [81]
introduced an innovative approach for feature selection that utilizes the SOS method to enhance the precision
and efficacy of sleep staging. This procedure involves categorizing sleep stages using physiological data.

Wrapper methods generally exhibit superior performance compared to filter methods. However, in the
context of high-dimensional datasets like a microarray dataset, where the sample size is smaller than the
dimension of the features, the wrapper method can become computationally burdensome. Therefore, researchers
have devised hybrid approaches that integrate the usage of both filter and wrapper methods [69,82]. They experi-
mented with a total of five novel DSOS algorithms [69]. These algorithms aimed to enhance the classification
accuracy by simultaneously optimizing the feature subsets and neighborhood size of the k-nearest neighbor model.
In this scenario, a two-step approach is utilized. Initially, a filter method is applied to eliminate a significant number

Table 5: List of the various SOS methods and feature selection approaches

S/N SOS variant Feature selection approach References

1 Multiobjective SOS Wrapper-based [23]
2 Five DSOS that are combinations of modified and hybrid methods Wrapper-based [69]
3 Hybrid method — [70]
4 Hybrid method [71]
5 Hybrid method Wrapper/coating-based [76]
6 Improved SOS Wrapper-based [79]
7 MSOS Wrapper-based [26]
8 MSOS Wrapped-based [80]
9 MSOS Filter-based [81]
10 Hybrid approach Filter- and wrapper-based [69]
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of features. Subsequently, a wrapper method is implemented to choose the optimal subset from the remaining
features. Table 5 summarizes various SOS and feature selection approaches.

5.3 RQ3: What are the reported hybridizations of the SOS algorithm with the
K-means clustering method to address the clustering problems?

This section discusses the approaches that hybridize the SOS algorithm together with the K-means clustering
for automatic data clustering. As shown in Table 6, the purpose of each hybridized method and the clustering
method used in the related approaches are in the second and third columns, respectively. In contrast, the
fourth, fifth, and sixth columns provide information on the datasets utilized to evaluate the algorithms, the
approaches that were compared, and the criteria employed to assess their performance. Out of the 25 studies
that were reviewed, it was found that only 12 K-means/SOS hybrid methods specifically focused on the matter
of automatic data clustering.

Each of these has been further explained to ensure robust analysis, taking into consideration, the metrics
used and the significance of the findings. For instance, Yang and Sutrisno [67] utilized a CSOS algorithm with
K-means clustering method to build a hybridized method for automatic data clustering. The K-means approach
is a partitioning clustering method that involves specifying the number of clusters to be created from a given
data. This was aimed at overcoming the issues with the traditional clustering approach to address the clus-
tering problems. The result shows that the hybrid algorithm improves the quality and performance of
searching by combining the global and local searches from the data based on the successful execution
numbers, and the mean computational time. Similarly, Rajah and Ezugwu [55] proposed five hybrid algorithms
for automatic data clustering: SOS-based, SOSFA, SOSDE, SOSTLBO, and SOSPSO. These algorithms are inspired
from the original SOS algorithm, which are evaluated using the average computational time. This approach
overcomes the limitations of traditional clustering algorithms in handling automatic data clustering problems.

Furthermore, Ikotun and Ezugwu [65] developed a hybrid clustering method that integrates the search algo-
rithm with K-means approach that utilizes the SOS algorithm as a global search method to generate the ultimate
starting cluster centroids for the K-means method. Eleven datasets from the UCI machine learning repository and
one artificial dataset are used to compare the performance of the proposed algorithm with the classical SOS,
classical K-means, and other current hybrid clustering techniques. Compared to the traditional K-Means method,
SOS-based clustering approach, and other hybrid clustering methods, the findings demonstrate that for solving
automatic clustering, the hybrid SOSK-means performs better. In another study, Ikotun and Ezugwu [57] proposed
an improved version of the SOSK-means hybrid algorithm for automatic data clustering. The proposed algorithm
incorporates a randomweighted reflection coefficient with a three-part mutualism phase to improve the efficiency
of the hybrid method. A global threshold of the point-to-centroid distance distribution is utilized in this method to
automatically determine the outliers and exclude them from the centroid update processes. This exclusion occurs
when the new centroids are calculated in the K-means phase. Based on the research findings, the proposed hybrid
method performs better than traditional K-means, SOS-based clustering, and other hybrid methods for automatic
data clustering. Furthermore, to improve the accuracy of spyware classification and reduce the false positive rate
(FPR), Gana et al. [71] proposed an improved SVM classifier using the grid-search optimization algorithm. This
enhances the SVM classifier by optimizing its parameters and identifying the best features to select based on the
SOS algorithm. Compared to a different clustering approach, the proposed method performed better when eval-
uated on spyware datasets, demonstrating increased accuracy and FPR.

In addition, Zare-Noghabi et al. [70] proposed a hybrid method for medium-term load forecasting. The
proposed method combines the symbiotic organism search optimization (SOSO) and SVR techniques. SVR is the
main forecasting algorithm in this method, and SOSO is integrated to improve SVR parameters. The effective-
ness of this method compared to other methods is shown by evaluating it on the evolutionary united templar
(EUNITE) competition dataset in terms of mean absolute percentage error. In comparison to alternative
clustering methods, the proposed approach has demonstrated increased performance. Baysal et al. [23]
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proposed an NSMOSOS algorithm to investigate a multiobjective problem and found the balance between the
classification accuracy and the number of selected features for the BCI system. The result demonstrated that
the proposed method outperforms the classical SOS algorithm and other compared methods in terms of the
number of successful runs, the number of features, and accuracy. In a recent study, decomposition-based
multiobjective symbiotic organism search (MOSOS/D), using a novel optimizer for multiobjective problems,
was proposed by Ganesh et al. [83]. The SOS algorithm is the basis of the proposed optimizer, which is
considered a star-rising metaheuristic driven by the occurrence of symbioses among organisms. To assess
the performance of the proposed approach, four different optimizers such as multi-objective evolutionary
algorithm based on decomposition, NSGA-II, multi-objective marine predator slgorithm, and multi-objective
equilibrium optimizer are compared using six commonly used performance metrics. The result shows that
MOSOS/D is dominant to the other compared approaches. Similarly, Zhao and Liu [84] proposed an MSOS
genetic multi-swarm symbiotic organism search (GMSOS) that uses good points set and memory mechanisms
to improve the optimization ability and population diversity of the SOS method. The memory mechanism is
used in three stages of the SOS algorithm, and the proposed method produces the initial population by using
good point sets rather than a uniform distribution. By preventing simultaneous falls into local optima, these
approaches aid in more efficiently balancing the search scope’s exploration and exploitation. Compared to the
other methods under consideration, results indicated that the suggested approach is dominant. Moreover,
Chakraborty et al. [46] proposed a new MSOS algorithm (nwSOS), which is a modification of the original SOS
algorithm that simulates the efforts of organisms to survive in the ecosystem. This method performs better on
the controlled-source audio-magnetotellurics dataset with minimal tuning parameters as compared with other
nature-inspired optimization methods. This method has shown promising results in terms of convergence
analysis, statistical analysis, and complexity analysis.

The findings of hybridized algorithms are summarized in Table 6. The study encompasses a total of 20
distinct SOS variants hybridized with 12 different K-means automatic clustering algorithms.

5.4 RQ4: What is the rate of publication of the various SOS variants algorithms for
clustering and feature selection?

Figure 4 illustrates the summarized search process for all the work completed aligned with the SLR, showing
the number of publications from 2014 to 2023 that focus on the utilization of different variants of SOS
algorithms for clustering and feature selection. The present study encompasses publications that explore
the integration of clustering algorithms with different SOS methods, as discussed in the selected article. The
graph depicts a declining growth pattern in the field of research during the initial phases, particularly from
2016 to 2018, wherein the number of published articles began to exhibit a notable decrease in 2017. The number
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of articles under consideration for the study showed a predominantly upward trend after the year 2019. The
years 2021 and 2022 had the most substantial publication output, with five and six articles, respectively, during
the research period. This was succeeded by four papers each in 2019 and 2020. The analysis of a single article in
the year 2017 indicates a decline in the rate of pertinent publications throughout that period. It is important to
acknowledge that, owing to spatial constraints, Figure 5 displays only 70% of the reviewed articles along with
their respective publication names. Figure 5 shows the various titles of the journals and the respective
quantities of articles utilized in the investigation.

5.5 RQ5: What are the challenges and prospects of SOS-based clustering
algorithms?

The symbiotic organism search (SOS) algorithms are fascinating metaheuristics inspired by the symbiotic
interactions observed in ecosystems. An organism in nature develops various relationships to survive and
thrive, which comprise mutualism, commensalism, and parasitism. This algorithm leverages these principles
to better solve optimization problems. However, this section discusses some of the strengths and limitations of
different approaches, as well as potential areas for future research. On this note, Chakraborty et al. [85]
proposed a novel chaotic SOS (CSOS) optimization method to improve the efficiency of the traditional SOS
optimization approach in multilevel image segmentation. This optimization ensures a strategic distance from
premature convergence. The results indicate that the CSOS method has a higher convergence rate than the
others; nevertheless, the main drawback is a little increase in temporal complexity while producing the
chaotic sequence through the use of a nonlinear dynamical discrete map. Therefore, it was suggested that
future research could focus on embedding chaos with additional developed metaheuristic algorithms to
enhance the optimal solution. Similarly, Du et al. [79] proposed an IBSOS algorithm that uses a transfer
function to binarize the continuous SOS algorithms and evaluate the influence of different transfer functions
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on the efficiency of the BSOS algorithm. This was aimed to resolve the challenges of the original BSOS
algorithm, which has a premature convergence since it cannot directly solve the binary problem. In addition,
the common drawbacks of the various SOS algorithms and their hybridizations are addressed by ISOSK-
means, which improves the hybrid SOSK-means algorithm, in terms of stability, reliability, and efficiency
[57]. It was shown that the proposed ISOSK-means algorithm has better performance than the original SOSK-
means algorithm in terms of clustering accuracy, stability, and robustness. To further address some of the
limitations of the existing SOS algorithms, such as the imbalance among the exploration and exploitation, as
well as the over-exploration phenomenon, Chakraborty et al. [46] proposed an improved SOS algorithm in
which the findings revealed that the proposed approach outperformed other compared algorithms when
evaluated on 35 standard benchmark data and three engineering design challenges. Furthermore, a hybrid
model was proposed by Ikotun and Ezugwu [65] to resolve the challenges of the individual SOS algorithms and
the hybrid versions for a more reliable, stable, and effective performance. Although the initialization problem
of the original K-means algorithm has been addressed by the hybrid SOSK-means algorithm, the amount of
time needed for computing during the K-means phase is still proportional to the size of the dataset. As a result,
better K-means variants can be integrated with SOS to shorten the time that the traditional K-means spend
performing local searches. In addition, to further increase the performance of the hybrid algorithm, better SOS
versions can be developed.

Having established the fact that the proposed SOS algorithms are efficient in handling automatic clus-
tering problems, some insights into the challenges and advancements related to clustering using the SOS
algorithm are discussed as follows:

5.5.1 Initial cluster centroids

The K-means clustering algorithms aim to divide given data into k pre-defined separate and nonoverlapping
groups, each of which has a single group to which each data point belongs. However, given the sensitivity to
the initial centroids of the cluster, the convergence probability into a local optimum, and the specification of
the cluster number as an input parameter, the clustering performance is constrained. Therefore, one of the
primary challenges in clustering algorithms, including SOS-based approaches, is determining the initial cluster
centroids. Some researchers aimed to address this by combining SOS with the popular K-means algorithm
[57,65,66]. The hybrid approach uses SOS as a global search metaheuristic to generate optimal initial cluster
centroids for K-means. This helps improve K-means’ performance by avoiding convergence into local optimal.

5.5.2 Parameter tuning

While knowing the number of clusters apriori is the most fundamental problem in cluster analysis, some of the
metaheuristics algorithms, namely SOS-based algorithms, can be used to discover the number of clusters
automatically. However, although the SOS-based algorithm is considered a parameter-free metaheuristic,
some hybrid algorithms often require rigorous parameter tuning. Therefore, more researcher effort is needed
to explore different mechanisms to fine-tune more parameters effectively for HSOS-based clustering methods.
In addition, balancing exploration and exploitation is another important factor for achieving optimal results.

5.5.3 Solution quality and validity indices

Evaluating the quality of clustering solutions remains essential. Researchers often use validity indices (such as
the Davies-Bouldin index) to assess the effectiveness of clustering algorithms. Future work should focus on
enhancing solution quality assessment for SOS-based clustering approaches. It is essential to develop algo-
rithmic methods to compare various SOS-based clustering methods based on multiple validity criteria,
including internal, stability, and biological indicators [65].
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5.5.4 Generalization and robustness

While SOSK-means shows promising results on specific datasets, its generalization across diverse data
domains needs further investigation. Due to contamination introduced at various phases of measurement
and processing, a dataset is frequently not pure, which necessitates data cleaning in data mining. The presence
of noise and outliers in the data is another challenge. Therefore, researchers need to explore robustness under
noisy data, varying cluster shapes, and different data distributions.

5.5.5 Scalability and efficiency

As with any metaheuristic, scalability becomes crucial when dealing with large datasets. One of the potential
solutions would be to decrease the reliance of algorithms on user-dependent parameters, which can improve
the effectiveness of clustering algorithms. Future research can also design improved algorithms that enhance
the efficiency of SOS-based clustering methods, which will allow them to handle real-world applications
effectively. In summary, the hybridization of SOS with K-means offers exciting possibilities for automatic
clustering. Researchers can continue exploring novel adaptations, addressing challenges, and validating their
approaches to various datasets.

6 Research limitations

This SLR identifies several strategies based on self-organizing maps (SOS) for clustering and feature selection.
Our objective is to enhance the internal and external validity of our procedures by accomplishing the RQs. This
section will address the limitations and obstacles that may arise concerning the validity of this argument.
• This SLR is exclusively focused on scholarly articles and conference papers that examine the topics of
clustering, classification, or feature selection utilizing SOS algorithms. During the initial stages of the study,
our search approach was employed to identify and subsequently exclude several research publications that
were deemed irrelevant to this analysis and aligned with the criteria considered. Nevertheless, it is widely
recognized that the inclusion of other sources, such as supplementary sourcebooks, should have provided a
better quality review.

• Our research was restricted to materials written exclusively in the English language. The presence of
potential publications in other languages in this field of research gives rise to linguistic bias. Fortunately,
the documents collected were in the English language.

• Despite the study’s focus on primary databases to review scholarly articles, it is plausible that other relevant
studies available in additional digital libraries were not considered. To address this, we conducted a com-
parative analysis between the keywords and phrases used to search and a widely recognized compilation of
scholarly research works. Nevertheless, it is possible to overlook specific synonyms while searching for
keywords. Therefore, the SLR procedure has undergone revisions to ensure the exclusion of any essential
terms.

7 Conclusion

This research work presents an SLR, which specifically adopts the PRISMA approach, to systematically review
the existing research works on unsupervised clustering and feature selection problems based on the SOS-
based methods. Specifically, the applicability of various techniques in SOS-based methods for clustering and
classification is reviewed. We have also presented the hybridization of the K-means clustering algorithm with
different SOS algorithms. The primary objective of each hybridization with the adopted clustering approach in
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the resultant hybridized algorithm was considered. The findings of the study revealed that various SOS
methods were adapted as clustering and feature selection methods in which CSOS, DSOS, and MASOS were
mostly used for the clustering applications, while BSOS, BSOSST, and BSOSVT were used for feature selection
problems. The findings also revealed that, of all the selected studies for this review, only a few studies
specifically focused on hybridizing SOS with the K-means algorithm for automatic data clustering application.
In addition, the publication rate of research on SOS-based methods for clustering and feature selection has
been presented. Five distinct RQs were created to meet the objectives of the study, and the answers to these
questions were included in a comprehensive analysis of the many SOS approaches that incorporated the K-
means clustering algorithm to produce hybrid methods.

To respond to our first question (RQ1), several articles that focused on various SOS algorithms for classi-
fication and clustering problems have been investigated. Adopted clustering approaches were also studied. In
response to the second question (RQ2), different articles were selected among the reviewed articles, which
were aimed primarily to resolve feature selection problems for clustering and classification purposes. These
articles were few related to the overall articles considered for this study. In response to the third question
(RQ3), various hybridizations of the SOS algorithms and K-means clustering algorithm that addressed clus-
tering issues were also considered. The various approaches of reviewed hybridized algorithms for automatic
clustering were also discussed in response to this RQ. The response to the fourth question (RQ4), provided a
comprehensive investigation of the publication trends concerning SOS-based algorithms for clustering and
feature selection problems in the last decade. The results of the analyzed publications show that, in the
majority of the reviewed studies, there is a generally low rate of research publication that includes the
hybridization of K-means with SOS algorithms. This suggests that this field of study needs a lot more attention,
particularly to address automatic clustering issues. To achieve higher-quality clustering results, the study also
shows that the current hybridized K-means algorithms with SOSs still need longer execution times when used
for large dataset clustering.
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