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Abstract: The recognition and classification of English accents have high practical value in areas such as
security management and information retrieval. This study introduced two English accent features, filter bank
(FBank) and Mel-frequency cepstral coefficient (MFCC), based on deep learning techniques. It then combined
convolutional neural network (CNN), gated recurrent unit, and an attention mechanism to design a 1D CNN-
BiGRU-Attention model for English accent recognition and classification. Experimental tests were conducted
on the VoxForge dataset. The results showed that compared to MFCC, FBank performed better in English
accent recognition and classification, and 70FBank achieved the highest F1 value. Among the recurrent neural
network, long short-term memory, and other models, the BiGRU model had the best performance. The average
F1 value of the 1D CNN-BiGRU-attention model was the highest, reaching 85.52%, and all the F1 values were
above 80% for different accents, indicating that the addition of the attention mechanism effectively improved
the model’s recognition and classification effectiveness. The results prove the reliability of the method pro-
posed in this article for English accent recognition and classification, making it suitable for practical applica-
tion and promotion.
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1 Introduction

Speech recognition technology can enhance human–computer interaction and has significant applications in
various fields such as smart homes and medical rehabilitation [1]. In actual speech, the presence of accents can
significantly impact recognition performance [2]. Accents refer to different pronunciations of words [3].
Within the same language, different accents can lead to variations in tone, duration, and other aspects [4].
Taking English accents as an example, American English tends to have more rolled sounds and a flat intona-
tion, while British English avoids rolling the tongue and has great pitch variation. Indian English is spoken at a
fast pace, and French English often substitutes “z” for “th.” Furthermore, even within the same country,
different regions have their own distinct accents; however, all of these variations still fall under the umbrella
of the English language. By recognizing and classifying different English accents, it is possible to provide
corresponding services for customers in various self-service industries such as tourism and restaurants. This
can also assist in determining the origin of individuals in areas of immigration control and crime investigation
for security purposes. Deep learning algorithms are capable of automatically learning features from raw data,
and they adopt an end-to-end learning approach, making model construction relatively simple. They possess
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excellent transfer learning capabilities and demonstrate outstanding performance in handling large-scale
complex data, particularly in the field of computer vision, such as object detection and facial recognition
[5]. These algorithms find wide applications in areas like autonomous driving, video surveillance, virtual
reality, etc. [6]. In addition, deep learning has been successfully applied in the field of natural language
processing, such as machine translation and sentiment analysis [7]. In the medical field, deep learning-based
pathology image analysis and diagnosis contribute to improving diagnostic accuracy [8]. In speech recognition, deep
learning is widely used in applications like voice assistants and speech-to-text conversion [9]. Various deep learning
methods have been extensively researched. Zhang et al. [10] designed two models, multi-layer cellular neural
network-connectionist temporal classification (MCNN-CTC) and SENet (SE)-MCNN-CTC, for Chinese speech recogni-
tion. Through experiments, they found that the relative error rate of SE-MCNN-CTC decreased by 13.51%, resulting in
a final error rate decrease of 22.21%, indicating higher generalization performance. The study conducted byManohar
and Logashanmugam [11] focused on speech emotion recognition and proposed a hybrid deep learning approach,
which was found to outperform other models in terms of performance. Kumar et al. [12] investigated the technology
of converting speech into text for hearing-impaired students and utilized a deep learning-based model to extract
features from audio and video, achieving a word error rate of 6.59%. The study conducted by Seki et al. [13] proposed
a deep neural network that combines filter banks (fBanks). The experimental results showed a 5.8% reduction in
word errors among ten utterances. This work designed a deep learning algorithm for English accent recognition and
classification, and its reliability was demonstrated through experiments on different accent datasets. This work
provides a new and reliable method for practical applications in areas such as public safety and language learning
involving English accent recognition and classification. This study has taken into account the diversity of English
accents, and the designed model demonstrates good performance in recognizing and classifying different accents.
This study provides a new approach to address the issues of accent diversity and adaptability, which contributes to
promoting wider and more effective applications of speech recognition classification technology.

2 Extraction of English accent features

As an acoustic signal, the English accent needs to undergo preprocessing and feature extraction before it can
be recognized and classified using deep learning algorithms. First, the energy of the high-frequency part of the
signal is enhanced through pre-emphasis, which is achieved by applying a first-order digital filter. The
corresponding equation is:

( ) = − −H z az1 ,1 (1)

where a stands for the pre-emphasis coefficient.
Then, by utilizing the short-term stationary characteristics of the signal, it is divided intomultiple speech frames,

each typically having a length of 10–30ms. The overlapping portion between adjacent frames, known as frame shift,
is usually around half to one-third of the frame length. After framing, window functions are applied to maintain
smoothness at both ends of each speech frame. Commonly used window functions are listed in Table 1.

Table 1: Commonly used window functions

Name Equation Feature

Rectangular
window ( ) = ⎧⎨⎩

≤ ≤
w n

n L1,0 ‒1

0, else

High sidelobes and great spectral leakage

Hanning window
( )

[ ( )]
= ⎧

⎨⎩
≤ ≤

w n
πn L n L0.5‒0.5 cos 2 / ‒1 , 0 ‒1

0, else

Good suppression of spectral leakage, but low resolution

Hamming window
( )

[ ( )]
= ⎧

⎨⎩
≤ ≤

w n
πn L n L0.54‒0.46 cos 2 / ‒1 , 0 ‒1

0, else

Slower sidelobe attenuation than Hanning window, better
low-pass characteristics
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According to Table 1, this study utilizes a Hamming window with a frame length of 25 ms and a frame shift
of 10 ms in the processing of English accent signals. Finally, to preserve the effective segment of the signal,
endpoint detection is performed using the commonly employed dual threshold method [14]. Let the signal
obtained after framing and windowing be ( )x mi . The steps of endpoint detection are as follows.
(1) The energy per frame is calculated – ( )= ∑ =E x mi m

n

i1

2 .

(2) A small value called σ is set for center clipping processing – ( )
( ) | ( )|

| ( )|
=

⎧
⎨
⎩

≥
<x m

x m x m σ

x m σ

,

0,
i

i i

i

(3) The zero crossing rate per frame is calculated – | [ ( )] [ ( )]|= ∑ − −= x m x mZCR sign sign 1m

N

i i

1

2 1 ,
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sign

1, 0

1, 0
i

i
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.

(4) The starting and ending points of the dual threshold triggering are determined. The continuous signal
between them are considered as valid signal.

After the preprocessing of English accent signals is completed, feature extraction can be performed.
Commonly used features include linear predictive cepstral coefficients [15], Mel-frequency cepstral coefficients
(MFCC) [16], and so on. Among them, MFCC and FBank are closer to how the human ear processes audio;
therefore, this study mainly focuses on studying these two features. The extraction process is shown in
Figure 1.

According to Figure 1, after pre-emphasis and other preprocessing of the English oral signal, fast Fourier
transform is performed on the obtained signal to complete time-frequency conversion.

( ) ( )∑= ⎛
⎝−

⎞
⎠ = ⋯ −

=

−

X k x n j
πnk

K
k Kexp

2
, 0, 1, , 1,t

n

K

t

0

1

(2)

where ( )x nt stands for the ( )x nt -th sampling point of the t-th frame of the signal.
Then, the power spectrum of the t-th frame signal is calculated as follows:

( ) | ( )|= = ⋯ +P k X k K k K/ , 1, 2, , /2 1.t t
2 (3)

Actual frequency f is mapped to Mel frequency f as follows
mel

:
( )= × +f f2,595 lg 1 /700 .

mel
(4)

Mel filters are constructed. The frequency response obtained by the m-th filter is as follows:
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Figure 1: FBank and MFCC feature extraction.
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where ( )f m
C

refers to the central frequency of the filter, and ( )f m
L

and ( )f m
H

are upper and lower cutoff
frequencies, respectively.

The signal is passed through a group of Mel filters, and the logarithmic energy output of each filter can be
written as follows:

( ) | ( )| ( )∑ ⎟⎜=
⎛
⎝

⎞
⎠=

−

S m X k H δln ,t

K

N

t m

0

1

2 (6)

where ( )S mt is the m-th dimension feature of FBank extracted from the t-th frame signal.
Discrete cosine transform (DCT) is performed on ( )S mt to obtain

( ) ( ) ( )∑= ⎡
⎣ − ⎤

⎦ = ⋯
=

C n S m
πn

M
m n Lcos 0.5 , 1, 2, , ,t

n

N

t

1

(7)

where ( )C nt is the MFCC feature, L is the number of orders, and M is the number of filters.

3 Recognition and classification using deep learning algorithms

Convolutional neural networks (CNNs) are commonly used algorithms in deep learning [17], with wide appli-
cations in various areas such as image recognition [18]. They perform excellently at extracting local features from
data, which is why this study chose CNN to extract local features from English accent signals. In actual operations, a
window with a size of k slides over an input feature map to complete the convolution. It is assumed that the input
feature map of the −l 1-th layer is −xl 1. The output is obtained by multiplying −xl 1 with the convolutional kernel kl

of the l-th layer, summing themup, adding the bias term bl of the current layer, and applying an activation function.
For the j-th convolutional kernel, the convolution operation can be written as follows:

∑=
⎛

⎝
⎜ ⊗ +

⎞

⎠
⎟

∈

−
x f x k b ,j

l

i M

i

l

ij

l

j

l1

j

(8)

where Mj refers to the height of the j-th convolutional kernel.
Pooling operations aim to reduce the complexity of calculation to accelerate network convergence. First,

the j-th feature map in the −l 1-th layer, −
xj

l 1, is downsampled. Then, it is multiplied with β
j

l, the j-th parameter

of the l-th layer. Then, the output and the bias bj

l of the current layer are added together. After the operation

using the activation function, xj

l is output. The pooling operation is written as follows:

[ ( ) ]= +−
x f β x bdownsample ,j

l

j

l

j

l

j

l1 (9)

where downsample refers to to downsampling operation.
However, CNN has poor performance in handling sequential data. To further improve the effectiveness of

English accent recognition classification, CNN is combined with a recurrent neural network (RNN). Within the RNN,
the gated recurrent unit (GRU) is an improved algorithm [19] that effectively alleviates the gradient vanishing
problem of RNNwhile also possessing advantages such as a simple structure and high accuracy. GRU has two units:
update gate zt and reset gate rt. It is assumed that the current input is rt. GRU determines how much hidden layer
information −ht 1 can be forgotten at the late moment through rt , which can be written as follows:

( ·[ ])= −r σ W h x, .t r t t1 (10)

Then, zt is used to determine how much −ht 1 and preparatory hidden layer information ∼
h can be reservedt ,

which can be written as follows:

( ·[ ])= −z σ W h x, ,t z t t1 (11)

( ·[ ])
∼ = −h W h r xtanh , .t h t t t1

(12)
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Finally, the output ht of GRU is composed of two parts, which can be written as follows:

( )= − ∼ + −h z h z h1 ,t t t t t 1
(13)

where W is a weight matrix and σ is an activation function.
In order to capture information from both past and future moments, this article adopts BiGRU, and the

calculation formula can be written as follows:

( )
→ = →

−h h xGRU , ,t t t1
(14)

( )
← = ←

−h h xGRU , ,t t t1
(15)

= → + ←
h Wh V h ,t t t t t

(16)

where →
ht represents the output of forward GRU, ←

ht represents the output of reverse GRU, and Wt and Vt are
weight matrices.

In the recognition and classification of English accent, special attention needs to be paid to the unique
pronunciation styles of different accents. The attention mechanism [20] can adjust weight coefficients to
modify the importance of features. Therefore, this study combines the attention mechanism with CNN-BiGRU.
Local features are extracted from the extracted English speech signal features mentioned earlier using a two-
layer 1D CNN. By adopting a two-layer structure, the features extracted by the first convolutional layer can be
passed on to the second layer, enabling further learning of more complex and abstract features, thus achieving
deep-level feature learning. BiGRU is used for extracting global features. An attention module is then added to
adjust feature weights. In order to convert the model’s output into probabilities for each category, a softmax
function is used in the last layer for classification and recognition of different English accents. The designed
model structure is shown in Figure 2.

As shown in Figure 2, the output sequence of the BiGRU is denoted as st . The target attention weight can be
written as follows:

( )=a stanh .t t (17)

The class probability vector generated by softmax is:

[ ( )] ( )∑=
⎡
⎣⎢

⎤
⎦⎥=

p a aexp / exp .
t t

t

m

t

1

(18)

Finally, the calculation formula of the probability distribution of different classes is as follows:

( )= +P w v bsoftmax ,a a (19)

where wa and ba are the weight and bias, and v is the weighting vector of at , = ∑ =v a pt

m

t t1 .

4 Results and analysis

4.1 Experimental setting

The experimental dataset was VoxForge [21], which includes processed data of various English accents. From
this dataset, six accents with a relatively large amount of data were selected, as listed in Table 2.

80% of the data was used for training, while the remaining 20% was used for testing. The model was built
using the Keras framework and programmed in Python 3.6 on an Ubuntu operating system. The learning rate
for the 1D CNN-BiGRU-Attention model was set to 0.001, the batch size was set to 64, and the number of training
epochs was set to 120. The Adam optimizer was used. Evaluation of the model’s recognition and classification
performance was based on a confusion matrix (Table 3).
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Figure 2: 1D CNN-BiGRU-attention model.

Table 2: Experimental dataset

Accent Number

American English (AM) 8,306
British English (BR) 8,134
European English (EU) 7,842
Canadian English (CA) 3,405
Indian English (IN) 2,407
Australian English (AU) 2,323

Table 3: Confusion matrix

Recognition and classification result

Real class Positive case Negative case

Positive case TP FN
Negative case FP TN
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(1) Precision: ( )= +P TP/ TP FP

(2) Recall rate: ( )= +R TP/ TP FN

(3) F1 value: F1 ( )= +PR P R2 /

4.2 Result analysis

The commonly used MFCC feature in the extraction of English accent features was 39-dimensional, consisting
of 12 dimensions for output, 1 dimension for logarithmic energy, and first-order and second-order differences.
The default FBank group for FBank was set to 23. First, the differences between using FBank features and
MFCC features in a 1D CNN-BiGRU-Attention model were compared. The FBank groups for FBank were
adjusted to 23, 45, 70, 95, and 115. The recognition classification results are presented in Figure 3.

From Figure 3, it can be observed that when using the MFCC as the feature, the F1 value of the model in
English accent recognition and classification was 78.91%. However, there was a significant improvement in F1
value when using the FBank as the feature. When the number of FBanks was set to 23, the F1 value of the
FBank reached 81.26%, representing an increase of 2.35% compared to MFCC. Compared to the FBank, the
MFCC lost some correlation details after DCT processing, resulting in inferior performance in recognition
classification. As the number of FBanks increased on the FBank features, the model’s F1 value initially
increased and then decreased. Comparatively speaking, the highest F1 value was achieved with 70FBank,
which was 6.61% higher than the MFCC. This may be because the continuous increase in FBanks can lead to an
increase in signal noise, making the training process more complex and resulting in a poorer recognition and
classification effect. Based on this, 70FBank was used as the feature in subsequent experiments.

In the case of fixing the CNN layer and attention layer, the influence of different RNNs on the model
performance was compared, as shown in Table 4.

Figure 3: Influence of English accent features on model identification and classification results.

Table 4: Influence of different RNNs on model performance

Precision (%) Recall rate (%) F1 value (%)

1D CNN-RNN-Attention 71.26 68.77 69.99
1D CNN-LSTM-Attention 75.44 73.11 74.26
1D CNN-BiLSTM-Attention 78.21 74.25 76.18
1D CNN-GRU-Attention 84.33 81.26 82.77
1D CNN-BiGRU-Attention 86.72 84.36 85.52

Recognition and classification of English accents  7



The different choices of RNN had a significant impact on the recognition and classification results of the
model, as observed from Table 4. When using the RNN, the F1 score for English accent recognition was only
69.99%, which was the lowest. After replacing RNN with the long short-term memory (LSTM), the F1 value
increased to 74.26%, showing an improvement of 4.27% compared to the RNN. Further replacing the RNN with
the GRU led to an even higher F1 score of 82.77%, indicating an improvement of 12.78% compared to the RNN
and an additional improvement of 8.51% compared to the LSTM. These results indicated that the GRU per-
formed the best. Comparing unidirectional and bidirectional RNNs, the BiLSTM had an F1 value of 76.18%,

which was a 1.92% improvement over the LSTM, while the BiGRU had an F1 value of 85.52%, which was a 2.75%
improvement over GRU. This suggested that models using bidirectional networks could learn more features
and improve its performance in English accent identification and classification.

The influence of the attention mechanism on the model performance was compared, and the results are
shown in Table 5.

The presence or absence of the attention mechanism also had a certain impact on the identification and
classification results of the model, as observed from Table 5. Without adding the attention mechanism, the F1
value of the 1D CNN-BiLSTM approach was 75.15%, which decreased by 1.03% compared to the 1D CNN-BiLSTM-
Attention approach. Similarly, the F1 value of the 1D CNN-BiGRU approach was 83.79%, which decreased by

1.73% compared to the 1D CNN-BiGRU-Attention approach. These results indicated that the ability to classify
weights using the attention mechanism could further enhance the performance of the model in English accent
recognition, thereby demonstrating the effectiveness of the method proposed in this work.

Finally, the F1 value of different approaches for the identification and classification of different English
accents was compared, and the results are presented in Table 6.

From Table 6, it can be seen that first, different methods achieved good recognition and classification
results on Indian accent (IN), with F1 values above 80%, which may be because IN was significantly different
from the other accents and had obvious features. Comparing the different approaches, the 1D CNN-LSTM-
Attention approach achieved the highest F1 value of 80.76% on IN but performed the worst in recognizing
Canadian English (CA) with a lowest F1 value of only 60.12%. On the other hand, the 1D CNN-BiLSTM-Attention
approach showed the best recognition and classification performance on BR but performed poorly in recog-
nizing Australian English (AU), which may be because the small sample size of AU. As for British English (BR),
the 1D CNN-GRU-Attention approach reached an F1 value of 91.27%; for American English (AM) and BR, their F1

Table 5: Influence of the attention mechanism on the model performance

Precision (%) Recall rate (%) F1 value (%)

1D CNN-BiLSTM 76.01 74.31 75.15
1D CNN-BiLSTM-Attention 78.21 74.25 76.18
1D CNN-BiGRU 85.22 82.41 83.79
1D CNN-BiGRU-Attention 86.72 84.36 85.52

Table 6: F1 value of different approaches for the identification and classification of different English accents (unit: %)

AM BR EU CA IN AU

1D CNN-LSTM-Attention 77.33 78.46 76.59 60.12 80.76 72.30
1D CNN-BiLSTM-Attention 81.26 83.54 70.12 65.42 81.26 75.48
1D CNN-GRU-Attention 75.32 91.27 87.26 75.61 81.22 85.94
1D CNN-BiGRU-Attention 92.36 92.16 80.33 80.12 87.33 80.82
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values were above 90%; however, it had the poorest performance in recognizing CA with an F1 value of only
80.12%. Different methods showed different results in accent recognition and classification tasks, indicating
that these methods had varying effects on feature extraction and classification. However, overall, the 1D CNN-
BiGRU-Attention approach had an F1 value of over 80% for each type of accent, with the highest average F1
value reaching 85.52%, which demonstrated the reliability of this method.

5 Conclusion

This article proposed a 1D CNN-BiGRU-Attention model based on deep learning for recognizing and classifying
different English accents. The experiments showed that FBank, as a feature, exhibited better recognition and
classification performance compared to MFCC. In comparison with other methods, the designed 1D CNN-
BiGRU-Attention model demonstrated excellent performance in recognizing and classifying different accents,
achieving a superior average F1 score of 85.52%. Therefore, the proposed method is feasible and can be applied
in practice. However, this study also has some limitations. For instance, in terms of features, only the perfor-
mance of MFCC and FBank were compared. Additionally, the selection of models did not consider deeper and
more complex CNN structures. Therefore, future work needs to delve deeper into feature research to explore
the performance of different features in English accent recognition and classification. Furthermore, further
research is needed on model construction to analyze the effectiveness of more complex deep learning
methods.
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